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Preface: Sumio Watanabe—Spreading
the Wonder of Bayesian Theory

The first time I met Prof. Sumio Watanabe was when I was invited to a research
meeting organized by Prof. Hideki Aso at the National Institute of Advanced Indus-
trial Science and Technology, where I spoke for about 90 minutes in a seminar. It was
in the early summer of 1994, when I had just been appointed as a full-time lecturer at
Osaka University, and I believe the topic was about structural learning of Bayesian
networks. At that time, there was someone who asked me questions about 20-30
times in total, about once every 2—3 min. That person was Prof. Watanabe.

It was about five years later when Prof. Watanabe gave a lecture titled “Alge-
braic Geometric Methods in Learning Theory” at the Information Based Induction
Sciences (IBIS) Workshop, a machine learning research meeting. At that time, I
was also writing papers on algebraic curve cryptography and plane curves (my co-
authored paper with J. Silverman has been cited over 100 times), and I was confident
in both Bayesian statistics and algebraic geometry. However, I could not understand
Prof. Watanabe’s IBIS talk at all, as it was too rich in originality.

In conventional Bayesian statistics, regularity (defined in detail in Chap. 2) is
assumed, and in that case, the posterior distribution given the sample becomes
a normal distribution. Watanabe’s Bayesian theory is a generalization of existing
Bayesian statistics that uses algebraic geometric methods to derive posterior distri-
butions for cases without assuming regularity. As a consequence, information criteria
such as the Widely Applicable Information Criterion (WAIC) and the Widely Appli-
cable Bayesian Information Criterion (WBIC) are derived. These are similar to infor-
mation criteria such as AIC and BIC, but they can be applied even when the rela-
tionship between the true distribution and the statistical model is non-regular. Also,
if there is sample data, these values can be easily calculated using software such as
Stan (Chap. 3 of this book).

The period from 2005 to 2010 was when Watanabe’s Bayesian theory was most
developed, and many students entered the Watanabe laboratory. At that time, I listened
to several presentations on the achievements of the young researchers in the Watanabe
laboratory, but I thought it was impossible to understand without studying the basics.
Fortunately, Prof. Watanabe published “Algebraic Geometry and Learning Theory”
(Japanese book) in 2006 and “Algebraic Geometry and Statistical Learning Theory”
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(Cambridge University Press) in 2009. Both are masterpieces on algebraic geometric
methods in learning theory, but they did not discuss the essence of Watanabe’s
Bayesian theory. The latter book does mention WAIC.

On the other hand, the book “Theory and Methods of Bayesian Statistics”
published in 2012 (Japanese book) includes descriptions of not only WAIC but also
Watanabe Bayesian theory. However, although it does not assume prior mathemat-
ical knowledge, it does not delve into the details of the theory, making it difficult to
understand its essence. Honestly, I thought it would be easy to give up unless one
spends about a year reading either of the first two books before reading “Theory and
Methods of Bayesian Statistics”. There was also a concern that the majority of people
might be simply believing and using the claim that “use WAIC or WBIC instead of
AIC or BIC for non-regular cases”. In fact, Watanabe Bayesian theory does not apply
to all irregular statistical models. Moreover, with such an attitude, I think it would
be difficult to understand the general properties of WAIC and WBIC.

The determination to write this book was solidified when Prof. Watanabe visited
the Graduate School of Engineering Sciences at Osaka University for a concentrated
lecture in 2019 (he also visited the Osaka University School of Science in 2009).
Looking back at the materials from that time, the lecture reminded me more of
the general Bayesian theory rather than the essence of Watanabe Bayesian theory.
Professor Watanabe avoids difficult topics and shows a caring attitude, but if I were
Prof. Watanabe, I would have conveyed the essence of Watanabe Bayesian theory
regardless of whether students would run away or not. That thought is also incorpo-
rated in this book. At that time, I was planning a series of 100 mathematical exercises
on machine learning which was translated into Springer books in English. At that
time, without hesitation, I told the editor to include this book as one of them.

However, the book, which I expected to be completed in about half a year, took
a full year to finish. I was well aware that Watanabe Bayesian theory is difficult
to understand. However, when I started writing, I realized that I only understood
the surface of the theory. Moreover, I thought that a satisfactory work would not be
completed unless I delved into claims not written in Prof. Watanabe’s previous books
and papers, and even the essence that Prof. Watanabe himself did not recognize.
As T kept questioning why and pursued the issue, I repeatedly encountered new
perspectives. I thought that Watanabe Bayesian theory is a masterpiece completed
by combining well-thought-out ideas, not just one or two whims.

Watanabe Bayesian theory is constructed by applying algebraic geometry, empir-
ical processes, and zeta functions to existing Bayesian statistics in order to realize
generalization without assuming regularity. These are different from linear algebra
and calculus and are difficult mathematics that are not used unless you major in
mathematics. However, in actual Watanabe Bayesian theory, only a small part of
them is used. This book aims to untangle the complex intertwined threads and serve
as a guide that allows readers to smoothly understand the material without going
through the same time and effort as I did.
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The outline of each chapter is as follows. Please see https://bayesnet.org/books
for abbreviated solutions to the exercises in each chapter.

Chapter | Contents

2

Overview of Bayesian Statistics

The role of MCMC (such as Stan) used in this book and usage of Stan

Summary of mathematical matters used in this book

3
4
5

generalization)

Discussions assuming regularity (Watanabe Bayesian theory that corresponds to its

Information criteria (AIC, BIC, TIC, WAIC, WBIC, and Free Energy)

Minimal necessary algebraic geometry for understanding Chaps. 8 and 9

The essence of

WAIC

O |0 Q|

WBIC and its application to machine learning

——: Generalization
——: Implication

(The relationship between chapters is illustrated in Fig. 1).

This book has been written with the following features:

Covering major topics of Watanabe Bayesian theory, from WAIC/WBIC
(Chap. 6) to learning coefficient calculation (Chap. 9). It includes not only the
content discussed in Sumio Watanabe’s trilogy but also recent results such as the

equivalence of WBIC and CV (Cross-Validation) (Chap. 8).

Providing R/Stan source code.
Presenting numerous examples, making the difficult-to-understand Watanabe

Bayesian theory accessible to beginners.

Carefully explaining the basics of algebraic geometry necessary for under-
standing Watanabe Bayesian theory (Chap. 8).
Offering 100 exercise problems to allow for self-checks.

Chapter 3

MCMC and Stan

Chapter 4

Mathematical preparation

Chapter 5

Regular statistical models

/

Chapter 6

Information criterion

N

Fig. 1 Relationship between chapters

/

Chapter 8

Chapter 7

Algebraic geometry

Essence of WAIC /

Chapter 9

Application to machine learning
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Additionally, this book is intended for readers who meet any of the following
criteria:

1. Possess knowledge equivalent to first-year university-level statistics

2. Have used WAIC and WBIC before (applicable even to non-science majors)

3. Possess knowledge equivalent to “Statistical Learning with Math and R/Python”
(Springer).

However, the author would be most delighted if there are readers who have

Studied Watanabe Bayesian theory in the past and failed, but were
able to understand it by reading this book

I'have tried to avoid making mathematical leaps, but even for previously unknown
formulas, the ability to read and understand definitions and explanations is necessary.

My wish is for many people to know about Sumio Watanabe’s Bayesian theory,
Akaike’s information criterion, and Amari’s information geometry as some of the
great achievements of Japanese statistics.

One-Point Advice for Those Who Struggle with Math

If you struggle with math, get into the habit of “writing”. Read this book while
writing.

Some people don’t take notes when the teacher writes the same thing on the
board as the textbook. This reduces the learning effect. On the other hand, writing
helps to internalize concepts through sight and touch (sensory and motor nerves). At
undergraduate and graduate thesis presentations, math professors often take notes
while listening to the student’s presentation.

For those who find math difficult while reading this book, I recommend slowly
copying the propositions and equations of each chapter. By doing so, the concepts
will become your own, and you will want to think about why they are true and
consider their proofs. If you still don’t understand after copying, try doing the same
thing the next day.

This is a study method recommended by the famous mathematician Kunihiko
Kodaira. Just by copying, the material becomes much more familiar and less
intimidating.
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Features of This Series

I have summarized the features of this series rather than this book as follows:

1.

Acquiring: Building Logic

By grasping mathematical concepts, constructing programs, executing them, and
verifying their operation, readers will build a “logic” in their minds. Not only
will you gain knowledge of machine learning but also a perspective that allows
you to keep up with new sparse estimation techniques. Most students say that
they have learned a lot after solving 100 problems.

Not just talk: Code is available for immediate action

It is very inconvenient if there is no source code in a machine learning book.
Furthermore, even if there is a package, without the source code, you cannot
improve the algorithm. Sometimes, the source is made public on platforms like
git, but it may only be available in MATLAB or Python or may not be sufficient.
In this book, code is written for most processes, so you can understand what it
means even if you don’t understand the math.

Not just usage: An academic book written by a university professor

Books that only consist of package usage and execution examples have their
merits, such as giving people unfamiliar with the topic a chance to grasp it.
However, there is a limit to the satisfaction of being able to execute machine
learning processes according to procedures without understanding what is
happening. In this book, the mathematical principles of each sparse estimation
process and the code to implement them are presented, leaving no room for doubt.
This book belongs to the academic and rigorous category.

Solving 100 problems: University exercises refined through feedback from
students

The exercises in this book have been used in university seminars and lectures,
refined through feedback from students, and have been carefully selected to be
the optimal 100 problems. The main text of each chapter serves as an explanation,
so by reading it, you can solve all the exercises.

Self-contained within the book

Have you ever been disappointed by a theorem proof that says, ‘“Please refer
to literature XX for details”? Unless you are a very interested reader (e.g., a
researcher), you are unlikely to investigate the referenced literature. In this book,
we have carefully chosen topics to avoid situations where external references are
needed. Also, proofs are made accessible, and difficult proofs are placed in the
appendix at the end of each chapter.
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6. Not a one-time sale: Videos, online Q&A, and program files
In university lectures, we use Slack to answer questions from students 24/365,
but in this book, we use the reader’s page

https://bayesnet.org/books

to facilitate casual interaction between authors and readers. In addition, we
publish 10-15 min videos for each chapter. Furthermore, the programs in this
book can be downloaded from git.

Toyonaka, Japan Joe Suzuki
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Chapter 1 ®)
Overview of Watanabe’s Bayes oo

In this chapter, we will first review the basics of Bayesian statistics as a warm-up. In
the latter half, assuming that knowledge alone, we will describe the full picture of
Watanabe’s Bayes Theory. In this chapter, we would like to avoid rigorous discussions
and talk in an essay-like manner to grasp the overall picture.

From now on, we will write the sets of non-negative integers, real numbers, and
complex numbers as N, R, and C, respectively.

1.1 Frequentist Statistics

For example, let’s represent heads of a coin as 1 and tails as 0. If x is a variable
representing heads or tails of the coin, x takes the value of O or 1. X = {0, 1} is the
set of possible values of x. Furthermore, we represent the probability of getting heads
with € that takes values from 0 to 1. ® = [0, 1] is the set of possible values of . We
call # a parameter. Here, we consider the distribution p(x|0) of x € X determined
by 6 € ©. In the case of this coin toss example,

x=1
,x=0

p(x|0) = {?’_9 (1.1)

can be established. In statistics, when “p(x|6) is a distribution”, p(x|f) must be
non-negative and the sum of x € X must be 1 (in this case, p(0|6) + p(1]6) = 1).

As it is a coin toss, it might be common to assume that the parameter 6 is 0.5.
In this case, in statistics, the value of 6 is “known”. However, if the value of 8 is
“unknown” because we cannot assume 6 = 0.5, for example, due to the coin being
bent, we would try tossing the coin several times and estimate the value of 6. If we
toss the coin n = 10 times and get heads 6 times, we might guess that § = 0.6, and
if we suspect something, we might toss the coin 20 or 100 times.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 1
J. Suzuki, WAIC and WBIC with R Stan,
https://doi.org/10.1007/978-981-99-3838-4_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3838-4_1&domain=pdf
https://doi.org/10.1007/978-981-99-3838-4_1
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In this way, the problem of estimating the true value of § fromthe data x, ..., x, €
X is called parameter estimation, and n (> 1) is called the sample size. The estimated
parameter is often denoted as 6, = 0.6, for example, to distinguish it from the true
parameter . Alternatively, it can be seen as a mapping like

X" 3 X1y X)) > 0(x1, ..., x,) €O .

Statistics is a discipline that deals with problems such as parameter estimation, where
the distribution generating xi, ..., x, is estimated.
In the coin tossing problem, with x; = 0, 1, we have

A I «
O(xr, ..., x) = ;Zx,- (1.2)
i=1

which is called the relative frequency. This is the ratio of the frequency of 1 to the
number of data n. If xy, . .., x, occur independently, as shown in Chap. 4, this value
converges to the true parameter 6. This is the weak law of large numbers. However,
the convergence means that the probability of |é(x1, ..., X,) — 0] staying within a
certain value approaches 1, as x, ..., x, vary probabilistically.

At this point, it is worth noting that there are two types of averages. The value in
(1.2), which is obtained by dividing the sum of the randomly occurring xi, ..., x,
by the number n, is called the sample mean. In contrast, 0- (1 —60)+1-0 =0 is
called the expected value. In this book, when we say average, we mean the latter.

1.2 Bayesian Statistics

However, it is undeniable that estimators like (1.2) can feel awkward. When watching
a baseball game, the batting average from the beginning of the season is displayed.
By the second half of the season, that average seems to be close to the player’s true
ability and the true parameter 6. In the opening game, especially in the second at-bat,
it is clear that the displayed batting average is either O or 1. That is, in the case of
n = 1, the calculation in (1.2) results in én =0or én = 1. Furthermore, if the first
at-bat results in a walk or something that does not count as an at-bat, n = 0 and the
calculation in (1.2) cannot even be done. Is there a more intuitive estimator? So,
considering that there are many hitters around a .250 batting average in baseball,
how about estimating as follows?

Z?:l x;i + 25

O(x1, ... xy) = T

(1.3)

The numbers 25 and 100 may be too arbitrary, but they represent prior information
and the beliefs of the person making the estimate. The framework that justifies this



1.3 Asymptotic Normality of the Posterior Distribution 3

way of thinking is Bayesian statistics. How Eq. (1.3) is derived will be resolved in
this chapter.

Before the season begins, there might be someone who imagines the distribution
of the player’s batting average 6 to be roughly around 6 € ®. Such a distribution,
determined by prior information or the estimator’s beliefs, is called the prior distri-
bution, and is denoted by (#). Although it is the same distribution as p(x|#), it does
not depend on x € X. However, since it is a distribution, not only must ¢(6) > 0,
but also f(_) p(0)df = 1. As long as these conditions are met, a uniform distribution
such as () = 1,0 < 0 < 1 is acceptable.

The results of the first three at-bats in the opening game, represented by hits as 1
and outs as 0, can be any of the following (x1, x2, x3) € {0, 1}3:

000, 001, 010, 011, 100, 101, 110, 111 .

Here, someone who clearly imagines the prior distribution () can calculate the
probabilities of these eight events. However, for simplicity, assume that the occur-
rences of x, x3, x3 = 0, 1 are independent. In fact, the conditional probability for a
parameter value of 6 is p(x1]|0) p(x2|0) p(x3|6). Furthermore, multiplying the prior
probability () results in p(x;]6) p(x2]0) p(x3|0)¢(6), but actually, integration over
0 is necessary. That is,

zmwbm=/pummmmmMmmwm
o)
is the probability of (x;, x5, x3). If the prior distribution is uniform,

20.0.0) = | (1 - oy6a0 =

1
(1—=6)>%do=-, 70,0, 1) :/
[0,1] 4

[0,1]

1 1
2(0,1,1)=/ (1—9)02d9=—,andZ(l,l,l):/ 03do = —
[0,1] 12 [0,1] 4

can be calculated in this way. The other four cases can also be calculated similarly,
and the sum of the probabilities of the eight sequences is 1. Similarly, for any general
n > 1 and (-), we can define Z(xy, ..., x,). This value is called the marginal
likelihood.

1.3 Asymptotic Normality of the Posterior Distribution

Next, after the opening game is over and a person has seen the results of the first
three at-bats (x;, x7, x3), they can estimate the batting average 6 more accurately. As
the season progresses and a person sees 100 at-bats (xi, ..., X10), the estimation
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Sample size and posterior distribution

S
— —n=>5
—n=20
0 n =50 Prior distribution ¢(0), Eq. (1.4)
- —n =100
)
Do
) 5
s 5
~
o
T T T T T T : : : ‘ ‘ ‘
0.0 0.2 0.4 0.6 0.8 1.0 00 02 04 06 0.8 1.0
0 T

Fig.1.1 Asthe sample size increases, the posterior distribution concentrates near the true parameter
(left). The prior distribution of batting average (1.4) is maximized at # = 0.25 (right)

of 6 becomes even more accurate. The conditional probability of § under the data
X1, ..., X, is called its posterior distribution. As the sample size n increases, the
width of the posterior distribution narrows, concentrating around the true value of 6
(Fig. 1.1 left).

To calculate the posterior distribution, it is necessary to apply Bayes’ theorem.
When expressing the conditional probability of event A under event B as P(A|B),
Bayes’ theorem can be written as

P(B|A)P(A)

P(A|B) = 5 B)

Let A represent the probability of the parameter being 6, and B represent the prob-
ability of the databeing x1, . .., x,,. Thatis, by setting P(B|A) as p(x116) - - - p(x,10),
P(A) as the prior probability ¢(f), and P(B) as the marginal likelihood
Z,(x1, ..., x,), the posterior distribution p(f|xy, ..., x,) can be written as

p(x116) - -+ p(xn|0)p(0)
Z(X1y ..y Xp) ’

Returning to the batting average example,
p(610,0,0) = 4(1—0)°, p(9]0,0, 1) = 12(1 - 6)*0,

p010,1,1) = 12(1 — 0)6* , and p(0|1, 1, 1) = 46°
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are the result. The other four cases can also be calculated similarly, and in each of
the eight series, fol p(@|x1, x2, x3)df = 1 holds.

As such, defining a prior distribution and finding its posterior probability is
Bayesian estimation. In contrast to traditional statistics, which provides a single
estimate HAH for parameter estimation as in (1.2) (called point estimation), Bayesian
statistics gives the result as a posterior distribution. Under certain conditions (regu-
larity) regarding the relationship between the true distribution and the estimated dis-
tribution, it is known that the posterior distribution of the parameter p(f|x1, . .., x,)
follows a normal distribution even if it is not a normal distribution when the sample
size n is large. This is called asymptotic normality.

Regularity = Asymptotic Normality

This theorem will be proven in Chap.5, but in practical data analysis using
Bayesian statistics, asymptotic normality is often not considered. Rather, it is pri-
marily utilized by some Bayesian theorists to prove mathematical propositions and
is often seen as a theory for the sake of theory.

In Watanabe’s Bayesian theory, this theorem is generalized. Under the condition
of “having a relatively finite variance” defined in Chap. 2, the posterior distribution
(asymptotic posterior distribution) is derived when n is large. This posterior distri-
bution generally does not become a normal distribution, but it does become a normal
distribution when the regularity condition is added.

On the other hand, if the posterior distribution p(f|xi, ..., x,) is known, the
conditional probability r(x,+1|x1, ..., x,) of x,+1 € X occurring under the series
X1, ..., X, € X can be calculated as

r(Xpe1|Xy ..oy X)) = / P11 pOlxy, ..., x,)d0 .
o)

This is called the predictive distribution. For example, in the case of the batting
average problem, where X = {0, 1}, the predictive distribution satisfies the properties
of a distribution as follows:

r(lxy, ..., x) +r@Olxg, ..., x,) = 1.

That is, when the prior distribution ¢(-) is determined, the marginal likelihood,
posterior distribution, and predictive distribution are also determined. For example,
if the prior distribution is

924(1 _ 0)74
Jo 03— 0))74d0;

0<6<1 (1.4)

o) =
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(as shown in Fig. 1.1 on the right), it can be shown that the predictive distribution
r(1|xy, ..., x,) is given by (1.3) (see Sect.2.1). The generalization loss

Ex [—logr(X|xi, ..., x,)] (1.5)

and the empirical loss

1 n
= _{=logr(uilxi, .., x)} (1.6)
i=1

are also defined using the predictive distribution. These are the mean and arithmetic
mean of —logr(x|xy,...,x,) with respect to x € X, respectively (Chap.5). The
WAIC (Chap. 6) is also defined using the empirical loss.

In other words, Bayesian statistics can be said to be a statistical method that
estimates the true distribution using not only samples but also prior distributions that
reflect beliefs and prior information.

1.4 Model Selection

In this book, in addition to determining the posterior distribution for parameter esti-
mation, Bayesian statistics are applied for another purpose. Here, we consider the
problem of estimating which of the statistical models O and 1 is correct from the
data sequence xy, ..., x,, where the statistical model (1.1) is model 1 and the statis-
tical model with equal probabilities of 0 and 1 occurring is model 0. In conventional
statistics, the details are omitted, but this would typically involve hypothesis testing.

In Bayesian statistics, the value obtained by applying the negative logarithm to
the marginal likelihood, —log Z(x, ..., x,), is called the free energy. Free energy
is used for model selection, which estimates which statistical model the sample
sequence xi, ..., x, follows. Under certain conditions, selecting the model with a
smaller free energy value results in a correct choice (called consistency) as the sample
size n — oo. If the prior probability is uniform at n = 3, the marginal likelihood for
model 1 can be calculated as

—1log Z(0,0,0) =log4, —logZ(0,0,1) =log12

—logZ(0,1,1) =log12,and —logZ(1,1,1) =log4.

In the case of Model 0, regardless of (xj, xz, x3) € X 3 the free energy becomes
log 8, so Model 1 is chosen when (xy, x,, x3) = (0, 0, 0), (1, 1, 1), and Model O is
chosen otherwise. If we toss a coin three times and the result is biased toward either
0 or 1, rather than a mix of 0 and 1, our intuition tells us that Model 0O is suspicious.
The value of the free energy depends on the choice of the prior distribution, but as the
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sample size n increases, this dependence disappears. In other words, the influence
of actual evidence becomes relatively more significant than prior information or the
estimator’s beliefs.

Next, let’s examine how the estimate in (1.2) is obtained. Here, we derive (1.2)
from the criterion of maximizing the likelihood. The likelihood is a quantity defined
by

p(x1|6) - - - p(xal6)

when data xq, ..., x, € X are obtained. The 0 that maximizes this value is called
the maximum likelihood estimator. The likelihood of (1.2) is 8% (1 — #)"~* when the
number of i with x; = 1 is k and the number of i with x; = 0 is n — k. We could
maximize this value, but instead, we take advantage of the fact that f(x) = logx is
a monotonically increasing function and differentiate

klogf + (n — k)log(l — 6)
with respect to § and set it to 0, resulting in

k n—k

Solving this equation, we find that (1.2) is obtained.

Furthermore, we assume that the parameter set ® is a subset of the d-dimensional
Euclidean space R¢. Roughly speaking, assuming regularity, it is known that when
the sample size n is large, the free energy can be written as

n

A d
> —log p(xilf,) + 5 logn.

i=1

where we have omitted constant terms and written the maximum likelihood estimator

obtained from xy, ..., x, as é,l. This value is called the BIC. Also, the dimension d

of the parameter space can be interpreted as the number of independent parameters.
Furthermore, replacing the second term % log n with d, we obtain

n

> —log p(xilfy) +d (1.7)

i=1

which we call the AIC. The details of AIC and BIC will be discussed in Chap. 6. In any
case, these criteria are used to select models with smaller values. AIC, BIC, and free
energy are examples of quantities used for this purpose, which we call information
criteria.
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1.5 Why are WAIC and WBIC Bayesian Statistics?

As mentioned in the preface, this book is intended for the following readers:

1. Those with a comprehensive knowledge of mathematical statistics.

2. Those who have used WAIC or WBIC but want to understand their essence.

3. Those with a basic understanding of university-level mathematics such as linear
algebra, calculus, and probability statistics.

Readers in categories 2 and 3 should be able to approach the level of reader 1
in mathematical statistics by reading up to this point. On the other hand, we often
receive questions like the following, particularly from readers in category 2. The
purpose of this book is to answer these questions, but we would like to provide an
overview of the answers here.

Why are WAIC and WBIC used instead of AIC and BIC in non-regular
cases?

Why are WAIC and WBIC considered Bayesian statistics?

Why is algebraic geometry necessary for understanding this?

Information criteria such as AIC, BIC, WAIC, and WBIC (Chap. 6) can be calcu-
lated from the data sequence xy, ..., x,. Here,

n

1
WAIC = (empirical loss) + — E V), (1.8)
o

where V() is a quantity defined in Chap. 5 and, like empirical loss, is calculated from
the posterior distribution p(:|xy, ..., x,). Calculating this value using R or Python
is not difficult.

In any case, by feeding the data sequence into pre-prepared functions, one can
calculate the values of such information criteria. However, many people use WAIC
instead of AIC in non-regular cases without understanding why, just believing that “in
non-regular cases, use WAIC instead of AIC”. Just as one would want to understand
“why AIC”, one would also want to understand “why WAIC”. We would like to
discuss this in more detail below.

Among these, for WAIC and WBIC, in order to calculate the average of f : ©® —
R

1 Z/ f(Q)P(9|X1,~--,Xn)d9 (19)
®
with respect to the posterior distribution p(6|xy, ..., x,), it is necessary to generate

random numbers = ay, ..., a, € ® (m > 1) according to p(f|x;, ..., x,),0 € ®
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and calculate the approximate value of 7:

PO
Izgglf(aj).

J

Except for special cases, it is considered difficult to calculate the integral of (1.9)
mathematically. In this book, we assume the use of specialized software Stan for this
purpose. In Chap. 3, we explain how to use it with examples.

Since WAIC and WBIC are calculated by generating random numbers according
to the posterior distribution using Stan, it can be inferred that they are Bayesian
quantities.

In the following, we denote the operation of taking the average over x € X
as Ex[-]. For example, the average of — log p(x|§n) over x € X is written as
Ex[—1log p(X |én)]. Here, we write the variable for which the average is taken in
capital letters, such as X. On the other hand, AIC, BIC, and the maximum likelihood
estimate é,, are calculated from the n data points xy, ..., x, € X, which actually
occur randomly. Therefore, we denote the average of the AIC values taken over
these as

Ex,.x,[AIC(Xy, ..., X))] (1.10)

or simply as Ex,..x, [AIC]. Also, the value of Ex[— log p(X|én)] varies depending
on the values of xy, ..., x, € X for 6,. Taking the average over these gives

Ex,.x, [EX[—logp(X|é(X1,...,Xn))]] , (1.11)

which we will simply write this as Ey,..x, Ex[— log p(Xlén)]. Hirotsugu Akaike,
who proposed the AIC, considered the value obtained by averaging the maximum
log-likelihood — log p(x|é(x1, ..., X,)) over both the training data xi, ..., x, and
the test data x (1.11) to be an absolute quantity. He justified the AIC by showing that
the AIC averaged over the training data (1.10) matched (1.11).

Sumio Watanabe found it difficult to remove the assumption of regularity as long
as the maximum likelihood estimate used in the first term of AIC (1.7) was applied.
In Chap. 6, we will prove that the maximum likelihood estimate may not converge
to its original value without assuming regularity. In WAIC (1.8), the empirical loss
of (1.6) was introduced as a substitute.

Why is WAIC Bayesian?

Breaking away from AIC’s maximum likelihood estimation, which does not
work in non-regular cases, replacing its first term with the empirical loss was
the first step in developing WAIC. As a result, there was a need to explore the

derivation of a posterior distribution without assuming regularity.

We have already mentioned that the justification for AIC is that AIC and
Ex[—1log p(X|6,)] coincide when averaged over the training data xi, ..., x,. In
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Watanabe’s Bayesian theory, just as the negative log-likelihood is replaced with the
empirical loss, Ex[— log p(X16,)] is replaced with the generalization loss of (1.5).
Then, with or without regularity, excluding terms that can be ignored when # is large,

Ex,..x,[IWAIC] = Ey, ...x, [generalization loss]

holds (strictly speaking, the equality does not hold, but the difference becomes neg-
ligible). We will discuss the details in Chap. 6 (regular cases) and Chap. 8 (general
cases).

s Justification of AIC and WAIC ~

Ex,..x,[AIC] = Ex,..x, Ex[— log p(X|0,)]
Ex,..x,[IWAIC] = Ey,...x, [generalization loss]

In regular cases, WAIC = AIC

J

Abandoning maximum likelihood estimation and introducing generalization loss
and empirical loss was the starting point of Sumio Watanabe’s journey into his novel
theory.

1.6 What is ‘“Regularity”

In statistics, assuming the true distribution is ¢ (x) and the statistical model is p(x|0),

q
0 € ©, we often use Ex[lo
MO8 (x16)

This quantity is called the Kullback-Leibler (KL) information, and it becomes 0 when
p(x]6) and g (x) match. We will discuss its definition and properties in Chap. 2. Let’s
denote the value of § € © that minimizes this value as 0,.. Then, the KL information
between p(x|0,) and p(x|0) is defined as

] to represent the discrepancy between the two.

p(X16.)

K(0) = Exllog s

1.

If this value becomes 0, 6 coincides with 6,, and p(x|6,) is closest to the true
distribution ¢ (x). In the following, we will denote the set of such 6, as ®,.

The regularity condition (3 conditions), which we have mentioned several times,
will be discussed in detail in Chap. 2, but firstly, it requires that ®, consists of exactly
one element. Secondly, the 6, contained in ®, minimizes K (#), but 6, must not be
an endpoint of ®, and it must not be 0 when differentiated with respect to 6, where
® is included in the Euclidean space R, When we differentiate K (6) twice with
O*K (0)
00,00

respect to each of 6y, ..., 0;, we denote the matrix with elements — as
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J(0). The value of J(#) at 8 = 6,, J(0,), has all non-negative eigenvalues (non-
negative definite, details in Chap.4), but the third condition is that they all take
positive values. In regular cases, as n increases, the posterior distribution approaches
a normal distribution, and it is shown that the inverse of the covariance matrix is
nJ(0,) (Chap.5). If J(0,) does not have an inverse, the covariance matrix does not
exist.

For example, let’s assume that the three types of readers mentioned above follow
some distribution for each of the three variables: statistics, WAIC/WBIC, and math-
ematics, and overall, the distribution is the sum of the three distributions divided
by 3. The mixture of normal distributions discussed in Chap.2 corresponds to this
case. In this case, it is known that there are multiple 6, values for which K (6,) = 0.
Although regular distributions are common in high school and university statistics
courses, it is said that most real-world data are non-regular.

1.7 Why is Algebraic Geometry Necessary for
Understanding WAIC and WBIC?

In Watanabe’s Bayesian theory, the derived posterior distribution is described using
the concept of algebraic geometry, specifically the real log canonical threshold . It
would be impossible to discuss Watanabe’s Bayesian theory without using algebraic
geometry.

However, Bayesian statistics and algebraic geometry (Chap.7) are independent
academic fields. To solve the problem of generalizing the posterior distribution, a
formula called the state density is used to connect the two. The climax could be said
to be there.

In Chap. 5, we define B, := {# € ®|K () < n~'/*} and prove that the posterior
distribution of # € ® not included in B, can be ignored, regardless of whether it
is regular or not. Therefore, the generalization of the posterior distribution to non-
regularity in Chap. 8 is performed only for § included in B, i.e., § close to 8,.

The state density formula in Chap. 8 seeks an integration formula when n — oo
and the volume of a certain B, is sufficiently small (Sect.8.2). This allows us to
express the posterior distribution and free energy using \ and its multiplicity m. The
definitions of A and m are discussed below.

1.8 Hironaka’s Desingularization, Nothing to Fear

Many readers may take time to learn the concept of manifolds rather than desingular-
ization. However, the algebraic geometry covered in Chap.7 is intended to provide
the prerequisite knowledge for Chap.8 and beyond, and from the perspective of
algebraic geometry as a whole, Watanabe’s Bayesian theory uses only a very small
portion of it.
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Hironaka’s theorem is a theorem that claims that even if K () has singular points,
there exists a manifold that appears as if there are no singular points. Heisuke Hiron-
aka says the following:

When you look at the shadow cast by the track of a roller coaster on the
ground, an extremely complex figure is drawn there. Lines intersect in
various ways, and in some parts, the shape becomes pointed. What was
actually a smooth curve appears as intersecting lines and pointed shapes
when focusing on the shadow. In algebraic geometry, such points where
lines intersect or become pointed are called “singular points”.

Let’s give two examples of manifolds.

First, it can be easily verified that the set P! of the ratio [x : y] of x and y becomes
the union of the set U, of elements that can be written as [x : 1] and the set U,, of
elements that can be written as [1 : y]. The elements of U, N U, can be written as
both [x : 1]and [1 : y], so we assume a relationship where xy = 1. In each case, we
have bijections (one-to-one mappings to the top) with R! as follows:

¢ U3 [x: 1] xeR!
¢y :Uy>[1:yl>yeR!

Next, notice that the pairs of elements of P! and the entire set of real numbers R,
as x, y, z € R, can be written as either ([x : 1], z) or ([1 : y], z). If we write each set
as Uy, U,, we have bijections with R? as follows:

{¢inx9([x:1],Z)|—> (x, z) € R?
¢y :Uy > ([1:yl,2) > (v,2) eR?

If P! and P! x R satisfy several other conditions, then they are considered to form
manifolds of dimensions 1 and 2, respectively. Then, we call the x, y in the first
example and the (x, z), (v, z) in the second example the respective local variables
and their coordinates the local coordinates. In both cases, the manifold M is a union
of two open sets, but in general, there can be any number of them, and we describe
them as a set like (Uy, ¢1), (Ua, ¢2), .. ..

From now on, we consider the mapping from M = P! x R to R?

g:M> (x:yl,z) ~ (xz,y7) € R?

to be written as g : (x, z) — (zx,z) wheny # 0, and g : (y, w) — (w, wy) when
x # 0.

At this stage, let’s return to the topic of statistics. Suppose we can express the
function K (6) for the two-dimensional parameter 6 = (0,, 6,) as 6 + 62. When
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0, # 0, we can express (6, 0,) as (zx, z) and when 6, # 0, we can express (0, 0,)
as (w, wy). In each case, we have

K(g(x,2)) = K(zx,2) = 22(1 + x}), K(g(y,2)) = K(w, wy) = w?(1 +y?) .

(1.12)
Also, for the first case, we obtain
00, 00, 00, 0 00, 1
= , =X , = , — =
ax 7 oz Bx Bz

and the Jacobian is z for the first case and it is —w for the second case. The absolute
values of these are |z| and |w]|, respectively.

The precise statement of Hironaka’s theorem will be discussed in Chap. 7, but it
asserts the existence of a manifold M and a mapping g : M — © such that, for each

local coordinate with local variables u = (uy, ..., ug),
K(g) = ulh-..u (1.13)
18/ (W)| = b(w)lul" - -uly]. (1.14)

The form of (1.13) is called normal crossing. The absolute value of g’(u) in (1.14)
is the Jacobian, and b(u) is a function that always takes positive values. In relation
to (1.12), if we replace the local variables (x, z) with (x, v) where v = z+/1 + x2,
we get

Kx,v) = v?
80l = ol
In fact, we can calculate
a0, 00, 1 X
ox ov | _| (1 _|_x2)3/2” (1 + x2)1/2
a0, 00, I . 1
a v (1 +x2)3/2 (1 +x2)1/2

On the other hand, if we set r = w+/1 + x2, we obtain K(y,r) = r? and
18'G )l = 7531l

In Watanabe’s Bayesian theory, the operation of finding the normal crossing of
K (0) for each local coordinate is called “resolving the singularity”. In other words,
for each local coordinate, we obtain two sequences of non-negative integers of length
d, (ki,...,kg) and (hy, ..., hy). We define the value

A = min hi 41
I<i<d 2k;
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as the (local-coordinate-wise) real log canonical threshold, and the number of i’s
achieving the minimum value as the (local-coordinate-wise) multiplicity, m ‘.

Then, the minimum of \@ over all local coordinates, A = min,, A®, is called
the real log canonical threshold, and the maximum of 7m® among local coordinates
achieving A\(®) = )\ is called the multiplicity.

In the example above, for the first local coordinate corresponding to (x, v), the
values (k;, h;) are (0, 0) and (2, 1), respectively, resulting in A\ = 1/2 and m® =
1. The same is true for the other local coordinate. Therefore, A = 1/2 and m = 1.

That is, we can determine A and m from K (). At this point, the role of algebraic
geometry is finished.

Even when using Hironaka’s theorem, we are only calculating the normal cross-
ing for each local coordinate. It may not be impossible to understand Watanabe’s
Bayesian theory by exploring the relationship between statistical regularity and alge-
braic geometry’s singularity, but this book takes the following position:

In Watanabe’s Bayesian theory,

the regularity of Bayesian statistics and the non-singularity of algebraic
geometry are assumed to be unrelated.

In particular, readers of type 2 should read through Chap.7 and beyond without
the preconception that it is “difficult”.

1.9 What is the Meaning of Algebraic Geometry’s A\ in
Bayesian Statistics?

The real log canonical threshold ) in algebraic geometry is also called the learning
coefficient in Watanabe’s Bayesian theory.

Readers of types 1 and 2 who have attempted to study Watanabe’s Bayesian theory
may have various thoughts about the meaning of A and how to concretely determine
1t.

In Chap.9, we prove that when the system is regular, the normal crossing can
actually be calculated, and A = d /2. We have mentioned that AIC justifies its validity
by satisfying (1.10), but this condition does not hold when the system is not regular.
In fact, the expected AIC, Ey,...x,[AIC], becomes smaller. However, even in that
case, (1.11) holds. If the system is regular, the second term of WAIC becomes on
average equal to d, but when not regular, it becomes 2. In fact,

Ex,..x, [generalization loss] = Ey,...x, [empirical loss + 2\

holds (Chap. 8).
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However, it is difficult to derive the value of the learning coefficient A mathemat-
ically, and only a few cases have been understood so far (Chap.9). Among them,
Miki Aoyagi’s analysis of shrinkage rank regression is famous. In this chapter, we
hope that more results will follow, and we have included the proof in the appendix.
The proof in the original paper is long, so the author has rewritten it to be simpler
and easier to understand the essence.

Instead of the learning coefficient itself, there are research results that seek the
upper bound of the learning coefficient. Additionally, there is a method to determine
the learning coefficient A from the WBIC value. The WBIC, using our notation so
far, is

n

Y —log p(xil6)

i=I

averaged over ® with respect to the posterior distribution. Watanabe’s Bayesian
theory generalizes the posterior distribution using an inverse temperature 3 > 0. In
that case, the WBIC is

[ 3~ 108 pCal0ps @i .. 5020
© =1

where

(6] o) = PO [T, p(xi10)°d0
pPp Ise-+sXn —f@(p(e,)l—[;zzlp(xiw/)ﬁdel.

WBIC, when regular, exhibits values similar to BIC, and even when not regular, it
calculates values close to the free energy. After all, researchers in statistical physics
have been attempting to calculate the free energy for a long time, and it is known that
the calculations are extensive. WBIC has value as a means to calculate free energy
alone.

If one understands the algebraic geometry in Chap. 7 and the state density formula
in Sect. 8.1, the WBIC theory is not as complicated as the WAIC theory.

WAIC and WBIC are bifocal glasses

substitutes for AIC and BIC when not regular

Finally, for those who have experienced frustration and want to conquer the chal-
lenging Watanabe’s Bayesian theory, we have described the important and hard-to-
notice essence in blue throughout each chapter. If this helps reach those hard-to-reach
spots, we would be delighted.



Chapter 2 ®)
Introduction to Watanabe Bayesian oo
Theory

First, we define basic terms in Bayesian1 statistics, such as prior distribution, poste-
rior distribution, marginal likelihood, and predictive distribution. Next, we define the
true distribution ¢ and the statistical model { p(-|0)}yce, and find the set of 6 € ® that
minimizes the Kullback-Leibler (KL) information between them, denoted as ®,.. We
then introduce the concepts of homogeneity with respect to ®,, realizability, and reg-
ularity between g and { p(+|0)}pco. The Watanabe Bayes theory aims to generalize the
asymptotic normality of the posterior distribution for irregular cases by introducing
a condition of relatively finite variance. We derive the relationships between homo-
geneity, realizability, regularity, and relatively finite variance. Finally, we derive the
posterior distribution when the statistical model is an exponential family distribution
and its conjugate prior distribution is applied.

2.1 Prior Distribution, Posterior Distribution, and
Predictive Distribution

Let X beasetandn > 1. Given observed data xq, ..., x, € X, we infer information
about the unknown distribution ¢ generating them (e.g., the mean and variance). This
is called statistical inference. In the following, when we say distribution ¢, we mean
a function ¢ (probability density function) satisfying g(x) > 0, x € X, and

f g(x)dx =1 2.1
X

1 “Bayes” is derived from Thomas Bayes (1701-1761), a British minister, mathematician, and
philosopher.
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orif X is a countable set, a function g satisfyingg(x) > 0,x € X,and ) _, q(x) =
1. The integrals treated in this book are Riemann integrals (those learned in high
school). The true distribution q is the distribution of a random variable X € X
(defined precisely in Chap. 4), and the n samples xi, ..., x, are the realized values
of the independently generated” X1, ..., X,. Therefore, the joint distribution of the
n samples is the product of each distribution, g (x;) - - - g (x,).

Example 1 For the normal distribution

RY)
q(x) = ! exp{—(x M)},MGR,UZ>O, 2.2)

2mo? 202

we derive (2.1). First, using the substitution integral with r = (x — u)/o, we note

that
00 e8] 2
[wq(x)dx = foo fexp(——)dr

In general, if u =rcosf,v=rsinf (r >0,0 <6 <w/2)and f : R? — R is dif-
ferentiable, we can write?

[} 00 /2
/ f(u,v)dudv = / / f(rcos@,rsinf)rdrdf. (2.3)
o Jo

From this and Exercise 1, we obtain

o u? T
——)du}* = = . 2.4
{ /0 exp( 7 du} 7 2.4
Thus,

[e'e] MZ
/ exp(——)du = V2x (2.5)

oo 2
is obtained, and (2.1) holds. |

The mean and variance of a random variable X are defined, respectively, as

2 In this book, uppercase letters like X, X; represent random variables, and lowercase letters like
x, x; represent their realized values.

3 When converting the two variables (i, v) to polar coordinates (r, #), dudv becomes the value
du v
Ou Jv
00 00

obtained by multiplying the Jacobian = r (polar coordinate transformation).
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E[X] :=/ xq(x)dx , and
X
VIX]:=E[{X — E[X]}*] = / (x — E[x])*q(x)dx ,
X

where, when explicitly indicating the random variable X, we will denote it as Ex[-],
Vx[-]. Moreover, for a function f : X" — R, the operation of taking the mean of
the random variable f (X1, ..., X,) is denoted as

ELf (X1, ..., Xl ;:/ / SO, Xn)q(x1) - - - q(xn)dxy - - - doxy.
X X

The variance of f (X1, ..., X,) is defined similarly.

Example 2 For the normal distribution (2.2), the mean and variance of the random
variable X are, respectively, E[X] = u, V[X] = ¢. In general, E[(X — )] =0
holds for odd numbers m. Furthermore, for m = 4, E[(X — pu)*] = 30 holds (see
Exercise 2). [ |

In general, if the mean of a random variable X is E[ X], the variance of X can be
written as

V[X] = E[{X — E[X1}*] = E[X?] - E[XE[X]] — E[E[X]X] + E[X]* = E[X*] — E[X]*.

Here, we used E[aX] = aE[X] and V[bX] = b?V[X] for a,b € R. For a d-
dimensional vector, similarly, if the mean is E[X] € R4, its covariance matrix can
be written as

E[(X —E[XD)(X —E[X]D"1=E[XX "] - E[X]E[X]" € R/ .

In the following, the true distribution ¢ is unknown, but we consider finding the
distribution closest to the true distribution ¢ among those that can be written as
p(x]6), x € X, using some parameter 6. This includes the special case where the
true distribution ¢ can be realized in the form of p(-|#). We assume that the set of
such parameters ® is contained in a d(> 1)-dimensional Euclidean space R?.

Example 3 Suppose thateachx € X := Ris generated according to the distribution
g (x). In this case, if there exists a 0 = (u, 02) € ® = {(u, 0?) € R? | 0> > 0} such
that ¢ (x) = p(x|u, 0?), then the parameters (i, o) of the normal distribution

1 (x — p)?
2
x|, = exp{— 2.6
p(xlp, o%) 5 p{ 752 } (2.6)
can be estimated from n samples xi, ..., x,. If the true distribution g cannot be

written in this way, it will be an approximation. ]
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Furthermore, we assume that each parameter 6 is generated according to some
distribution . That is, we assume that ¢(6) > 0, 6 € ®, and f@) p(@)dd = 1 hold.
In this book, we call {p(-|0)}yce a statistical model and ¢ a prior distribution.

Then, we call

_ pOpald) -+ plxal6)

Olx1, ..., x,) : 2.7
p(Ox; Xn) 20 ) 2.7
the posterior distribution of § € ® when xi,...,x, are given. The constant

Z(xy, ..., x,) for normalization is called the marginal likelihood. We define it as

20 ox) = [ pOpl6)- plnl6)d.
e)
We call the predictive distribution of x € X,
Z(X1, ...y Xp, X)
r(x|xg, ..., x,) = / px|)p@lxy, ..., x,)d0 = Zh et 2 (2.8)
® Z(x],...,x,,)

which is the average of the statistical model { p(:|0) }ypco With the posterior distribution
(2.7). Note that (2.7) and (2.8) are determined by the prior distribution ¢(-) and
X1, ..., Xy. In this book, we will investigate reducing the difference between the
true distribution g and the predictive distribution 7 (-|xy, ..., x,,) as the sample size
n increases.*

The derivation of the marginal likelihood, posterior density, and predictive distri-
bution in Examples 4 to 7 below will be done in Sect. 2.4.

Example 4 In Example 3, the statistical model (2.6) can be written as
(x — p)?

1
pxlp) == \/ﬁ eXP{—T}

when o = 1 is known, and the prior distribution for 4 € ® = R is

2

= exp-
Pl) = = exp(=7) . (2.9)

In this case, the marginal likelihood and posterior probability are respectively

L PR SV B < JE UL N o P
Z(xl,...,xn)_m(m) exp{ 2;xf+2(n+1)(;x’)}(2'10)

(u)x x)—;ex —ﬂ( _ Xn:x»)z 2.11)
Pt = e | 2 T &

4 The number of samples n is called the sample size.
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In other words, before and after obtaining the samples x, ..., x,, the prior distribu-
tion ;1 ~ N (0, 1) is updated to the posterior distribution pp ~ N (# Yo i, n+r1).5
Also, the predictive distribution, for x € R, is

(x| ) : ! ( : Z ¥ 1. (2.12)
r(x|xg,...,x,) = ———=¢€xp 3 — X — Xi .2
: 2n+2 P 2”+2 n+14&
" +1 n+1
Thatis, it follows a normal distribution with mean ﬁ >, x; and variance % Fur-
thermore, if there exists a y, such that ¢(-) = p(-|p+), when considering X1, ..., X,
as random variables, as n — 0o, ﬁ ", X; converges® to y,. The derivation of
(2.10), (2.11), and (2.12) will be done in Example 17. |
Example 5 Consider a statistical model with X =0, 1, p(1]§) = 0 € ® := [0, 1],
and suppose there are k occurrences of 1 among xi, ..., x, € X. We consider the
case where the prior distribution is a uniform distribution:
1,00
(0 = {O 0¢o (2.13)

(we can also confirm that ¢(f) > 0 and fol ©(0)dO = 1). In this case, the marginal
likelihood, posterior distribution, and predictive distribution are, respectively,

(n —k)!k!

Z(X15 ey Xp) = m (2.14)
1)!
p@lxy, ..., x,) =0(1 — 9)”% (2.15)
_Jk+1D/(n+2), x=1
r(x|x1,...,x,,)_{(n_k+1)/(n+2)’xzo . (2.16)

The derivations of (2.14), (2.15), and (2.16) will be done in Example 19. Therefore,
if there exists a 6, such that ¢(-) = p(:|6,), as n — o0, the predictive distribution
k+1

w2 converges to 0.. [ |

In Examples 4 and 5, note that specific prior distributions, such as (2.9) and (2.13),
were chosen, so the resulting posterior and predictive distributions are obtained
accordingly. Different posterior and predictive distributions would be obtained if
different prior distributions were chosen.

Example 6 In Example 4, instead of using (2.9) as the prior distribution ¢, set

o) 1= —— expi— L=
- Ver 2

b, 2.17)

5 We denote the normal distribution with mean y and variance o2 as N (u, 0'2).
6 This is due to the law of large numbers in Sect. 4.3. Here, we mean convergence in probability.
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Fig. 2.1 For a specific sequence of random numbers x1, . .., xo0 generated according to the stan-
dard normal distribution, the predictive distribution was constructed using the firstn = 1, 5, 10, 20
elements. In addition, similar experiments were conducted for ¢ = —4, —2,2 as well as ¢ = 0. It
can be seen that the obtained predictive distributions are close to the prior distribution when 7 is
small, but become more dependent on the observed values x1, ..., xp0 as n increases
Then, the predictive distribution is
n
1 [ 1 @+ > x)] (2.18)
exp[— x — X; .
n+2 n+2 n+1 ;
2 2— i=l
n+1 n+1

(see Fig. 2.1). The derivation of this will be done in Example 18. The case with ¢ = 0
corresponds to (2.12). The code used for the implementation is shown below. W
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Please note that the characters in the graphs obtained by executing the
programs in this book may differ from those shown in the figure (the code
is simplified).

f <- function(x,mu,sig2) (2+pi*sig2)~(—1/2)x*exp(—(x—mu)"2/2)
## Definition of nmormal distribution
phi.seq <- c(—4,2,2) ## Candidate hyperparameters
n.seq <- c(1,5,10,20) ## Candidates for n, the first n samples
m <- length(phi.seq)
1 <- length(n.seq)
n <- 30 ## Number of samples n
x <- rnorm(n) ## Generate n normal random numbers
par(mfrow = c(2,2)) ## Generate 4 graphs
for(phi in phi.seq){
plot(0, 0, ®lim=c(—5,7), ylim=c(0,0.5), type="n")
for(k in 1:1){
nn <- n.seqlk] ## First n samples
mu <- (phi+sum(x[1:nn]))/(nn+l) ## Mean of predictive
distribution
sig2 <- (nn+2)/(nn+1) ## Variance of predictive
distribution
curve(f(x,mu,sig2), col=k+1, add=TRUE) ## Draw the curve
title(paste("phi=",phi))
}
## Draw the curve of the true distribution
curve(dnorm(x), lwd=2, lty=2, col=1, add=TRUE)
legend("topright",c("True", n.seq), lty=c(2, rep(1,4)),
lwd=c(2,rep(1,4)), col=1:(1+1))
}

par(mfrow = c(1,1))

Example 7 In Example 5, instead of using (2.13), we use the Beta distribution for
. That is, with appropriate a, b > 0,

9(171(1 _ 0)1771

fol Ge (1 — 610 , 0€[0,1]. (2.19)

In this case, the predictive distribution is given by

_Jtk+a)/(n+a+b), x =1
r(xlxl"“’x”)_{(n—k+b)/(n+a+b),x=0 (2.20)
The derivation of this result is carried out in Example 19. When a = b = 1, this
corresponds to (2.16). By making the values of a and b small, the values of (2.20)
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change sensitively with respect to the observed k = 0, 1, ..., n. Moreover, if it is
expected that there is a high probability of x = 1, a prior distribution with a > b
should be given. ]

Parameters included in the definition of the prior distribution, such as ¢ in (2.17)
and a, b in (2.19), are called hyperparameters in this book. The choice of the prior
distribution and how to select the hyperparameters cannot be discussed in general
without making assumptions.

2.2 True Distribution and Statistical Model

In this book, we consider the problem of estimating the distribution ¢ from observa-
tions. However, estimating an unknown ¢ in general is difficult, so we limit ourselves
to a certain distribution form p(-|0) and estimate g by estimating its § € R? (d > 1).
The true distribution ¢ may or may not be realized using some 6 € © in p(-|0).

px|0) =qx), x e X.

If there exists a 6 € © such that the above equation holds, the distribution ¢ is said
to be realizable by the statistical model {p(:|0)}sco-

Example 8 Given observed values xi,...,x, € X generated according to an
unknown distribution ¢, we estimate the mean p and variance o using the sample
mean ¥ := 1 ™" | x; and the sample variance s> := 1 3" (x; — ¥)2. Then, using
these values, we estimate ¢ with a normal distribution p(-|x, 0%), where 41 := X and
o2 := s? (even though ¢ might not be a normal distribution). In this case, d = 2 and

0 = (i, 0?) is the parameter. ]

In general, we want to find the parameter 6 that makes ¢ (-) and p(-|@) as close as
possible. In this book, we evaluate the closeness between the two using the Kullback-
Leibler (KL) divergence

q(x)

d
Pl

D(qllp(-19)) :=/ q(x)log
X

However, the Kullback-Leibler information is not symmetric, as D(p(:|0)||q) #
D(q||p(-16)), and thus it is not a distance.

Proposition 1 When the true distribution is q, for any distribution p, D(q||p) > 0
and

D(q||p) = 0 <= the probability of {x € X | g(x) = p(x)}is 1

holds.
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NS

Fig. 2.2 It is not enough for the function to be convex at f,. With 6, = 0, (a) f(x) = x? satisfies
the second condition as f”(0) = 2. However, (b) f(x) = x* is unsuitable due to f”(0) = 0. (c)
f(x) = |x| is discontinuous with f'(0—) = —1 and f/(0+) = 1, and f”(0) is not defined

AV

Fig. 2.3 Examples of non-regular cases. From left to right: multiple 6., not twice differentiable
at 0y, 6, on the boundary of ®

Proof From the inequality x — 1 > logx (x > 0) (equality holds when x = 1),
pix )dx>—f g2 1y =
X) X

q(x) /
1 dx = 1
/Xq(x) T q(0)log ] a()

holds. |

In the following, we consider D(g|p(:|0)) as a function of 6, and the set of 6 that
minimizes D(q|p(-|0)) is called the optimal parameter set, denoted as ®,. Then,
when the following three conditions are satisfied for the statistical model {p(:|0)}sce
with respect to the distribution g:

1. There exists a (unique) 6, € © such that ®, = {0,}

9*D(q|p(-10))

2. The matrix’ | ————~2
|: 00,00

3. There exists an open set e) C O such that 0, € (:),

|9_9{| € R?* is positive definite

the distribution g is said to be regular (positive definiteness and open sets are defined
in Sect. 4.1).

The second condition requires a certain convexity of the function D(gq||p(-|0)) at
6 = 0,..% For example, if d = 1, the condition becomes that the second derivative is
positive. Strictly speaking, as shown in Fig. 2.2, it is necessary to confirm that the
second derivative is positive or that the Hesse matrix is positive definite, rather than
just being convex.

7 A matrix containing the values of second partial derivatives of a multivariate function is called a
Hesse matrix (Hesse matrix).

8 In general, a function f :RY — R is convex if it satisfies f(Ax + (1 — N)y) < Af(x) + (1 —
N f(y)forany 0 < A < 1and x, y € RY.
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t-distributions

0.4

0.3

Probability density
0.1 0.2

0.0

Fig. 2.4 Probability density of z-distributions with degrees of freedom 1, 2, 3, 4, and 5, and the
normal distribution (bold black line). As the degrees of freedom of the 7-distribution increase, it
approaches the normal distribution

The third condition requires that § = 6,,, which minimizes D(g||p(:|0)), is not on
the boundary of ®. Figure 2.3 schematically represents examples that do not satisfy
these three conditions.

Furthermore, we only deal with statistical models that satisfy the following con-
ditions.

Assumption 1 Assume that p(-|f) is continuous at 6§ = 6, in the sense that the
following equation holds:

lim sup | p(x]60) — p(x]|6,)| =0 .

Ve xeXx

That is, for any x € X and 6, € ®,, p(x|6,) is continuous.

In this book, when p(:|6,) = p(-16.) holds for 6., &, € ©,, the optimal parameter
set ®, is said to be homogeneous.

Example 9 Let ® = {it € R | |u] > 1}, and consider

—x2/2

e

1
q(x) = T

p(x|p) = e,

™

In this case,
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2

Y 2
x—p Ydx = —u/ xq(x)dx + M—/ g(x)dx = —
R 2 Jr 2

2

X2
DiqlpClw) :/ 45+
R

so, ®, = {£1}, but ©, is not homogeneous. Also, g is neither realizable nor regular
with respect to {p(-|11)}ueo- |

Example 10 In Example 9, when we set ® = {ue R | 1 <p <2}, ® = {1} is

9>D(qlp)
6,00,

since no open set containing 1 is fully included in @, it is not regular. |

homogeneous. Also, with d = 1, the matrix [ |9:9*] is equal to 1. However,

Example 11 Let ® = {x € R | || < 1}, and consider the case where the true dis-
tribution is a z-distribution with m degrees of freedom (see Fig. 2.4). In this case, the
following calculations can be made:

__resh X% _ml
qg(x) = Tml‘(%)(l + ;) 2
1 2
e € )
px|p) N
N Qe m+1 X X —p?
D(gqlp(-|w) = log (m + 3 log(2m) + Ex[— > log(1 + 7) + f] ,
oDllp)
= pu, and
op
”*D@llp)
Tﬂ =1>0.

Although the true distribution ¢ is not realizable in the statistical model {p(-|1)},co,
D(q|p(-|w)) is minimized only when p = 0, and there exists an € > 0 such that
0 € (—€,€) € O, soitis regular. |

Example 12 Let ® = {(a, 8) € R?|a # 0}, u € R, ¢ > 0, and consider

e w?/20

q(x) =
2mo?

pxla ) = e P

V2 /a2
1
In this case, only when («, 5) = (+—, iﬁ) (with the same order of signs),
o 0o

N2 a2
G- ex =

=0
202 2

1
D(qlp) = / q(x)—§10g02a2
R

is achieved. Also, since p(x|é, E)=pkx| - % -8),0, = {(%, L, (—é, —8)}is
homogeneous. ]
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o | — 1
R
s}

3

probability density function
0.10
|

0.00
\

Fig. 2.5 Mixture of normal distributions with parameters (x, —p, 0.5), p =1, 2,3

Example 13 In Example 12,ifweset ® = {(a, ) € R? | @ > 0}, u = 0,and 0> =
1, then only when (a, 8) = (1, 0), D(q|p) = 0 can be achieved. Then,

8°D - B 1

822”” L /{ - @x =B, ydx = /R (o +xlg(0dx =2
9’D(qllp) (o —W

900 8a85/ A00dx =0, and

62D _ 2
S S

hold, and the matrix [%ﬁ—(&'f’)m:g*] = [(2) (1):| has both eigenvalues positive. Fur-
thermore, if we take a circle with radius € > O centered at (1, 0) small enough, that

circle is included in ©. Therefore, g is regular with respect to {p(:|a, 5)} 0. 8)c0- B

Let’s give a slightly more specific example.
Example 14 (Mixture of normal distributions [12]) Consider a distribution with the
probability density function given by

1 _ 2 1 _ 2
p(x|a,u1,u2>=<1—a)-mexp(—(x 'ul))-l-a-mexp(—(x pa)”)

2 2

Here, 0 < a < 1, and it is a mixture distribution with the ratio of 1 — a, a for
the probability density functions of normal distributions N (u, 1) and N (uo, 1)
(the graph for the case of a =0.5, u; =pu, o = —p, p=1,2,3 is shown in
Fig. 2.5). In the following, we consider the case where p; =0, up = b, and ® =
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{0=(a,b)|0<a<1,—oc0 <b <00}, g(x) = p(x|as, 0, b,). In this case, the
Kullback-Leibler divergence D(q||p) is

(1 — a,) exp(—x%/2) + a, exp(—(x — b,)?/2)
(1 —a) exp(—x2/2) + aexp(—(x — b)?/2)

— 1 1+a*{eXp(b*x_b£/2)_l} )
= /X Og( 1+a{exp(bx_b2/2)_ 1) )Q(x) X .

K(a, b) := E[log

]

However, when a.b, = 0,ab =0 <= K(a,b) = 0. That is, § = (a, b) € O satis-
fying K (a, b) = 0 is not unique. ]

2.3 Toward a Generalization Without Assuming Regularity

Next, for p(:|0,), 0, € O, and p(-|6), 6 € O, we define the log-likelihood ratio as

p(:16:)
. 2.21)
®pC16)
Then, if there exists a constant ¢ > 0 such that for any 6, € ®, and 6 € O,
p(X16,) , p(X16.)
Ex[{log ———21%] < cEx[log ———] (2.22)
0 (6

holds, then for the statistical model {p(:|0)}sce and the true distribution ¢, the log-
likelihood ratio function is said to have relatively finite variance.

In Chap. 5, we show that when regularity can be assumed, the posterior proba-
bility converges in law to a normal distribution (the definition is given in Chap. 4).
Watanabe’s Bayesian theory provides a solution for the law of convergence of the
posterior distribution in a general situation without assuming regularity. In Chap. 8,
we will use the law of convergence of a certain empirical process to a Gauss pro-
cess (a generalization of the central limit theorem) to derive the conclusion, but the
condition of relatively finite variance is essential for enabling its application. WAIC,
WBIC (second half of Chap. 8), and the calculation of learning coefficients (Chap.
9) are obtained as applications.

Proposition 2 (Watanabe 2012 [13])

1. Having relatively finite variance =—> ®, is homogeneous
2. If q is realizable with respect to { p(-|0)}oco, = it has relatively finite variance
3. If q is regular with respect to { p(-10) }yco, = it has relatively finite variance

Proof The knowledge of matrix and mean value theorems in Chap. 4 is required, so
the proof is provided in the appendix of Chap. 4.
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Ex.9

homogeneous Ox

relatively finite variance
Ex.10

regular

realizable

Ex.11
Ex.13

Ex.12

Fig. 2.6 The relationship between {p(-|0)}gco, regularity, realizability, relatively finite variance,
and homogeneous ®x in Examples 9-13

Example 15 In the following, we illustrate Proposition 2 through Examples 9—13
(Fig. 2.6). First, for Examples 9 and 10, we can transform as follows:

N2 Y
IEX[—(X 1) +(X )

s+ P+ 4
= — WEy | X =
) ) } (b — 1) x[ > ]

= —(ux —,U)T ,

and

_ 2 N2
EX[{—(X Hs) +(X )

fis + 112
2 2 2

V}=Uu—uﬁh[X—

2
=wwwfb+(mg“)}.

Then, in Example 9, ®, = {£1}, so it includes u, = 1, u = —1. Therefore, there
does not exist a ¢ satisfying (2.22). However, in Example 10, since ®, = {1} and
considering the range of ®, we can have p, + & > 2. Thus, there exists a ¢ satisfying
(2.22).

A similar transformation can be made in Example 11. Considering the
t-distribution with degrees of freedom m, substituting p, = 0 gives

p&lps) = p)? N @ —m? _
p(x|p) 2 2

—p(x — g)

and the square mean and mean are
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E[{—pu(X — §>}2J = V[—p(X — gn +E[—pu(X — g)]2
2 2
_ 2 W aoom
= 12VIX + (5 = s+ )

and E[—u(X — 1/2)] = p?/2, respectively. Thus, such a ¢ in (2.22) exists because

2 m i Nz) < m + 1)
m—2 47 "m-2 4
regardless of the value of . The fact that Examples 12 and 13 have relatively finite
variance is derived from Proposition 2. |

In this book, we assume relatively finite variance and proceed with the discussion.
This assumption implies that the optimal parameter set ® is homogeneous. However,
whether the distribution ¢ is regular or not, and whether it is realizable or not, for
the statistical model {p(-|0)}gce varies in individual cases.

In practice, though, we often deal with cases that are not regular but realizable.
It might be helpful to understand this as a generalization that can handle such cases
(problems like Example 10 are rare in practice).

2.4 Exponential Family

Assuming J > 1, if the conditional probability of x € A under § € ® can be written
usingsomeu : X - R,v:0 — R/, w: X — R’ as

p(x]0) = u(x)expv(d) "w(x), (2.23)

then this distribution is said to belong to the exponential family. Furthermore, if the
distribution of the parameter # € ® depends on some hyperparameter ¢ € R’, and

can be written as

expv(@®)T o
0 = 2.24
o(0]) 2@ (2.24)

(@) = f@ exp(v(®) $)d0

then, p(0|¢) is said to be a conjugate prior distribution. Note that we use the same
function v in (2.23) and (2.24).
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Example 16 In the case of the normal distribution (2.6) from Example 3, we have

1 1 2 1
J=4,ulx)= E, (@' = [; : ,u ,logo?], and w(x)" = [—%,x, —5
1
—5] (note that u, v, w do not uniquely decompose). |

Here, let’s define ¢, := ¢ + >_;_, w(x;). Then, we can transform the following
expression:

N7 p
o016) [ | p(al9) = L Tt exp @) wia)
i=1 i=1

n

1
= expv(6) (¢ + Z w(x)) - el l"[uom

T
_ CXpU(e) ¢n . Z(¢n 1_[ (xl

= 2.25
z2(¢n) z(9) (22

It is important to note that regardless of ¢ € R’, the integral with respect to € in
(2.24) equals 1, so the first half of (2.25) forms the posterior distribution, and the
second half forms the marginal likelihood.

_ expv(6) "¢,
p(8|xlv--~vxn)— Z((bn
Z(X1, ..., X)) = Z(((in)) l_[ (xi).

The predictive probability is given by

z(¢n+w(X))1—[ ) - 1)

)_ Z(.X:],...,xn,x) Z(Q{))
T E U R
(@) “ o)
2+ w)

Example 17 The prior distribution (2.9) can be interpreted as a conjugate prior with
X2 2

J=2 ulx) = exp(=3). v = I, A w@)T =[x, 1], and ¢7 =

7

2
[¢1, $2] = [0, 1]. In fact, for a general [¢;, @],
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2 2
T _ _ P P2, Pp 9
([ o1 d2]) —/@eXP{ém 5 }du—/(aexr){ 5 (m ¢2) +2¢2}dﬂ
2w exp( %
= — X _—
o) P 2¢n
can be obtained, thus z(¢) = z([0, 1]7) = +/27. Also,
Gn=0+ Y we)=01"+ [x. 11"=0) x.n+11"
i=1 i=1 i=1
from which we can derive
_ N , T_ [ 2m (Z:;in)z}
z(asn)—z([;x,,nm )-,/Hlexp{ TENEE
From this, it becomes clear that (2.10), (2.11), and (2.12) hold. |

Example 18 Example 17 also holds when J =3, u(x) =

L (T = -2

, U =15

, NoY . 2

i, _%], wx)" =[x x,1], and ¢ = [0, 0, 1]. Furthermore, if we let ¢' =

[#?, ¢, 1], we can obtain the predictive distribution (2.18) when the prior distribution
is set as (2.17). |

Example 19 The prior distribution (2.19) is a conjugate prior distribution with J =

2,u(x) =1,v(@) " =[logh,log(1 — O], wx)" =[x,1 —x],and ¢’ = [¢1, ] =
[a — 1, b — 1]. In fact, for a general [¢;, ¢,]7,

([, 6a1T) = /@ expldn 10g 0 + ¢ log(1 — 0)}d6 = /@ 6% (1 — )%do

can be obtained. Let the right-hand side be B(¢; + 1, ¢ 4+ 1), then z(¢) = z([a —
1,b—11") = B(a, b). Also,

tn=0+> wa)=la—1,b-1"+> . 1-x]T =k+a—ln—k+b—1]"

i=1 i=1
from which we can derive
2p) =z(lk+a—1,n—k+b—11")= Bk +a,n —k+b).

This value is the marginal likelihood Z(xy, ..., x,), and the posterior and predictive
distributions are given by
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9k+a—1(1 _ 9)11—k+h—l
Bk+a,n—k+b)

pOlxi, ..., x,) =

and (2.20), respectively. Furthermore, if we seta = b = 1, we get (2.14), (2.15), and
(2.16). In fact,

Cox =Bk+1,n—k+1)= —0)"*do

Pr+1 Yoo n—k
— 1—6 n—k 9k+1 1—6 n—k-1 _ C,
[ ( ) L tra 1 /0 ( ) 1

k+1 k+1

and from C,, = (n + 1)~!, we get

c _n—kC . _n—k C (n —k)'k! 1 (n—k)k!
T g T . R T R )
holds true. |

Exercises 1-13

1. Using (2.3), prove (2.4) and (2.5).
2. Show that for the true distribution ¢ in (2.2), the mean of an odd function f :
o0

(—o0, 0) > R, / f(x)g(x — w)dx is 0, and using (2.1) as well as
—00

00 2
/Oo J_exp( )dz = 2/ { exp(——)}dz

2[ - e(zz)rJr/Ooo L exp— Szl = 1
= — — Xp(—— Xp(—— =
VTR o TP

prove that E[X] = u, V[X] = o, E[(X — u)4] = 30*.

3. In Example 4’s statistical model, when the prior distribution is (2.9), show that
@(@) > 0and ffooo p(0)dO = 1. Also, derive the marginal likelihood (2.10), pos-
terior distribution (2.11), and predictive distribution (2.12).

4. In Example 5’s statistical model, let there be k instances of 1 in xy, ..., x, € X.
When the prior distribution is (2.13), show that ¢(6) > 0 and fo] w(@)do = 1.
Also, derive the marginal likelihood (2.14), posterior distribution (2.15), and
predictive distribution (2.16).

5. Fill in the blanks below to execute the graph of the posterior distribution in Fig.
2.1 with hyperparameters ¢ = —3, —1, 1, 3, and the first n = 1, 5, 10 samples.
Verify that it produces the desired graph.
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f <- function(x,mu,sig2) (2*pixsig2)~(—1/2)x*exp(—(x—mu)"2/2)
## Definition of normal distribution
phi.seq <- # Blank (1) #

n.seq <- # Blank (2) #

m <- length(phi.seq)

1 <- length(n.seq)

n <- 30 ## Number of samples n

x <- rnorm(n) ## Generate n mormal Tandom numbers
par(mfrow = c(2,2)) ## Generate 4 graphs

for(phi in phi.seq){
plot(0, 0, ®1im=c(—5,7), ylim=c(0,0.5), type="n")
for(k in 1:1){
nn <- n.seqlk] ## First n samples
mu <- # Blank (3) #
sig2 <- # Blank (4) #
curve(f(x,mu,sig2), col=k+1, add=TRUE) ## Draw the curve
title(paste("phi=",phi))
}
## Draw the curve of the true distribution
curve(dnorm(x), lwd=2, lty=2, col=1, add=TRUE)
legend("topright",c("True", n.seq), lty=c(2, rep(1,4)),
1lwd=c(2,rep(1,4)), col=1:(1+1))
}

par (mfrow = c(1,1))

10.

11.

12.

13.

at

In R language, generate a graph similar to Fig. 2.4.

Show that in Example 9, the true distribution and statistical model are not homo-
geneous, not realizable, not regular, and do not have a relatively finite variance.
Show that in Example 10, the true distribution and statistical model are homo-
geneous, not realizable, not regular, and have a relatively finite variance.

Show that in Example 11, the true distribution and statistical model are homo-
geneous, not realizable, regular, and have a relatively finite variance.

Show that in Example 12, the true distribution and statistical model are homo-
geneous, realizable, not regular, and have a relatively finite variance. However,
you may use Proposition 2.

Show that in Example 13, the true distribution and statistical model are homo-
geneous, realizable, regular, and have a relatively finite variance. However, you
may use Proposition 2.

In Example 14, show that when a.b, = 0, there are multiple (a, b) pairs for
which K (a, b) = 0.

In Example 19, for non-negative integers /, m, express the value of B(l, m) using
factorials!.

The abbreviated solutions for each chapter’s exercise problems can be found
https://bayesnet.org/books.




Chapter 3 ®)
MCMC and Stan i

In Bayesian statistics, it is generally difficult to mathematically derive the poste-
rior distribution, except in special cases. Instead, it is common to generate random
numbers following the posterior distribution and perform integration calculations
based on their frequency. In this chapter, we will discuss Markov Chain Monte Carlo
(MCMC) methods, which generate random numbers following the posterior distri-
bution using Markov chains. Bayesian theory by Watanabe seeks to obtain asymp-
totic posterior distributions in general situations without assuming regularity. Since
MCMC generates random numbers without assuming regularity, it is an effective
means of experimentally verifying the results of Watanabe’s Bayesian theory. In
fact, MCMC is also used to calculate WAIC and WBIC introduced in Chap. 6 and
beyond. In particular, this chapter introduces two types of MCMC, the Metropolis-
Hastings method and the Hamiltonian method, to understand their principles. Stan,
which we will cover in this book, is a realization method for the latter category
of MCMC. Since we will also cover Stan in the following chapters, we will limit
our discussion in this chapter to the minimum necessary understanding of how to
describe Stan files and execute programs.

3.1 MCMC and Metropolis-Hastings Method

Given a statistical model p(-|f), § € ® C R, samples xi, ..., x, € X, and a prior
distribution ¢(-), we consider the calculation of the expected value of a function
f: ® — R with respect to the posterior distribution p(f|x1, ..., x,), which is

/f((?)p(wxl,...,xn)de.
®

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 37
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Example 20 Let f(6) = p(x|6), and let us seek the value of the predictive distri-
bution, r(x|xi, ..., x,), for each x € X, given by

r(x|x17-"1xn)=/p(x|9)p(9|x13"'1xn)d9~ .
®

In addition, WAIC and WBIC, which are also discussed in this book, can be
expressed in this form by appropriately setting the function f.

In the previous chapter, we confirmed that given a statistical model {p(:|0)}sco
and a prior distribution ¢(+), the posterior distribution p(f|xy, ..., x,) and the pre-
dictive distribution r(x|xy, ..., x,) for x € X can be determined from a sample
X1, ..., X%, € X, provided 6 € ®. However, in cases such as when the conjugate
prior distribution of exponential family is unknown (see Examples 4 and 5), the pos-
terior and predictive distributions cannot necessarily be solved analytically. In such
cases, numerical computation is usually necessary.

We generate random variables 0, ..., 0k following the posterior distribution
pO|xy, ..., x,) with § € ©, and approximate the integral as
1 X
22 O O~ pllxi ) (3.1)
k=1

Especially, the method of generating random variables for the stationary distribution
of a Markov chain is called the Markov Chain Monte Carlo (MCMC) method. Here, a
sequence of random variables 6, 0,, . . . that only depend on 6 and are independent
of 0y, ..., 0, is called a Markov chain, and its conditional probability is denoted
as P(0y4110) (k =1,..., K — 1). Inthis case, 6y is said to be conditionally inde-
pendent of 4, ..., 6;_; given 6;.

Then, if the following two conditions hold, it is known that the accuracy of Equa-
tion (3.1) improves arbitrarily as K increases.

1. Forany 6,0 € ©,
POOYP O |x1,...,x,) = PO pOlxy, ..., x,). (3.2)

2. The probability of reaching any neighborhood of f € ® is not zero.

Equation (3.2) is called the detailed balance condition, and the second condition is
called ergodicity.

The detailed balance condition pertains to the P(-|-) probability distribution
(referred to as the transition probability of the Markov chain) that is set up in MCMC.
Itis a condition that ensures that the stationary probability is equal to p(f|x1, . . ., x),
the probability distribution of 6 given the observed data x, ..., x,, even if 6 tran-
sitions to other values through (3.2) and there are transitions from other values
to 6.

The Metropolis-Hastings (MH) algorithm is a representative method of MCMC.
First, we prepare a symmetric conditional probability,
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s(0'10) = s(010), 0,0 € © (3.3)

with

/ s(0'10)do’ =1,
®

where s(6'|0) > 0, 0, §' € ©, and select an initial value ;. Then, defining a function
H (0) on the set ® as

H(®) :=—_log p(xi|6) —log o(6) ,

i=1
we execute the following steps fork = 1,2, ...,

1. Generate § € ® according to the probability s(6|6;).
2. Obtain 6, as follows: with probability O := min{1, exp(—{H () — H(6x)})},
set Oy, < 0 (accepted), otherwise set 0y < ) (rejected).

Here, 5(6']0), 6, 0’ € © is called the proposal distribution, and the resulting P (6’|0),
0, 0" € © becomes the transition probability. The acceptance and rejection of the pro-
posal correspond to the acceptance and rejection of the transition in Step 2, respec-
tively.

The following proposition holds for the Markov chain generated by the MH algo-
rithm, provided that s(-|-) is symmetric (3.3):

Proposition 3 The detailed balance condition (3.2), i.e.,
P(9'10) exp{—H (0)} = P(0]0') exp{—H ()}
holds for the MH algorithm.

Proof Please refer to the appendix at the end of the chapter. |

For some time after execution, there is an influence of the initial values and
the stationary distribution of the Markov chain is not reached. The period until the
influence of the initial values disappears is called burn-in. Sampling during this
period is not used for approximating the distribution.

Example 21 We use the Metropolis-Hastings algorithm to generate random num-
bers for o2 following the posterior distribution p(u, o?|xy, ..., x,) of anormal distri-
bution with known mean £ and unknown variance o', based on a sample of n = 30000
data points xy, . .., x,. Assuming ;# = 10 and o = 3, we generate n random numbers
and assume that the arithmetic mean [ is the correct value for . We then sample
1000 data points from the original dataset and display them as a histogram (Fig. 3.1):
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Fig. 3.1 Artificial data used Data used in the example
in Example 21. We generated

n = 30000 data points with
pu=10and 0 = 3, and
randomly sampled 1000 of
them

Frequency
0 20 40 60 80
|

[ T T T 1

0 5) 10 15 20

Data values

pop <- rnorm(30000,10,3)

obs <- poplas.integer(runif (1000, min = 1, max = 30001))]

mu_obs <- mean(obs)

hist(obs, breaks=35, xlab="Data values", ylab="Frequency",
main="Data used in the example",col=3)

As atransition rule, we set the rule o < N (o, 0.5%), which adds a random number
from N (0, 0.5?) to the current value 8[2] of o, without changing the value 0[1] of p
(function trans). This satisfies condition (3.3):

trans<- function(theta) c(thetal1],abs(rnorm(1, thetal2],0.5)))

We take the absolute value to ensure that the updated value of ¢ does not become
negative.1 We also set the function 11k to calculate the likelihood (— Z:’l:l log p(x;10)),
and the acceptance rule function accept, which determines whether or not to accept
and with what probability (Step 2). We should use H (f) instead of — ) ";_, log p(x;|6)
for the 1ik. However, for simplicity, we remove the effect of the prior distribution
in Sects. 3.1 and 3.2:

1lik <- function(theta,data) sum(—log(thetal[2]*sqgrt(2+pi))—((data—theta
[11)**2) / (2+xtheta[2] x*2))
## data is sample z_1, ... , z_n (vector of length n)

accept <- function(x, y) runif(1,0,1) < exp(y—=x)

Since runif (1,0, 1) is the uniform distribution on [0, 1], if y > x, TRUE is
returned unconditionally. Then, we construct the function metropolis_hastings
to calculate the likelihood of the proposed parameters and the new and old parame-
ters. Since we assume the same prior distribution, it follows that

! Therefore, (3.3) does not strictly hold.
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H(O) — H(®) = =) _log p(xi|0) + D log p(x;16").

i=1 i=1

41

metropolis_hastings <- function(theta,data){
theta_new <- trans(theta)
H_old <- lik(theta,data)
H_new <- lik(theta_new,data)
return(list(theta=theta_new, o0ld=H_old, new=H_new))

I Y S

}

The following is the function MCMC to execute the MCMC. i = i is fixed and does
not change. The values of the parameters (u, o) are storedin theta [1], theta[2].
The column of theta[2] is the random number sequence of o following the pos-

terior distribution we are trying to obtain.

MCMC <- function(proc, theta_init,iters,data){
theta <- theta_init ## initial value of theta
output <- NULL
accept_reject <- NULL
for(i in 1l:iters){

res <- proc(theta,data) ## proc is metropolis_hastings
if (accept(resS$old,resSnew)){ ## compare old and new to accept/
reject

theta <- resstheta ## proposed theta
accept_reject <- c(accept_reject,1)
}
else {
accept_reject <- c(accept_reject,0)

}

output <- c(output,ressStheta)

}

return(list(output=output, accept_reject=accept_reject))

Figure 3.2 is obtained sequentially by executing the following:

m <- 50000;
#m<- 100 To run with m set to 100, uncomment the line

result = MCMC(metropolis_hastings, c(mu_obs,3), m, obs)
output <- resultSoutput

output2 <- output[seq(2,2+m,2)]

colors <- 2+result$Saccept_reject+2

pchs <- —3xresultSaccept_reject+4

(1,1)

plot(1:m, output2[1:m], col=colors[i:m], xlab="Number of iterations",
ylab="Value of sigma",ylim=c(1.0,5.0), main="Generated parameters")
legend("bottomright",legend=c("accepted","rejected"),col=c(4,2), pch=c

1 | hist(output2,breaks=c(0,seqg(1,5,0.01)),x1lim=c(1,5),col=4,

distribution of sigma")

xlab="Value of sigma", ylab="Probability density", main="Posterior
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Generated parameters

P
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Number of iterations

Fig.3.2 Random numbers for o following the posterior distribution. Values farther from the center
are rejected (in red)

sigma <- sgrt(sum(output2-2)/length(output2))
hist(obs, breaks=35, xlab="Data values", ylab="Probability density",
main="Original data and predictive distribution",
freq=FALSE,col=3)
curve(dnorm(x,mu_obs,sigma) ,mu_obs—3+*sigma,mu_obs+3*sigma, add=TRUE,col
=2,1lwd=2)

L N

Also, regardless of whether performance guarantees can be obtained or not, there
is a strategy called thinning, in which not all of the series of posterior distributions
of parameters are used, but every few values like 65, and ;4 are taken. The aim
is to reduce the autocorrelation between adjacent values in the series. Furthermore,
there is a method to extract multiple series and check if there are any convergence
problems to ensure the quality of MCMC solutions. Each series in this case is called a
chain. The Metropolis-Hastings method is considered difficult to choose the optimal
method for setting the updating rule. For example, in Example 21, the updating rule
uses N (o, 0.5%) to select the next o, but there is no basis for the standard deviation
of 0.5 to be valid. If this standard deviation is too small, the risk of strong correlation
between the series and the lack of ergodicity arises.
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Posterior distribution of o

Original data
and predictive distribution

Probability density
0.00.20.40.6 0.81.0

Probability density
0.000.050.100.15

1 2 3 4 5
Value of o Data values

Fig. 3.3 Random numbers of ¢ following the posterior distribution. It can be seen that the shape is
close to a normal distribution. As discussed in Chap. 5, for regular models with large sample sizes,
it is known that the posterior distribution of parameters takes a shape close to a normal distribution
(left). Using the obtained posterior distribution of o, we calculated the predictive distribution of
future x € X and overlaid it on the histogram of the original data in Fig. 3.1 (right). It appears that
noise has been removed

3.2 Hamiltonian Monte Carlo Method

In Stan, which is actively used in this book, the Hamiltonian Monte Carlo method
(HMC)is adopted instead of the Metropolis-Hastings method. Also, updates like 0 <
N (o, 0.5%) are called random walks in the context of Markov chains. By applying
Hamilton’s equations, a kind of Newton’s equations of motion, without relying on
random walks, it is possible to dramatically change the state while maintaining a low
rejection rate.

Let 0(¢) = [0,(2), ..., 047, p(t) = [p1(?), ..., pa(t)]" be the positions and
momenta (product of mass and velocity) of d particles at time ¢, respectively. The
sum of kinetic energy V (p) and potential energy U (6),

H(p,0) =V(p)+U(©®)

is called the Hamiltonian. Furthermore,

do(t)
TR vV, V(p) (34
and o)
p [
==Vl ®) (3.5)

do;(t ov
are called Hamilton’s equations. In terms of components, each is —2 @) = (p) ,

dt 8pj
dp;()  OU®)
dr aﬂj ’

j=1,...,d. In general, if u = ¢(¢), v = ¢(¢) are differen-
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tiable, and f (u, v) is totally differentiable’ with respect to u, v, the derivative of the
composite function w = f(u, v) = f(¢p(t), ¥ (t)) can be written as follows:

dw Ofdu  Ofdv
dt ~ dudt Ovdt’

Using this, the energy conservation law

dH(p.0) _ . p() +do(t)
dt =V H(P, +V0H(P:9) dt
—v,v(p Y p( ) Y, U(@)Tdfl(lt)
_ Z AV (p) dp, (1) | <~ OUB) db; (1)
= dp; dt o 00;  dt
_iawm _OU®) | 5~ U@ V()

c')pj 801 = 89J (9pj

is satisfied (Exercise 17).
In the following, let

1 2
V(p) = Ellpll

and

U®®) == log p(x;10) —log o(8),

i=1

where | p||? is the sum of the squares of the components of p. Then, the MCMC
algorithm is constructed as follows. Determine the initial value of 6 and repeat the
following:

1. Generate momentum p ~ N (O, 1).

2. Calculate H(p, 0).

3. Obtain (p(T), 6(T)) = (p/, ') after a fixed time T has elapsed from (p(0),
0(0)) = (p, 0) based on the Hamilton equations.

4. Accept 0’ with probability min{1, exp{H (p, 0) — H(p', 6)}}.

In the following, we will discuss the method to obtain the trajectory from (p(0),
0(0)) — (p(T), 6(T)), and the reasons why H (p, ) and H(p’, ') do not match.

The trajectory is obtained by updating (p, 0) at discrete times. By taking € > 0
and updating (3.4) (3.5) with

2f:R2> R is totally differentiable at (x,y) € R? if there exist A, B € R such that
Sathyth)—f @)~ (Ah+BR) ((h, k) — (0,0))
(v ’ e
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dp
pt+e) <—p(t)+6~z =p@) —e-VoU(H)

db
0(t+¢€) <—0()+e- i 0@t)+e-V,V(p)
(Euler method), the trajectory of (p, #) can be obtained. However, in the Euler
method, errors accumulate due to discretization, so the following update procedure
is used:

L plt+¢/2) < p(t) = 5 - VU ®).
2. 0(t+¢€) < 0()+e-pt+e/2).
3. plt+€) « plt +¢/2) — % VU (9)

(Leapfrog method). Even with the Leapfrog method, there is an error, and the values
of H(p,0) and H(p', #) are slightly different. However, since both are almost the
same, the probability of acceptance is high.

Also, the momentum p is changed in each cycle. This means that each cycle traces
a trajectory with different energy H (p, 6). The space represented by (p(¢), 0(¢)) is
called the phase space, and each trajectory is represented by contour lines (Fig. 3.4).

Example 22 Consider the simplest case:
92 p2
H(p,0)=U®O)+V(p) = ?4—7

From (3.4), (3.5), ‘;—f =p, Z_f = —0, so for a, r € R, the general solution is (t) =
rcos(a +t), p(t) = —rsin(a + t). Under the initial conditions #(0) = 1, p(0) = 0,
we have ¢ =0 and r = 1. To find this solution, we observed the behavior using
the following R language code. For both ¢ = 0.1 and € = 0.3, the (p(¢), 0(¢)) of

position H=24

moment p

Fig. 3.4 Phase space. The contour lines are represented by (p, #) with equal energy
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Fig. 3.5 ¢ = 0.1 (left) and € = 0.3 (right). In the case of the Euler method, since the value of the
derivative one time step before is used, errors tend to accumulate, such as when the trajectory draws
a circle. On the other hand, such problems are less likely to occur in the Leapfrog method

the Euler and Leapfrog methods were plotted using the R language code below.
In the case of the Euler method, since the value of the derivative one time step
before is used, errors tend to accumulate, such as when the trajectory draws a circle
(Fig. 3.5). This property becomes more evident when the value of ¢ is large: |

[ N T S

woE W o —

e I N S S SR C R

11

L <-2

M <- 100

eps <- 0.1

# You can also run with L <- 3; M <- 30; eps <- 0.3

euler <- function(p,q){
r <- p—eps+*q
s <- g+eps+*p
return(list(p=r,g=s))

leapfrog <- function(p,q){
P <- p—eps/2*xQg
q <- gt+eps+*p
P <- p—eps/2*Qq
return(list(p=p,q=q))

}

draw <- function(proc,pch,col,P=0,0=1){
p <- rep(0,M)
g <- rep(0,M)
pl1] <- P
al1l <- Q
for(i in 1:(M—1)){
res <- proc(plil,qgl[il)
pli+1] <- ressp
gl[i+1] <- ressqg
}

points(p,q,pch=pch,col=col)
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Bwoo =

lines(p,q)
}

plot(0,xlim=c(—L,L),ylim=c(—L,L))

draw(euler,1,2)

draw(leapfrog,4,4)

legend("bottomright",legend=c("Euler", "Leapfrog"),lwd=1,pch=c(1,4),col=c
(2,4))

In HMC, the following two general-purpose functions are needed. First, the func-

tion Leapfrog below is an extension of the already defined 1eapfrog for the
general case:

[ N T

example, it can be constructed as follows:

N T T N ST R S

eps <- 0.01

Leapfrog <- function(U,p,theta){
P <- p — eps/2 » grad_U(U,theta)
theta <- theta + eps * p
P <- p + eps/2 * grad_U(U,theta)
return(list(p=p,theta=theta))

The function Leapfrog requires a function to numerically differentiate. For

grad_U <- function(U,theta){

p <- length(theta)

h <- 0.01

f <- U(theta)

diff <- NULL

for(i in 1:p){
theta h <- theta
theta_h[i] <- thetalil+h
diff[i] <- (U(theta_h)—-f£f)/h

}

return(diff)

Example 23 In Example 21, we applied the metropolis_hastings function
to MCMC. In this section, we apply the hamiltonian function to the same data.
In this example, we find a sequence of random numbers following the posterior
distribution of (u, o) under the samples xy, ..., x,:

R I T R ST R S

11

L <- 20
hamiltonian <- function(theta,data){
U <- function(theta)lik(theta,data)
p <- rnorm(length(theta))
H old <- U(theta)—sum(p~2)/2
for(i in 1:L){
res <- Leapfrog(U,p,theta)
p <- res$p
theta <- res$theta

}

H new <- U(theta)—sum(p~2)/2
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12 return(list(theta=theta, old=H_old, new=H_new))

Using the HMC method, we generated 10,000 random numbers following the
posterior distribution of (i, o) and produced the corresponding histograms (Fig.
3.6). To obtain these, we executed the following code:

1 |m <- 10000

2 | result <- MCMC(hamiltonian,c(mu_obs,3), m, obs)

3 | output <- result$output

4 | outputl <- output[seq(1,2+m,2)]

5 |output2 <- outputl[seqg(2,2+m,2)]

6 | s=length(outputl)

7 |plot(l:s, outputl, xlab="Number of iterations", ylab="Value of mu",

3 yv1lim=c(9.5,10.5),type="1",col=2)

9 |plot(l:s, output2, xlab="Number of iterations", ylab="Value of sigma",

10 ylim=c(2.75,3.50),type="1",col=4)
11 | hist(outputl,breaks=c(0,seq(9,11,0.02)),xlim=c(9,11),col=2,
12 xlab="Value of mu", ylab="Probability density", main="

Posterior distribution of mu")

13 | hist(output2,breaks=c(0,seqg(2.5,3.75,0.01)) ,x%x1im=c(2.75,3.5),col=4,

14 xlab="Value of sigma", ylab="Probability density", main="
Posterior distribution of sigma")

Each time the above functions are executed, the initial momentum p is determined
randomly, and (p, 0) is updated while keeping the sum of the kinetic and potential
energies constant, and the obtained 6’ becomes the position of the stopped particle.
In the program, U (theta), H_old, and H_new correspond to the potential energy
and the total energy multiplied by —1, and when the process returns to MCMC, the
accept function accepts with certainty if H_new is larger than H_o1d, and with
high probability if they are close.

In Stan, a variant of HMC called No U-turn Sampler (NUTS) is used.

3.3 Stan in Practice

Stan is an implementation of MCMC as discussed in the previous sections. That is,
it has the function of generating a large number of random numbers following the
posterior distribution. Therefore, it is not used with existing information criteria such
as AIC and BIC, but demonstrates its power in calculating WAIC and WBIC.

Stan is provided as the CRAN package “rstan”. Create the Stan code, store it in a
file named “*** stan” in the same folder as the R environment, and refer to it from
the R language:

1 | install.packages("rstan", dependencies = TRUE) # If not installed
2 | library(rstan) # Every time you start the R environment
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Fig. 3.6 Using the HMC method, we generated 10,000 random numbers following the posterior
distribution of (u, ). We also produced the corresponding histograms (bottom two figures)

Be careful when installing Stan, as it can be tricky. It will not work if the
versions of R, Rtools, and the rstan package are not appropriate (this book
assumes versions R 4.2.3, Rtools 4.2, rstan 2.26.21).

Place the following binomial distribution, normal distribution, simple regres-
sion, multiple regression, and mixed normal distribution Stan codes (13 files from
modell.stan tO model13.stan) in the folder where R is executed, and then execute the
following R code line by line and check the output results.

First, a Stan code consists of the following blocks. We will explain them in order
through examples. In this book, Stan files are enclosed in orange frames to distinguish
them from R code.
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Block type Role
Data Definition of data and sample size used
Parameters Specification of parameters for which posterior

distribution is desired

Transformed parameters Specification of parameter transformation
Model Specification of model structure

Generated quantities Specification when posterior distribution is
desired separately from model specification

3.3.1 Binomial Distribution

Suppose we conduct a trial with a success probability of 0 < p < 1 and observe
D successes out of N attempts. We want to estimate the posterior distribution of p
based on this fact. We constructed the Stan file as follows:

modell.stan

parameters({
real<lower=0,upper=1>p; // The parameter for binomial distribution
0<p<1 is a real number, so real

1
2

3

4 1}

5 | model{
6 15 ~ binomial(30,p); // 15 occurrences in 30 trials with
7 probability p

8

}

Put the parameter 6 in the parameters block, and put the information about the prior
distribution (#) and the likelihood p(y|#) in the moge1 block. In this Stan code,
the data y is fixed at D = 15 and N = 30. There are also the following rules when
writing Stan code:

Rules for Writing Stan Code

Enclose blocks in curly braces

Put a semicolon at the end of each line
Comments are after // (double slash)
Put a blank line at the end of the file

Let’s use this Stan file and execute it from R code:

fitl <- stan("modell.stan")

# Check the results

# If all parameter Rhat values are 1.1 or lower, it is considered OK
fitl

# Trace of parameter sampling

stan_trace(fitl, pars="p")

# Posterior distribution of the parameter

stan _dens(fitl, pars="p")

# Density estimation of the posterior distribution of the parameter

© ® 9 o W B W N —




3.3 Stan in Practice 51

# If it has converged, all chains should overlap nicely

stan_dens(fitl, pars="p", separate_chains = TRUE)

# If it converges to the stationary distribution, there is no correlation
with the previous sample

# High autocorrelation means it has not converged

stan_ac(fitl, pars="p", separate_chains = TRUE)

# Extract the element as p

# Since extract may exist in other packages, prepend rstan::

P <- rstan::extract(£itl)sp

# Look at the frequency distribution

hist(p)

mean (p)

Besides the output below, we obtain a histogram (Fig. 3.7):

> fitl
Inference for Stan model: anon_model.
4 chains, each with iter=2000; warmup=1000; thin=1;

post-warmup draws per chain=1000, total post-warmup draws=4000.

mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
js) 0.50 0.00 0.09 0.33 0.44 0.50 0.56 0.67 1391 1
lp__ -22.69 0.02 0.73 -24.71 -22.86 -22.41 -22.23 -22.18 1692 1

Samples were drawn using NUTS (diag_e) at Fri May 12 10:26:32 2023.

For each parameter, n_eff is a crude measure of effective sample size,
and Rhat is the potential scale reduction factor on split chains (at
convergence, Rhat=1).

> mean (p)
[1] 0.5007415

Fig. 3.7 The table obtained Histogram of p
by the execution for a

binomial distribution
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The above Rhat represents the ratio of within-chain variance to between-chain
variance, and if this value is within 1.1, it can be considered converged. Here, "15"

[ S VO R

© 2 o
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11

and "30" can be used as input data:

model2.stan

data{
int D; // Number of occurrences
int N; // Number of trials
}
// The parameters block is the same
model{
D ~ binomial(N,p);

}

# Specify the data

data_list <- 1list(D=20, N=30)

fit2 <- stan("model2.stan", data=data_list)

stan_dens(fit2, pars="p")

# You can compile the model first

model2 <- stan model("model2.stan")

fit2 <- sampling(model2, data=data_list)

# Add options to sampling

fit2 <- sampling(model2, data=data_list, iter=5000, warmup=1000, chains
=3, cores=3)

fit2

The options for sampling are as follows:

Option Spec. Default Notes

Number of samples iter= 2000 More than 2000 may be needed
for complex models

Burn-in period warmup= iter/2 No need to touch

Thinning interval thin= 1 thin=2 for every other one

Number of chains chains= 4 At least 2 are needed to confirm
convergence

Number of cores cores= 1 Parallelization is possible, less than
or equal to the number of Markov chains

If a prior distribution is not specified, it defaults to a uniform distribution. However,
if the sample size is small, it is better to set an appropriate prior distribution for
better estimation. As discussed in Chap. 2, the Beta distribution (2.19) is often used
for binomial distributions. The uniform distribution can also be represented (just set
a=b=1)

model3.stan

1 // data, parameters blocks are the same

2 | model{

3 p ~ beta(1,1); // p's prior distribution is the same for Beta
distribution with 1, -1 7 uniform(0,1)

4 D ~ binomial (N,p) ;
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Check how the results differ when specifying the prior distribution withmodel?2 . stan:

1 |data_list <- list(D=20, N=30)
2 | £it3 <- stan("model3.stan", data=data_list)
3 | £it3

3.3.2 Normal Distribution

In the following, we want to estimate the posterior distribution of the mean and
variance from 100 data points, assuming they follow a normal distribution. In the
case of a normal distribution, the mean is often assumed to have a normal prior
distribution, and the standard deviation is often assumed to have a half-Cauchy prior
distribution (Cauchy distribution is symmetric about the origin, but only positive
values are taken):

1 curve(dcauchy(x),0,5) # Let’s check the shape of the Cauchy distribution

Unlike R, in Stan code, it is more common to specify the standard deviation rather
than the variance.

model4.stan

1 | dataf

2 array[100] real y; // Data

3|}

4 | parameters{

5 real mu; // Mean value

6 real<lower=0> sigma; // Standard deviation

71}

8 | model{

9 mu ~ normal(0,100); // Prior distribution of the mean value

10 sigma cauchy(0,5); // Prior distribution of the standard deviation
1 for(n in 1:100){

12 y[n] ~ normal(mu, sigma); // Repeat 100 times with for

13 }

14 |}

1 | set.seed(456)

2 |y <- rnorm(100,4,2)

3 |hist(y)

4 |modeld4 <- stan model("model4.stan")

5 |data_list <- list(y=y)

6 | fitd <- sampling(model4, data=data_list)
7 | £it4
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‘We can also make the number of elements in the array ~ an input variable:

model5.stan

1 | data{

2 int N; // Number of data
3 array[N] real y; // Data
4}
5 | // The parameters block is the same
6 | model{

7 mu ~ normal(0,100); // Prior distribution of the mean value

3 sigma ~ cauchy(0,5); // Prior distribution of the standard deviation
9 for(n in 1:N)

10 y[n] ~ normal(mu, sigma); // Repeat N times with for
11 // In the case of a for loop with only one line of processing, {} can be
omitted

12 |}

model5 <- stan_model("model5.stan")
data_list <- 1ist(N=100, y=y)

fit5 <- sampling(model5, data=data_list)
£it5

S

For loops can also be vectorized:

model6.stan

// data, parameters blocks are the same

model{
mu ~ normal(0,100); // Prior distribution of the mean value
sigma ~ cauchy(0,5); // Prior distribution of the standard deviation
y ~ normal(mu, sigma); // Vectorization

I Y S S

}

This is a process that makes the n-dimensional y follow the norma1 () distribution at
once. By doing so, some of the processes for calculating the likelihood of the normal
distribution can be shared, making the calculation faster.

As we have seen so far, when using a new variable, it is necessary to specify the
type of the variable. Continuous values are real type (rea1), and discrete values are
integer type (int). However, note that the corresponding type varies depending on
the distribution. For example, variables following continuous distributions such as
normal distribution and Beta distribution need to use rea1, while variables following
discrete distributions such as binomial distribution need to use int.

Vectors (vector) and matrices (matrix) can be specified to apply matrix operations
(linear algebra operations). Also, parameters must be of type reai, vector, Of matrix.
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For example, in multivariate normal distribution, data and mean use vector, and
covariance matrix uses matrix. When specifying them concretely, write in the order
of range, number of elements, and variable, as follows:

vector[2] x;
matrix(4,5] x;
vector<lower=0>[5] sigma;

In addition, there are arrays that are similar but different from these:

array[5] real x;

// A 1-dimensional array with 5 real numbers
array[5,5] int x;

// A 2-dimensional array with 5 X 5 integers

array[5] vector[2] x;

// An array containing 5 vectors, each with 2 elements

Arrays do not allow matrix operations, but for dependent variables’ data assuming
discrete distribution, it is necessary to use arrays of type int.

3.3.3 Simple Linear Regression

Simple linear regression is a problem of estimating the intercept and slope o, 3 € R,
and the variance of the noise o > 0, assuming that

yi=a+Bx; +e, e~ N, 0%

holds independently foreachi = 1, ..., nfromobservations xy, ..., x, € R,y, ...,
y, € R. It is possible to calculate o, 3 € R, 6> # 0 from the least squares method,
but this corresponds to the case when estimated by the maximum likelihood method.
Here, we use Stan to find the posterior distribution of «, 3 € R, o > 0 given
XiyeeerXny Visoeos Yn €R.

In the following, we model that «, 3, o? are generated based on the prior distri-
bution, and foreachi =1, ...,n, y; ~ N(a + x; 3, ¢2) holds:

model7.stan

dataf{
int N; // Sample size
vector([N] y; // Dependent variable
vector([N] x; // Explanatory variable
}
parameters{
real alpha; // Intercept
real beta; // Slope
real <lower=0> sigma; // Standard deviation of the residuals
10 }
11 model{

L T - R S SO TCR SR
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Table 3.1 The response medv and 13 covariates in the Boston data

Column Variable Meaning of the variable

1 crim Per capita crime rate by town

2 zn Proportion of residential land zoned for lots over 25,000 sq.ft.

3 indus Proportion of non-retail business acres per town

4 chas Charles River dummy variable (= 1 if tract bounds river;
0 otherwise)

5 nox Nox concentration (parts per 10 million)

6 rm Average number of rooms per dwelling

7 age Proportion of owner-occupied units built prior to 1940

8 dis Weighted distances to five Boston employment centers

9 rad Index of accessibility to radial highways

10 tax Fixed asset tax rate per 10,000 dollars

11 ptratio Pupil-teacher ratio by town

12 b Proportion of blacks by town

13 Istat Percentage of lower status of the population

14 medv Median housing price in units of 1,000 dollars

alpha ~ normal(0,100); ‘
beta ~ normal(0,100); ‘
sigma ~ cauchy(0,5); ‘
- \

\

|

y ~ normal(alpha + beta * x, sigma); // x is declared as a vector

\
|
\
|
]6‘}

We examined the linear regression (simple regression) between the average num-
ber of rooms per household rm and the average housing price meav in the Boston
dataset (Table 3.1) available in the CRAN MASS package. We built a model
medv ~ normal (alpha + beta*rm, sigma) and obtained the posterior distributions of the
intercept alpha, slope veta, and noise (square root of the residuals) sigma:

library(rstan)

library(MASS)

data_list <- list(N = nrow(Boston), y = BostonSmedv, x = BostonSrm)
£it7 <- stan("model7.stan", data = data_list)

print(£it7, probs = ¢(0.025, 0.5, 0.975))

[ T

> print (fit7, probs = c¢(0.025, 0.5, 0.975))

Inference for Stan model: anon_model.

4 chains, each with iter=2000; warmup=1000; thin=1;
post-warmup draws per chain=1000, total post-warmup draws=4000.

mean se_mean sd 2.5% 50% 97.5% n_eff Rhat
alpha -34.43 0.08 2.70 -39.63 -34.48 -29.20 1089 1
beta 9.06 0.01 0.43 8.23 9.07 9.89 1084 1
sigma 6.64 0.01 0.21 6.24 6.63 7.08 1650 1
1lp_  -1208.83 0.04 1.27 -1212.12 -1208.51 -1207.40 902 1
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If you want to output only specific parameters, do as follows:

I |print(£it7, pars=c("alpha", "beta"))
2 |print(£it7, pars="sigma", digit=3) # Specify the number of output digits

> print (fit7, pars=c("alpha", "beta"))
mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
alpha -34.43 0.08 2.70 -39.63 -36.29 -34.48 -32.57 -29.20 1089 1

beta 9.06 0.01 0.43 8.23 8.77 9.07 9.36 9.89 1084 1

> print (fit7, pars="sigma", digit=3)

mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
sigma 6.636 0.005 0.213 6.241 6.492 6.627 6.772 7.081 1650 1.003

Next, we consider finding the distribution of predicted values using the posterior
probabilities of the generated parameters. We want to find the distribution of the
value of y at a point x,, € R different from the xi, ..., x, € R used to estimate «, 3.
Without using Bayes, we find the confidence intervals for «, 3 and then find the con-
fidence interval for « + x, (3. Also, for each o, 8 € R, a + x,3 can be calculated,
but in reality, it fluctuates more than the confidence interval due to the independently
varying variance o noise. It is also possible to calculate the confidence interval
(prediction interval) that takes this effect into account.’ In Bayes, the distribution
of a + x, 3 corresponding to the confidence interval is determined by the posterior
distribution of «, 3. Furthermore, another distribution corresponding to the predic-
tion interval, considering the independent noise effect, is determined. Below, the
normal_rng () function generates random numbers following a normal distribution:

model8.stan

data{
int N; // Sample size
vector([N] y; // Dependent variable
vector[N] x; // Explanatory variable
int N_pred; // The number of x to predict
vector[N_pred] x pred; // The vector consisting of the values of x to
predict

I Y S SO CR -

70}

8 | // The data, parameters blocks are the same

3 The details are described in Chap. 2 of Statistical Machine Learning with Math and R (Springer)
by Joe Suzuki [14].
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9 | generated quantities{

10 vector[N_pred] y_mu;

11 vector[N_pred] y pred;

12 y mu = alpha + beta * x_pred; // Predicted values

13 for(n in 1:N_pred)

14 y_pred[n] = normal_rng(y_mul[n], sigma); // Values with added noise
15 to the predicted values

16 |}

We tried to predict the average housing price when the average number of rooms
per household was 2, 3, 4, 5, 6:

rm_pred <- 2:6
data_list <- list(N = nrow(Boston), y = BostonSmedv,

x = BostonSrm, N_pred = length(rm_pred), x pred = rm_pred)
£it8 <- stan("model8.stan", data = data_list)
stan_dens(fit8, pars=c("y_mu","y_pred"))

[ N

We obtained the output as in Fig. 3.8.
Below, we introduce the transformea parameters block. This makes the processing
easier to see and easier to extend:

model9.stan

// The data and parameters blocks are the same as in model7.stan,
transformed parameters{
vector [N] mu;
mu = alpha + beta * x; // x is declared as a vector
}
model{
alpha ~ normal(0,100);
beta ~ normal(0,100);
sigma ~ cauchy(0,5);
10 Yy ~ normal(mu, sigma);

n |}

© ® 9 U R W —

In fact, by adding a generated quantities block, the likelihood of the parameters

—log f(yilpj, o), i=1,....,n, j=1,...,m

can be calculated with f(-|j, o), being the probability density function of N (u, 02).

u, o follow the posterior distribution. For each sampling j = 1, ..., m, a different
0; = (u;j, 0;) is obtained. Since these are the realized values of 0 = (1, o) generated
according to the posterior distribution p(8|yy, ..., y,), we obtain
1 m
f fGilO)p@IyL, - y)dO ~ — > FOilug. o). (3.6)
® ,
j=1

model9.stan
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y_mu[1] y_mu[2] y_mu[3] y_mu[4]

AddA

- -10 -125-100 -75 -50 -25 -2

y_mu[3] y_pred[1] y_pred[2] y_pred[3]

19.0 195 200 205 21.0 40 -30 20 10 0 10-30 20 -10 10 z 10 20 30
y_pred[4] y_pred[5]
) 10 20 30 ) 10 20 30 40

Fig. 3.8 The output of the mean housing price predictions

// Add the following generated quantities block
generated quantities(
array[N] real log_1lik;
for(n in 1:N)
log_lik[n]l= normal_lpdf (y[n]|mu,sigma);

I Y S

}

Here, even if f is not a normal distribution, by appending _ipar at the end, such as
cauchy_lpdf OF beta_lpdf, it means the logarithm of the probability density function. It
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is common to place parameters after y(n1|. Also, _1par cannot be vectorized because
its arguments are a mix of vectors and scalars. For example,

generated quantities{

array[N] real log_lik;

log_lik= normal_lpdf (y|mu, sigma)
}

will result in an error. Next, let’s output 10g_11ik:

Yy <- rnorm(100,5,2)

2 | % <- rnorm(100,7,6)

3 |model9 <- stan model("model9.stan")

4 | £it9 <- sampling(model9, data=1ist(N=100, x=x, y=y))

5 | log_lik <- rstan::extract(£it9)S$log_lik

6 |is.matrix(log_1lik) # It 4is clear that it is a matriz

7 | dim(log_1lik) # Number of samples X number of samplings
8 | head(log_1ik,5) # The first 5 rows

> log_lik <- rstan::extract(fit9)s$log_lik
> is.matrix(log_lik)

[1] TRUE

> dim(log_lik)

[1] 4000 100

> head(log_lik,5)

iterations [,1] [,2] [,31] [,4] [,5] [,6] [,7]
[1,] -3.403301 -1.657132 -1.725351 -2.779104 -2.936850 -2.715903 -1.917382
[2,] -3.653273 -1.698815 -1.692000 -2.890423 -2.650699 -2.649536 -1.990583
[3,] -3.622558 -1.629874 -1.682376 -2.834984 -2.848217 -2.820437 -1.908749
[4,] -3.841320 -1.640801 -1.659828 -2.841350 -2.617469 -2.938005 -1.914694
[5,] -4.102244 -1.746632 -1.650777 -2.999545 -2.293481 -2.712034 -2.053173

iterations [,991] [,100]
[1,] -1.747460 -1.926040
[2,] -1.717556 -1.994222
[3,] -1.715444 -1.913033
[4,] -1.707978 -1.910116
[5,] -1.684236 -2.042841

The right-hand side of (3.6) can be written in R language using the functions exp ()
and colMeans () as

colMeans (exp (log_1lik))

Furthermore, taking the product fori = 1, ..., n and then taking the logarithm

-mean (log (colMeans (exp (log_lik))))

corresponds to the empirical loss required to calculate WAIC.
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3.3.4 Multiple Regression

Multiple regression is a problem of estimating the intercept and slope 5y € R, § €
R?, and the noise variance o> > 0 under the assumption that foreachi =1, ..., n,
the following independent relationship holds:

yi = fo+xiB+e, e~ N,

given observations xy, ..., x, € R? yy, ..., y, € R, where x; 3 represents Zf;l Xij
B; with 3 =105, ..., 5P]T (column vector) and x; = [x; 1, ..., X ,] (row vector),
and [, is the identity matrix of size n.

In this case, let X € R"*?*+D be a matrix with a size n column vector with all
components being 1 to the left of the matrix containing xi, ..., x, in each row, and
y=1[y1,...,v.]" € R". We denote [B, 51, ..., ﬂp]T as 3 € R?*! and use Stan
to find the posterior distribution of 3 € RPH 62 > 0 under X, y. In the following,
we modeled that 3, 02 are generated based on the prior distribution, and for each
i=1,...,n, v~ N(X3,0%l,) holds for

Vi Lxpg o X1, go o2... 0
) .o . 1 2
y = : ,X: - . ,ﬂ: . ,O'In=
Yn 1xn’1...xn’p /6 00—2
p
modell0.stan
1 | data{
2 int N; // Sample size
3 int M; // Number of variables (including the intercept)
4 vector[N] y; // Dependent variable
5 matrix[N,M] x; // Independent variables, declared as matrix
6 }
7 parameters{
8 vector[M] beta; // declared as vector
9 real <lower=0> sigma;
0 |}
11 | model{
12 beta ~ normal(0,100);
13 sigma ~ cauchy(0,5);
14 y ~ normal(x * beta, sigma);

15}

1 [%1 <- rnorm(100,0,1)

2 | %2 <- rnorm(100,0,1)

3 |y <- 2+ 5 % x1+ 7 % %2 +rnorm(100,0,3)
4 | summary (lm(y~x1l+x2))

5 | intercept <- rep(1,100)

6 |x <- data.frame(intercept, x1, x2)

7 | head(x)
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8 |data_list <- 1ist(N=100, M=3, y=y, x=x) # Note M=3
9 |modell0 <- stan_model("modellO.stan")

10 | £itl0 <- sampling(modell0, data=data_list)

11 |print(£itl0, probs=c(0.025, 0.5, 0.975))

In particular, summary, head, and the last print output as follows:

> summary (1lm(y~x1+x2))

Call:
Im(formula = y 7 x1 + x2)

Residuals:
Min 1Q Median 30 Max
-7.8477 -1.9461 0.0227 1.8287 6.6660

Coefficients:
Estimate Std. Error t value Pr(>|t])
(Intercept) 2.1942 0.2866 7.657 1.43e-11 ***
x1 4.9308 0.2636 18.706 < 2e-16 ***
x2 6.7242 0.2869 23.437 < 2e-16 ***
Signif. codes: 0 ‘***r (0.001 ***’ 0.01 **’ 0.05 ‘.’ 0.1 * r 1

Residual standard error: 2.836 on 97 degrees of freedom
Multiple R-squared: 0.9036, Adjusted R-squared: 0.9016
F-statistic: 454.5 on 2 and 97 DF, p-value: < 2.2e-16

> head(x)

intercept x1 x2
1 1 -0.9823585 0.7517814
2 1 1.7503470 -1.3702254
3 1 0.9805008 0.1549586
4 1 -1.0044848 0.5919998
5 1 1.8609173 -0.9818162
6 1 -0.3310599 -0.2195880

> print (fitl0, probs=c(0.025, 0.5, 0.975))

Inference for Stan model: anon_model.

4 chains, each with iter=2000; warmup=1000; thin=1;

post-warmup draws per chain=1000, total post-warmup draws=4000.

mean se_mean sd 2.5% 50% 97.5% n_eff Rhat
betall] 2.19 0.00 0.30 1.61 2.20 2.77 4285 1
betal2] 4.93 0.00 0.27 4.41 4.93 5.44 4150 1
betal3] 6.72 0.00 0.29 6.15 6.72 7.30 3789 1
sigma 2.87 0.00 0.21 2.50 2.86 3.31 3637 1
1p_ -154.02 0.03 1.45 -157.74 -153.70 -152.18 1910 1

We can also calculate the empirical loss by adding generated quantities tO

modell0.stan:
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modelll.stan

// Add the following generated quantities block below
generated quantities{
array[N] real log_lik;
for(n in 1:N)
log_lik[n]= normal_1lpdf (y[n]|x[n]+beta, sigma);

o v A W o —

3.3.5 Mixture of Normal Distributions

For example, as shown when executing the last line above, in addition to the specified
parameters, the parameter 1»__ (two underscores after 1p) is automatically generated.
This value corresponds to the posterior log-likelihood, which, for § = (3, o?), is the
logarithm of the likelihood ¢ (6) [T/_; p(x;|0):

logp(6) + Y log p(x;10).
i=1

The posterior log-likelihood can also be used in the mode1 block. In that case, use
the variable name target.
Note that the following Stan code behaves the same as mode17.stan:

modell2.stan

// The data and parameters blocks are the same as in model7.stan
model{
for(n in 1:N)
target += normal_lpdf(y[n] | alpha + beta * x[n], sigma);
target += normal_lpdf(alpha|0,100);
target += normal_lpdf (beta [0,100);
target += cauchy lpdf(sigmal0, 5);

}

Here, norma1_ipar and cauchy_1pat are the log-likelihoods when assuming a normal
distribution and a Cauchy distribution, respectively. target is initially initialized to
O, and target += is a shorthand for target = target +.

Using target, we can write the Stan code for a mixture of normal distributions. The
probability density function of y € R following a mixture of normal distributions is
given by

Of ylpr, o)+ A —=0)f(ylpa, 02)

forO < 6 < 1, u; < up, and oy, 05 > 0, where f(y|u, o) represents the probability
density function of y € N(u, 0%). The following Stan code allows the parameters
141, (o to vary in the range (< pp. Also, itis common to use the function 1og_mix ()
provided by Stan when the number of classes is 2:
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modell3.stan

1 |data {

2 int<lower = 0> N;
3 vector[N] y;

i)

5

parameters {

6 ordered[2] mu;

7 real<lower=0, upper=1> theta;
8 real<lower=0> sigma;

o |}

10 | model {

1 mu ~ normal(0, 2);
12 theta ~ beta(s, 5);

13 for (n in 1:N)

14 target += log mix(theta,

15 normal_ lpdf(y[n] | mu[1], sigma),
16 normal_ 1lpdf(y[n] | mu[2], sigma));

17 |}

It is fine when the number of classes is 2 (Rhat is slightly above 1), but it becomes
unstable as the number of classes increases. The following execution performs par-
allel processing and uses the cores to their maximum capacity:

1 | library(rstan)

2 | rstan_options(auto_write = TRUE)

3 |options(mc.cores = parallel::detectCores()) # package rstudioapi %s
4 required

5 | N <- 100

6 |v <- rnorm(100)

7 |data_list <- list(N =N, y = y)

8§ | £itl3 <- stan(file = "modell3.stan", data = data_list, seed = 1)
9 # seed = 1 will generate the same rTandom numbers

10 | stan_dens(£itl3)

Appendix: Proof of Proposition

Proof of Proposition 3
At a certain time, when 6 is given, the probability that 6’ is generated and accepted

is s(0'|0) min{1, exp(—H (#') + H(0))}. Integrating this with respect to 6’ gives the
conditional probability of acceptance for 6,

0(9) = / s(0'16) min (1, exp{—H (0') + H(0)}) db'.
)

The probability of staying in the same state is 1 — Q(#), so

P#'10) = s(0'10) min {1, exp(—H (0) + H(®))} + 60’ — O){1 — 0O}, (3.7)
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where §(x) is the delta function and f® 0 — (1 — Q9))do =1 — Q(6) holds.
From this and (3.3), we have

P(0'10) exp{—H ()}

= 5(0'10) min {exp(—H (0)), exp(—H (@) } + 3(0" — O){1 — Q(0)} exp{—H ()}
= 5(016") min {exp(—H (8)), exp(=H ()} + (6’ — ){1 — Q(0")} exp{—H (6")}

(3.8)

= P00)exp{—H ()},

where we used the fact that the term §(6' — 0){1 — Q(6')} ineach equation is nonzero
only when 6 = @', |

Exercises 14-26

14.

15

16.

S

17.
18.

19.

20.

Why does (3.7) hold in the proof of Proposition 3? What about equality (3.8)?
The function 1ix takes the parameters § = (6, 6;) € ® of anormal distribution
and the samples x, ..., x, € X, and outputs

What does it output? Also, what does the function accept (x,y) output for
thecases y > x and y < x?

In the function mcmc, what values are stored in the variables output and
accept_reject after execution? Also, in the execution

result = MCMC(metropolis_hastings, c(mu_obs,3), 50000, obs)
m <- 50000; # m=100

output <- resultSoutput

output2 <- output[seqg(2,2+m,2)]

what values are stored in the variables output and output2?

Prove the conservation of energy from (3.4) and (3.5).

In Example 22, when 6(¢) = sint and p(t) = cost, how should the functions
euler and 1eapfrog be changed? Also, execute and output a graph like Fig. 3.5.
Generate x, ..., x, € R (n = 100) according to the standard normal distribu-
tion, and confirm in Stan that under the conditions of Example 4, the posterior
probability of iz becomes (2.11) (compare the theoretical posterior distribution
written in R language with the curve output by Stan’s stan_dens () ).

Find the posterior distribution for the case of a Beta distribution with parameters
(a, b) as aprior distribution and D occurrences outof N trials (using a formula,
not Stan).
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21.

22.

23.

24.

25.

3 MCMC and Stan

It is known that the least squares solution 3 = (XTX)"'XTy € RP*! follows
N(B, o2(XTX)~"). Show that the variance of the inner product x*ﬁ withrow
vector x, € RPT!, whose first component is 1, is o%x,(XTX) " 'x], and that
the variance of x*ﬂA + e, with e ~ N(0, 02) added independently of x*ﬁ, is
az{x*(XTX)’lx;r + 1}

Add the covariate LSTAT (proportion of low-income population) to the Boston
data, use themodel10 . stan file to calculate the posterior distribution, and dis-
play the posterior distribution of all parameters using the function stan_hist.
Apply modell0.stan instead of model7. stan to the following process
and find the same solution:

library(rstan)

library (MASS)

data_list <- list(N = nrow(Boston), y = BostonSmedv, x = BostonS$rm)
fit7 <- stan("model7.stan", data = data_list)

print(£it7, probs = c(0.025, 0.5, 0.975))

[ S O R

‘We want to make the standard deviations different as well as the means of the two
classes of the mixed normal distribution. Create Stan code 24.stan and execute
the following:

1 | library(rstan)

2 | N <- 100

3 |y <- rnorm(100)

4 |data_list <- list(N =N, y =vy)

5 | fit <- stan(file = "24.stan", data = data_list)
6 | stan_dens(fit)

We want to find the posterior distribution of the difference in means from two
types of samples with the same number of samples. We want to find the posterior
distribution of mu_x - mu_y. Complete the generated quantities,
display the posterior distribution, and find the probability of 1, > f,:

dataf

int N; // Sample size
array[N] real y; // Data 1
array[N] real x; // Data 2

parameters{

real mu_y; // mean of y

real <lower=0> sigma_y; // standard deviation of y
real mu_x; // mean of x

10 real <lower=0> sigma_x; // standard deviation of x
n |}

12 | model{

1
2
3
4
s
6
7
8
9

13 mu_y ~ normal(0,100); // prior distribution of the mean of y

14 sigma_y ~ cauchy(0,5); // prior distribution of the standard
deviation of y

15 mu_x ~ normal(0,100); // prior distribution of the mean of x

16 sigma_x ~ cauchy(0,5); // prior distribution of the standard

deviation of x

17 y ~ normal(mu_y,sigma_y);
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18 // y follows a normal distribution with mean mu_y and standard
deviation sigma_y

19 x ~ normal(mu_x,sigma_x);

20 // x follows a normal distribution with mean mu_x and standard

deviation sigma_x
21 |}
22 | generated quantities(
23 | // To be completed

24 |}

(Assuming the filename above is model_x.stan)

y <- rnorm(100,5,2)

1

2 | ® <- rnorm(100,7,6)

3 | £fit_X <- stan("model_X.stan", data=1ist(N=100,y=y,x=x))

4 |diff <- rstan:: extract(fit_X)Sdiff # Random numbers following the
postertor distribution of the difference

5 | plot(density(diff)) # Display the posterior

6 distribution of the difference

26. The following is Stan code to find the posterior distribution of the parameters
for logistic regression:

data{
int N; // Sample size
int M; // Number of variables (including intercept)
array[N] int y; // Target variable
matrix[N,M] x; // Explanatory variables, declared as matrix
}
parameters{
vector[M] beta; // Declared as vector
}
10 | model{
11 beta ~ normal(0,100);
12 y ~ bernoulli_logit(x+beta); // Shorter code and faster
estimation

e = WY S SO SO R

Actually, with N = 100 and M = 3, generate random data for the covariates
and the response, and display the posterior distribution of each parameter using
stan_dens.



Chapter 4 ®
Mathematical Preparation oo

In this chapter, we describe the mathematical knowledge necessary for understanding
this book. First, we discuss matrices, open sets, closed sets, compact sets, the Mean
Value Theorem, and Taylor expansions. All of these are topics covered in the first
year of college. Next, we discuss absolute convergence and analytic functions. Then,
we discuss the Law of Large Numbers and the Central Limit Theorem, as well as
defining the symbols Op(-) and op (-) used in subsequent chapters. Finally, we define
the Fisher information matrix and discuss the properties of regular and realizable
cases. For algebraic geometry and related topics, please refer to Chap. 6. Readers
who already understand the content of this chapter may skip it as appropriate. At the
end of the chapter, we provide the proof of Proposition 2, which was postponed in
Chap. 1. It is assumed that with the preliminary knowledge of this chapter, it can be
understood.

4.1 Elementary Mathematics

Here we discuss matrices and eigenvalues, open sets, closed sets, compact sets, the
Mean Value Theorem, and Taylor expansions.

4.1.1 Matrices and Eigenvalues

A matrix A € R"*" (n > 1) with the same number of rows and columns is called
a square matrix. A diagonal matrix is a matrix whose off-diagonal elements are all
zero. A diagonal matrix with all diagonal elements equal to 1 is called an identity
matrix, denoted as I, € R"*". The sum of the diagonal elements of a square matrix is
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called the frace. A matrix with zero elements in the (i, j) (i < j) positions is called
a lower triangular matrix.

In the following, for a square matrix A € R"*", we assume that there exists an
X € R such that AX = [,,, and we try to find it. To do this, we perform two types
of operations on the matrix [A | I,,] € R™*2" which consists of A and I, arranged
side by side:

1. Subtract a multiple of one row from another row
2. Swap two rows

‘We obtain a matrix such that the left half becomes a lower triangular matrix. Assum-
ing that we performed operation 2 a total of m times, the product of the diagonal
elements of the left half of the matrix at this point, multiplied by (—1)", is called
the determinant of the matrix A. In the following, we write the determinant of the
matrix A as det A.

After performing these operations, initially with B = I,,, [A | B] is transformed
into [A’ | B'], but X satisfying AX = B also satisfies A’X = B’. If the determinant
of A is not zero, we perform the above two operations further to make the left half a
diagonal matrix. Finally, by

1. Dividing each row by the value of the diagonal element

we make the left half the identity matrix 1,." If A” = I,,, then for [A” | B"], A"X =
B”, so the right half B” at that time is X. Conversely, if the determinant of A is
zero, such a matrix X does not exist. When a square matrix exists such that AX = I,
(when the determinant of A is not zero), X is called the inverse matrix of A, denoted
as X = AL,

Example 24 In each of the cases d # 0 and d = 0,

ab N a—bc/d 0 ab N cO

cd c d|l’ |cO ab
can be done. The determinantis (a — bc/d) - d - (=1 ford #0,and cb - (—1)! for
d = 0, both of which can be seen to be ad — bc. |

Example 25 When the determinant of A, A = ad — bc, is not zero, in particular
when d # 0,

abl10 a—be/d 0|1 —b/d AJd O
- - —cd/A 1+ be/A

cd|01 c dio 1 0 d
R 10
01

d/A —b/Ai|
can be done, and

1 —b/d }

—c/A a/A

! The method of obtaining the inverse matrix by operations 1,2, and 3 is called Gaussian elimination.
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ab . l d —b| |10
cd| Al—-ca | 7|01
1 _
holds. That is, — [ d b] becomes the inverse matrix of |:a b j| |
Al —c a cd

Moreover, when a constant A € C and a vector u € C" (u # 0) exist such that
Au = du, )\ is called an eigenvalue, and u is called an eigenvector. If the matrix
A — M\, has an inverse, that is, if the determinant of A — A\, is not zero, then from
u = (A — \,)"'0 = 0, the u that satisfies Au = u is limited to u = 0. Eigenvalues
are determined as solutions to the equation concerning A (eigenvalue equation) stating
that the determinant of A — A\, is zero. In other words,

Au=du,u #0<—= (A - Al )u =0,u #0 <= det(A — \I,) =0
holds.

Example 26 For n =2, if we set A = |:i Z:|, then det(A — \L) = (a — \)(d —

) — bc = 0 holds. Therefore, the solutions of the quadratic equation \> — (a +
d)X\ + ad — bc = 0 are the eigenvalues. |

A matrix A € R™*" for which all the (i, j) components A; ; and (j, i) components
A ; are equal is called a symmetric matrix. In general, eigenvalues A are not neces-
sarily real numbers, but when the matrix A € R"*" is symmetric, A becomes a real
number. In fact, for A € C and u € C" (u # 0), since®> Au = Au = du = \i, we
have

(Au,u) = Qu, u) = \u, u)

and

(Au, ) = (u, Au) = (u, Au) = (u, \u) = (u, \ut) = X(u,ﬁ),

where 7z denotes the complex conjugate of z € C, and for a,b € R, we set
a+ib=a—ib.

Example 27 For the matrix |:ccl Z] if we set b = ¢, the eigenvalue equation

becomes A2 — (a + d)\ + ad — b* = 0, and its discriminant is (a + d)* — 4(ad —
b*) = (a — d)* + 4b> > 0. Indeed, the eigenvalues are real numbers. [ |

For a symmetric matrix A, it is called non-negative definite when all eigenvalues
are non-negative, and positive definite when all eigenvalues are positive.

2Foru,v € C,uv = u - v holds.
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Example 28 For the matrix i Z], ifweseth = ¢, whena +d > 0, and ad > b?,

the two solutions of the eigenvalue equation are non-negative, and it becomes non-
negative definite. Furthermore, if both eigenvalues are positive, that is, a + d > 0,
and ad > b2, it becomes positive definite. |

Moreover, for a symmetric matrix A € R"*", 7T Az, z € R"is called the quadratic
form of A.

Proposition 4 A symmetric matrix A € R"™" being non-negative definite is equiv-
alent to the quadratic form 7" Az being non-negative for any z € R". Furthermore,
A being positive definite is equivalent to the quadratic form 7" Az being positive for
any 0 #z e R".

For the proof, please refer to the appendix at the end of the chapter.

4.1.2 Open Sets, Closed Sets, and Compact Sets

Let the Euclidean distance between each x, y € R be denoted as dist(x, y). For a
subset M of R?, let us denote the open ball (excluding the boundary) of radius ¢ > 0
centered at z € M as B(z, €) := {y € R? | dist(z, y) < €}. If there exists a radius
€ > 0 such that B(z,€) & M for any z € M, M is called an open set. On the other
hand, for any € > 0, if the intersection of B(z, €) and M is non-empty, z € RY is
called a tactile point of M C R4, If M contains all its tactile points as its elements,
M is called a closed set (see Fig. 4.1). Generally, the complement of a closed set is
an open set, and the complement of an open set is a closed set.

In fact, if M is a closed set, its tactile points are not included in the complement
ME, so when the radius of the open ball for each z € M € is chosen to be small, the
open ball will not intersect M. Conversely, if M is an open set, when the radius of
the open ball for each z € M is chosen to be small, the open ball will not intersect
M€ Therefore, the tactile points of M are not in M.

Example 29 Assume that d = 1 and d = 3 for items 1-4 and item 5, respectively.

1. The open interval (a, b) is an open set, and the closed interval [a, b] is a closed
set.

2. The set of all real numbers R and the set of all integers Z are closed sets (R is
also an open set).

3. The set R N ZC, which is the set of all real numbers R excluding the set of all
integers Z, is an open set.

4. The set of all rational numbers Q is neither an open set nor a closed set.

5. The region {(x, y,z) € R? | x> + y? 4+ 7> < 1, z > 0} is neither an open set nor
a closed set.
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Open set Closed set Neither open nor closed set
a—€ea+te a—€ea+e a—eca+e
— o — o — o
0 a 1 0 a 1 0 a 1
For any a € (0,1), For any a € [0, 1], (0, 1] does not include
Je > 0 such that Ve > 0 such that the point of tangency a = 0,
(a—ea+¢€) C(0,1) (a—€,a+€)N[0,1] #{}. Ve>0s.t.(—€€e)N[0,1] #{}

Fig. 4.1 Open sets, closed sets, and cases that are neither. An open set is one where any point in
the set is included if the neighborhood is made small enough. A tactile point is one that intersects
the set no matter how small the neighborhood is made. A closed set is one that contains all tactile
points

In addition, there is a concept of compact sets related to closed sets. When a mapping
M > x — e(x) € R> 0 is arbitrarily defined and a finite number of z,, ..., z,, are
used such that the union of open balls UL, B(z;, €(z;)) contains M as a subset, M
is called compact. In this book, we only deal with subsets of R4 as the universal set
and Euclidean distance as the distance. In this case, it is known that compact sets
are equivalent to closed sets with bounded domains (bounded closed sets), where
we say a set M is bounded when there exists a positive constant L > 0 such that
dist(x,y) < L for any x, y € M. Among the closed sets in Example 29, [a, b] is
compact, but R and Z are not.

Although the proof is omitted, if a set M is compact, a continuous function with
domain M has maximum and minimum values.

Example 30 M = (0, 1], [1, co) are not compact. The continuous function f(x) =
1/x does not have a maximum value on M = (0, 1] and does not have a minimum
value on M = [1, 00). |

Also, let dist(x, a) be the distance between x,a € M (M = R, for example,
dist(x,a) = |x — al). For any ¢ > 0, a function f with domain M is said to be
continuous (continuous) at x = a if there exists a 6 = d(e, a) such that:

dist(x,a) <0 = |f(x) — f(a)] <e.

If the function is continuous for all a € M, then f is continuous.

The continuity of functions can be defined not only for f : R — R. From Chap. 4
onwards, we will examine the set of continuous functions C (K') defined on a compact
set K. The distance between elements ¢ and ¢ in C(K) is defined by the sup-norm
(uniform norm):

dist(¢, ¢) == Zup 1p(6) — &' (D). 4.1
ek
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Then, the continuity of a function f : C(K) — R at ¢ = ¢, € C(K) is defined by
the existence of 6 = d(¢, ¢,) such that for any € > 0,

dist(}, ¢a) < 06 = |f(®) — f(Pa)| <.

4.1.3 Mean Value Theorem and Taylor Expansion

In the following chapters, we will discuss the Mean Value Theorem and Taylor
expansion, which will be used several times. They are particularly necessary for
mathematical analysis when the sample size n is large.

The Mean Value Theorem asserts that for a differentiable function f : R — R, if
a < b, then there exists a ¢ such that a < ¢ < b satisfying

Jf () = f(a)

= . 42)

Example 31 For f(x) = x> —3x +2,a =2, and b = 4, we have

B> =3b+2)—(a*—3a+2)

=a+b—-3=3, f'(c)=2c-3.
b—a

So, ¢ = 3 satisfies the condition. |

Equation (4.2) can be written as f(b) = f(a) + f'(c)(b — a), which is an extended
to Taylor’s theorem.

Namely, if f is continuous up to the (n — 1)-th derivative and is n times differ-
entiable,

f(a) 1 (a) @)

= — —aa... _ -1
f) = fla)+ T b—a)+ o b —a)*+ + =1 b —a) + Ry,
4.3)
with
(n)
Ro= Ty
n!

Thereexistsana < ¢ < b.If n = 1, itbecomes the Mean Value Theorem. Sometimes
it is written as fa + (1 — )b instead of ¢, and there exists sucha 0 < 6 < 1.
Setting b = x in (4.3), we get

! 4 (n—1)
F'@ oy @O @

n—1
T 21 Dy E T R

f) = f(a)+
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which is called the Taylor expansion of the function f at x = a. Furthermore, setting
a =0, we get

" (n—1)
o=@+ L0 LO0e SO,
2 (n—1)!

which is called the Maclaurin expansion.

Example 32 When ¢* and log(1 + x) are Maclaurin-expanded, there exist 0 < 6 <
1 for each of

. l+ +.X2+ N xn—l +xn o (44)

et = X+ —=4+--- —e .

2 n—10! n!
and
)C2 x3 n—l 1

log(1 =x—=4=—- P2t X _—

og(l+x)=x 2+3 + (=1 p— +( ) w01 0ny
4.5)
|

For the case of two variables, a function f : R> — R that is continuous up to
the (n — 1)th derivative and differentiable » times, the Taylor expansion at (x, y) =
(a, b) can be written as

n—1 k akf
i k—i
flx,y) = ]{2(:)12: (k — ,)lv x—a)(y—>) W(a b)
n—i ”f

In the case of n = 2 for d variables, the Taylor expansion around x = (xy, ...,
x4)T = (ai,...,aq)T = ais, when f has a continuous first derivative and is twice
differentiable, written as

82
f(x)—f(a)+2<x, a,)—f<a)+ ZZ(x,—az () =) 5 —=— af (6a + (1 —0)x)
i=1 i=1 j=1

= f@+ @ —a) {Vf@)+ %(x —a)"{V2f(Ba + (1 - 0)x)}(x —a),

. i : o 0
where V f : R — R is a vector consisting of the d partial derivatives of f, a—f,
Xi
and V2 f : R? — R?*? is a matrix (the Hessian matrix) consisting of the second

Pf

partial derivatives of f, ———.
8x,~3x j
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4.2 Analytic Functions

In the following, we will denote the set of non-negative integers by N. Firstly, for
Fr=@1, ..., rg) €N x = (xq,...,x),b=(by,...,by) € R? q, =a,
we define

ar(x —b) =ay,  ,,(x; —b)" ... (xg—bg)".

A sum of such terms

fx):= Z a-(x —b) = Z o Z .y =D)L (g — b)Y, x € R?
reNd rieN rqeN

(4.6)
is called a power series. When there are a finite number of non-zero terms, we call
f(x) a polynomial with real coefficients in terms of xi, ..., x4, and we denote the
set of such polynomials as R[x] or R[x, ..., x;]. Furthermore, when there exists an
openset U (b € U € R?)suchthatforany x € U, > larllx — b|" < oo, we say that
f(x) converges absolutely. In this case, the infinite series (4.6) is independent of the
order of the sums Zrl, e, Zrd and is unique. We call such a function f : U — R
an (real) analytic function.

Example 33 For the infinite series Y -, a, witha, = (—1)", we can write it in two

ways:
a-HD+d-H4+---=0+0+4---
and
I-a-H—-a-1H—---=1-0-0—...,
which is due to the fact that ZZOZO la,] =1+ 14 --- = oco. However, in the case of
a, = (—%)",We have Y 02 la,| = 1+ % + - -+ = 2, and hence the series converges.

Let a, be a sequence of real numbers and ¢ € R. When the power series
Zzio ay(x — c¢)" converges absolutely if [x — ¢| < R and diverges if |x — c| > R,
we call R the radius of convergence (we need to investigate the case where x — ¢
equals the radius of convergence). If a, = 0 except for a finite number of terms,

an
An+1
of adjacent terms

R :=1lim,_ o will be the radius of convergence. In fact, if the absolute ratio

+1

an+l(x - C)n . an+1
——— | = lim

n—o00

r:= lim < lx —c|

n—oo

a,(x —co)" a,
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is 0 <r < 1, it converges, and if 1 < r < oo, it diverges.

Example 34 For

fo=3 temriteg oy
x) = —x"=x+-x"+-x+--
—n 2 3
the absolute ratio of adjacent terms is
X/ (m+ D .
lim —— ——— = |x| lim = |x|
n—oo |x|* ]/n n—oon 4+ 1

for sufficiently large n. Therefore, it converges absolutely if |x| < 1. When investi-
gating the case of x| = 1, it becomes

2.1 1 1 , "dx .
E —=14+-4+—-—4+.--> lim —=11m10g7’l=00,
n 2 3 n—oo J; X n—oo

so it does not converge absolutely when |x| = 1. Therefore, we can set the open set
of the domain of f tobe U = (—1, 1). |

Since taking the absolute value of each term makes it non-negative, absolute
convergence becomes a convergence that does not assume the order of summation.
However, what problems would arise with convergence that assumes the order of
summation (conditional convergence)?

o
1
Example 35 If the series Z(— 1)"~!' = is summed in the order of
n

n=1

1 1 > (- 1)k1
l——+-—= 4.7
> +3 + ; (4.7)

it becomes log 2. In fact, if we denote the right-hand side of

k=1 k=1 k=1

N (1)’<1 ) ) S A
2 ko Z + sz B sz kZ%_ %_Znﬂc

as S, the equations

1 o 1 U dx 1 « 1 1
Sn:— < < — :Sn e
nkX_I:I—i—k/n_/(; 1+x_n21+k/n +2n

and
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' odx 1 b odx
- <85 < = log2
o 1+x 2n o 1+x
hold. On the other hand, if we first add the terms for n = 1, 2, 4, then the ones for
odd numbers greater than or equal to 3, even numbers not divisible by 4 and greater

than or equal to 6, and finally multiples of 4 greater than or equal to 8, (4.7) can be
calculated as

o0 o0

1 1 1 1 1 1 1 1 1 1
z o2 2 z e Y 72 -
n*l( ) n 2 4+n72{2n—1 22n — 1) 4n} 4+2 2{2n—l 2n}

IRT-Y [ R
_§;{2n—l_%}_§n—l>moon_iog.

Although the proof is omitted, it is known that any series that converges condi-
tionally can be made to converge to any real number by changing the order of its
sum (Riemann’s rearrangement theorem).

Example 36 In U := {(x, y) € R?}, the series

o0 o0
Yy
m'n!
m=0

n=0

converges absolutely. In fact, the ratio of the absolute values of any two adjacent
terms converges to 0. Therefore, we can rearrange the order of the terms, and we
obtain

n

X m o
X _ox y
_‘. " =e¢ -e’,
m! n!
n=0

m=0

|‘<

so the function f : U — R, f(x, y) = ¢*17, is an analytic function. |

Here, if a function is differentiable any number of times r > 0 and the r-times
differentiated function is continuous, the function is said to be of class C”. On the
other hand, analytic functions are continuous and differentiable, and no matter how
many times they are differentiated, the asymptotic ratio of adjacent terms remains the
same, making them analytic functions. That is, they are of class C*°. Moreover, the
analytic functions that can be expanded into power series can be uniquely expanded
into Taylor series.

Note, however, that a function being of class C* does not necessarily mean that
it is an analytic function.

Example 37 The function

ro =[R20
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is of class C*° but not analytic. In fact, the Taylor expansion atx = Oresultsina, = 0,
r € R (Exercise 31), which contradicts the uniqueness of the Taylor expansion. Wl

In Chap. 8, we will assume that the average likelihood ratio K () = Ex[log ’;((XT%))]
and the prior distribution ((6) are analytic functions on # € ® and proceed with the

discussion. In this case, for the power series with real numbers a,

Z ar(x - b)r9

reNd

we considered whether ), _\ |a| [(x — b)"|is finite. In this book, we further assume
that the likelihood ratio f(x, 8) = log ";((ﬂr’g; is also an analytic function for 6 € ®.
However, in the case of multiple variables, preparations for extension are necessary.
In this case, we consider as a, : X — R and use the norm of «,..

The set V with the properties

figeV = f+geV
and
aeR, feV—s>afeV.

is called a linear space. In a linear space, we call || - || : V — R that satisfies the
following conditions for each element anormof V:fora e R, f,g e V

lafll = tlal- LA I +gl <MfI+Ngls 11 =0, Ifl=0= f=0.

In this book, we denote the set of f : X — R for which

T \/ /X (g ()dx

is finite as L?(g), where the true distribution g is used.

Here, the absolute value | - | becomes the norm of the one-dimensional Euclidean
space R, butthe norm | - ||, also becomes the norm of the linear space L? (g) (problem
38). We often call it an analytic function taking real values when a, € R and an
analytic function taking values in L?(g) when a, € L?(g), but in this book, we
simply call the former an analytic function. Also, when we write each norm as || - ||,
the set of x for which ), lla, || [(x — b)"| is finite becomes the domain.

For example, if the log-likelihood ratio f(x, 6)

f0) =3 a@ -6y

reNd
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is an analytic function, it means that there exists a convergence domain (the radius
of convergence is non-zero) such that

> " llarlal (@ — 6')| < oo

reNd

4.3 Law of Large Numbers and Central Limit Theorem

4.3.1 Random Variables

By preparing a universal set 2 and a set of its events in advance, when
fwe Q]| Xw)e 0}

becomes an event for any open set O of R, we say that X : Q 5 w > X(w) € Ris
measurable. Also, X is called a random variable that takes values in® R. However,
the way to determine the probability needs to be defined separately.

Example 38 When Q@ = {1, 2, 3,4, 5, 6} and X (w) = (—1), it is necessary that at
least{1, 3, 5} and {2, 4, 6} are events. Thatis, among the empty set {} and the universal
set 2 and these two sets, even if union, intersection, and complement operations are
performed, no other than these four sets are generated. Also, by calculating the set of
w € Q such that X (w) € (0, 1), the set of w € 2 such that X (w) € (=2, 1), etc., we
can see that the subset of 2 where X (w) € O for any open set O does not exist other
than those four. The random variable X only defines the events, and the probability
needs to be specified according to the axioms. |

Random variables can be defined not only as Q@ — R. If n : @ — C(K) is mea-
surable, where C(K) is a continuous function defined on a compact set K, then 7 is
said to be a random variable that takes values in C(K). Rather than considering it
as a random variable, it can be seen as a random function. In defining measurability,
open sets are defined using distance by the uniform norm.

4.3.2 Order Notation

First, we shall define the limit of a sequence of real numbers, which appears frequently
in this book.

3 1t can be understood as a random variable.



4.3 Law of Large Numbers and Central Limit Theorem 81

An infinitely long sequence of real numbers a,, is said to convergeto c asn — oo,
or lim,_. a, = «, if for any € > 0, |a, — | < € holds except for a finite number
of n.*

Also, for a function g(n) of positive integer n such as g(n) =1, n, n?, if
|lg(n)a,| < € holds for any € > 0 except for a finite number of n, i.e., if g(n)a,
converges to 0 as n — oo, we write a, = o(ﬁ). On the other hand, if there exists
an M > Osuchthat|g(n)a,| < M holds except for a finite number of n, i.e., if g(n)a,

is bounded, we write a, = O(ﬁ). For example, if it is O (1/n), it is also o(1).

4.3.3 Law of Large Numbers

Next, we will examine whether the sequence of probabilities { P (A,)} for a sequence
of events {A,} converges to 1. When the probability P(|X, — a| < €) converges
to 1 as n — oo for any € > 0, the sequence of random variables {X,} is said to

. o P
stochastically converge to o, and we write it as X,, — a.
The Weak Law of Large Numbers is one of the most important theorems regarding
stochastic convergence. Before introducing it, we shall show an important inequality.

Proposition 5 (Chebyshev’s Inequality) For a random variable with mean p and
variance o® > 0, for any constant k > 0, the inequality

P(X —pl = k) < o?/k*

holds.

Proof Define I so that 1(A) = 1 when event A occurs and 7 (A) = 0 otherwise.
Then, the following inequality holds.

o =Ex[(X — )21 = Ex[(X — )*I(|1X — pl = k)] > k> - P(IX — p| > k).

Here, consider {X,}.2, and {¢,}°, as sequences of random variables. When

N

€n

holds asn — oo, we write X,, = op (¢,). Especially, when X, LN 0 holds, we write
X, = OP(1)~

Moreover, when there exist an M > 0 except for a finite number of n (they can
depend on d) such that

4tis equivalent to the existence of some N (e) for any e such that |a, — a| < e forn > N(e).
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P(Xyl =Mle) =1—0
for any 6 > 0, we write
Xn = Op(&).
Especially, if P (|X,| < M) > 1 — 6, we write X, = Op(1).
op and Op have the following properties for sequences of random variables

{en}52, and {0,152 :

If X,=o0p(e) and Y,=o0p(c,), then X,xY,=o0p(c). 4.8)

If X,=op(e;) and Y, = O0p(d,), then X,Y,=o0p (0,¢,). 4.9)
In particular, (4.9) implies (4.10).

[f Xn =0p (611) and Yn =0p (6n) s then XnYn =O0p (6n€n) . (410)

Moreover, for a € R and a continuous function g : R — R, we have

If X, a, then g(X,) 5 g(a). 4.11)

Equations (4.8)—(4.10) are known as Slutsky’s theorem and Eq.(4.11) is known as
the Continuous Mapping Theorem. For proofs, see [16], for example. The notation
Op, op is not commonly used in general statistics, but it is frequently used in Watan-
abe’s Bayesian theory, so it is necessary to understand it well.

Example 39 An independent sequence of random variables X, X», ... such that
X, ~ N0, 1)is Op(1). Also, a sequence of random variables X, X, ... such that
X, ~ N(0, 1/n) stochastically converges to 0, hence X, = op(1). |

Proposition 6 (Weak Law of Large Numbers) For a sequence of independent and
X;+ -+ X,

n

identically distributed random variables {X,}, the average Z, :=

stochastically converges to its expected value® ji.

Proof First, the mean and variance of Z, are, respectively, E[Z,] =

X 4+ X, X 4+ -+ X,
B S X = e and VIZ,) = VIS = v/ =

o2 /n. Applying these to Proposition 5, we obtain

3 There is also a Strong Law of Large Numbers, which states that under the same conditions, there
is almost sure convergence, not just convergence in probability, but this book does not deal with
almost sure convergence.

% Fora, b € R and a random variable X, we have ElaX + b] = aE[X] 4+ b,V[aX + b] = an[X].
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Fig. 4.2 A random number following a binomial distribution is generated n = 200 times, and
the convergence of the sequence of random variables Z,, is illustrated. A sequence was generated
eight times each for the probabilities of 1 occurring p = 0.5 and p = 0.1 (Example 40). Since
the variances of X, for p = 0.5,0.1 are p(1 — p) = 0.25, 0.09 respectively, the variance at each
i=1,....nof Z; is 0.25/i,0.09/i. It can be seen that the estimated values up to that point are
converging to p = 0.5, 0.1 respectively

2
P(1Zy—pl > ¢) < /e
n

Therefore, as n — 00, the probability of the event (|Z,, — p1| > €) approaches 0. W

Example 40 We generated random numbers following a binomial distribution 200
times (n = 200), calculated Z; for each pointup to i =1, ..., n, and checked the
degree of convergence (see Fig. 4.2). We generated Z,, 8 times each for p = 0.5 and
p =0.1.

n <- 200
p <- 0.5
plot(0,0,xlim=c(1l,n),ylim=c(0,1),xlab="Number oftrials",ylab="The
estimated value up to that point",
type="n",main="p=0.5")
abline (h=p)
for(j in 1:8){
X <- rbinom(n,1,p)
Yy <- NULL
for(i in 1:n) y <- c(y,sum(x[1:i])/1)
lines(l:n,y,col=3)

}




84 4 Mathematical Preparation

4.3.4 Central Limit Theorem

In the following, we denote the mean and variance of the true distribution ¢ as ¢ and
o2, respectively. The Central Limit Theorem is, alongside the Law of Large Numbers,
an important asymptotic property of a sequence of random variables {X,,}.

Proposition 7 (Central Limit Theorem) For a sequence of independent random

variables {X,} each following the same distribution with mean u and variance o>,

Xy 4+ Xy —np

Y, =
" o/n

follows the standard normal distribution as n — 0.

4.12)

This book will not prove this theorem, but we will confirm its meaning by giving
examples of this theorem and its extensions. First, it should be noted that each of the
random variables in the sequence X, does not necessarily need to follow a normal
distribution.

Example 41 (Application of the Central Limit Theorem) Setting n = 100, for each
distribution g below, we generated m = 500 random samples of (4.12) and plotted
the distribution of Y, (see Fig. 4.3).

1. Standard normal distribution

2. Exponential distribution with A = 1
3. Binomial distribution with p = 0.1
4. Poisson distribution with A = 1

Note that the exponential distribution is a distribution with a probability density
function that is O for x < 0 and

g(x) = Ae™

for x > 0. The Poisson distribution takes values x = 0, 1, 2, ..., with probabilities
q(x) = e *\*/x!. The experiment was run using the following code:

CLT <- function(dist){
S <- NULL
for(3j in 1:500){
if(dist==1) x <- rnorm(n,mu,sigma)
if(dist==2) x <- rexp(n,lambda)
if(dist==3) x <- rbinom(n,1,p)
if(dist==4) x <- rpois(n,lambda)
S <- c(8,(sum(x)—n*mu)/sqgrt(n)/sigma)
}
titles <- c("Normal distribution","Exponential distribution (lambda=1)"
,"Binomial distribution (p=1)","Poisson distribution (lambda=1)")
plot(density(8),xlab="Y _n",ylab="Probability density",main=titles[dist
1D]
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## Normal distribution
n=100

mu <- 0

sigma <- 1

CLT(1)

## Ezponential distribution
lambda <- 1

mu <- 1/lambda

sigma <- 1/lambda

CLT(2)

## Binomial distribution
p <- 0.1

mu <- p

sigma <-sqgrt(p*(1—p))
CLT(3)

## Poisson distribution
lambda <- 1

mu <- lambda

sigma <- sqgrt(lambda)

CLT(4)

## Specify dist as 1 — 4, and set the parameters for each distribution as
above

Normal distribution Exponential distribution(\ = 1)

<

3 3

™ | * ]
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S S
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Y, Yo
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YT, Yn

Fig. 4.3 We generated n = 100 random samples following normal distribution, exponential dis-
tribution, binomial distribution, and Poisson distribution, and calculated the value of Y, once. This
process was repeated m = 500 times to examine its distribution. Even with n = 100, the distribution
is approaching a normal distribution
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It can be seen that regardless of the shape of distribution g, even with n = 100,
the shape is close to the standard normal distribution. |

The above Central Limit Theorem assumed that Xy, ..., X, were each real
numbers (one-dimensional), and assumed p € R, 0% > 0. Similar assertions hold
even for two-dimensional and d-dimensional (d > 1) cases. Hereinafter, N (u, X)
denotes a d-dimensional normal distribution with mean y € RY and covariance
matrix ¥ € R?*“, The probability density function of X ~ N (u, X) is as follows.

1 T -1
fx) eXP{—E(x—,u) 2T (x =}

1
= 2n)d2(det 3)112

In general, when the distribution function {F;,(x)} of a sequence of real-valued
random variables {X,} converges to the distribution function Fx(x) := ff o Ddt
of a random variable X at each continuous point x as n — 00,

lim F,(x) = Fx(x) (4.13)

n—oo
S . . d
we say that {X,} converges in distribution to X, and write this as X,, — X. If the

probability density function followed by X is ¢, we sometimes write this as X, 4 q.

For example, the Central Limit Theorem can be written as X, i N (0, 1). And, itis
known that (4.13) is equivalent to

lim E, [(X,)] = Ex[g(X)] (4.14)

for any bounded and continuous function g : R — R (Exercise 38), where E,[-],
Ex[-] are the operations of the mean with respect to the distribution functions F,,, Fx
respectively.

Proposition 8 Consider independent random variables X1, ..., X, with mean
w € R? and covariance matrix ¥ € R4*¢ (they do not necessarily follow a normal
distribution). Then, we have

X1+'~'—|—X”—I’l
Jn

On the other hand, for a probability variable 7, : C(K) — R that takes values in
C(K), the concept of distribution function does not exist because C(K) is not in a
Euclidean space.” Therefore, for any bounded and continuous function g : C(K) —
R, we define the convergence in distribution of the sequence 7y, 1, . .. to a random

P4 No. ).

variable 1 taking values in some C(K) (7, i> n) as

7 The concept of distribution function applies not only to the one-dimensional case F : R 3 x
[~ a(®)dt, but also to the two-dimensional case F : R? 5 (x,y) — [ o oo als, dsdt.



4.4 Fisher Information Matrix 87

nli)rrgo E.lg(n)] = E,[g(m]. (4.15)

4.4 Fisher Information Matrix

The Fisher information matrix represents the smoothness of the log-likelihood
log p(X|0) ateach § € ®, and is an important measure for analyzing the relationship
between the true distribution and the statistical model.

In this book, we assume the following conditions.

Assumption 2 1. The order of integration in X and differentiation with respect to

0 € ® in p(-|#) can be exchanged.
9% log p(x|0)
00,00

2. For each (x,0) € X x O, the partial derivatives exist, for i, j =

I,...,d.

The Fisher information matrix 7 (6) is defined as the covariance matrix of

dlog p(X10) dlog p(XIG)]

Vi X|0) =
og p(X|0) [ 26, e 20,

1(9) := V[V log p(X|6)]
— Ex[{Vlog p(X]0) — Ex[V log p(X'|0)]}
{Vlog p(X|6) — Ex:[Vlog p(X"|0)]}"]
— Ex[Vlog p(X|6)(V log p(X16)) "] — VEx[log p(X|6)]VEx[log p(X|0)]"
4.16)

and we denote I := I(8,) € R?*? for 6, € ©,. Also, we define the matrix J :=
J(0,) € R¥*¢ using
J(®) = Ex[—V?log p(X|0)]. 4.17)

Assuming regularity, there exists a unique 6 = 6, that minimizes D(q||p(-|6)),
that is, minimizes Ex[— log p(X|#)], and there exists an open set containing 6, that
is included in ®, and since V>Ex[log p(X|60)] is positive definite, VEx[log p(X|6)]
is 0 at § = 6,.. We write this as

VEx[log p(X16,)] = 0. (4.18)
Therefore, if it is regular, the following holds from (4.16).

1(8.) = Ex[Vlog p(X16.)(V log p(X|6.))"]. (4.19)
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Example 42 Assume that the mean and variance of the true distribution ¢ are ¢ and
o2, respectively (not necessarily normally distributed). For the probability density
function (normal distribution) with parameter § = (u, 0'%)

_ (x — p)?
p(xl0) = — P
we shall calculate the matrices /, J. From
1 , (—p?
logp(x|9) = —ElogZﬂ'cr — T
X —p X — U
o? o2
V[lOg p(x|9)] = _L (.X _ ,LL)Z = ()C _ /1‘)2 _ 0_2 (420)
202 2(02)? 2(02)2
S xoe
2 2)2
Vlogpil=| T_, TV (4.21)
(0.2)2 2(0.2)2 (0.2)3
Ex[(X = %] = Ex[(X — fas + fla — 0°1 = 00, + (s — )* . (422)
we obtain
Hsese — [
2
_ o
202 2(0?%)2

V[Vlog p(X|0)]
= Ex[{V log p(X|0) — Ex[V log p(X|0)]} {V log p(X|0) — Ex[V log p(X|0)]}"]

X - Hosex
0-2
= Exl] (X = 10 + 2000 — (X = ) = 02,
2(0.2)2
X = e (X = 100 4 2 — 1) (X — pra) — 03, ]
[ ~ o ). (4.24)

Let A := Ex[(X — ptss)’]and B := Ex[(X — p.)*], then the (1,1), (1,2), and (2,2)
elements of (4.24) are respectively

X — ok ? 0-42<*
IEX[< z )]—

o - (0.2)2 ’
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Ex[ o2 2(02)2 ] 2027 ,
and
2(02)2
= @ {EX[(X - ,U**)4] + 4(”** — M)Ex[(X — M**)B]

B — (03*)2 + 4(#/** - M)A + 4(/'6** - M)ZO',%*
4(0-2)4 '

Furthermore, by substituting 0 = 0, = (u, af), (4.24) becomes as follows.

0}%* A+ 2(fs — N*)Uf*
I (03)2 2(0}%)3
2(02)3 4(c2)*
4.25)
On the other hand, from (4.21), we obtain
i e — 4
| o2 (02)2
J(0) = Mosese — M _ 1 Ui* + (Mas — /14)2
(022 2(a2)? (02)3
and
i Fosese — s
_| o (03)?
I = Mosese — s _ 1 Uz* + (s — N*)z (4.26)
(02)? 2(02)? (02)?

Moreover, if it is regular, from (4.19), (4.23) becomes 0, so (u,az) = (1, 0%). There-
fore, we obtain

2\—1
@) 22y

A B-— (03)2
2(05)3 4(0,%)4

I = 4.27)

and

. (az)_l 0
J = |:0 (Uf)_z/Z] . (4.28)
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Furthermore, if it is realizable, the true distribution ¢ is also normal, and since A = 0
and B = 3(0£*)2 (as per Example 2), (4.27) coincides with (4.28). |

Proposition 9 When the true distribution q is realizable for the statistical model
p(10)gee and is regular, I = J holds.

Proof Since it is realizable, g = p(-|0,), and we can write

o o [ o YP(XI6)
J =Ex[-V logp<X|e*>]—EX[ Vo Xy >}

V2p<X|9*>} [Vp(xw*)(vmxw*)f]
=Fy | ————X | +E
¥ [ p(Xi6n | T P(X[6,)?

V2Zp(X|0,
— _Ex [%} 1 Ex [V log p(X10,)(V log p(X10.))T].

Furthermore, from the first condition of Assumption 2, we have

2
md T = [ vpeiodx = 2 [ paioaar = v =o
q(X) X X

and from the equation where we substitute § = 6, into (4.16), we can write
J =0+ 1(0.) + (VEx[—log p(X10.)]) (VEx[—log p(X|6.)]) " .

Furthermore, since it is regular, we can apply (4.18), and the proposition follows. l

Example 43 In Example 42, if we change the parameter 0> > 0 to o # 0, the dis-
tribution becomes the same (homogeneous) at 6 = (i, o) and 6 = (u, —o), but

X — 1 (x — )2
Vilog p(xlf)] = [~ =, —— + =1,
1 2(x — p)
, 2 e
V<[log p(x|6)] = 26— 1 3(x—w? |’
and
1 2(psx — W)
J() = g G
T 2(es — )1 (Hox — 1> + 03,
o’ o g

follow, and the values of J(#) do not coincide between the two. When p = fi,, they
coincide at to. |
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When limited to the exponential family, using the notation of Sect. 2.4, given
that p(x|0) = u(x)exp{v(d) "w(x)} and Vlog p(x|f) = Vv(#) "w(x), the Fisher
information matrix can be written as
1(0) = VIV{v(®) "w(X)}]

and

J(0) = —=Ex[V*{v(®) "w(X)}].

1
Example 44 In Example 42, with J =4, we can write u(x) = —, v(f) =
2T
1 2 2 1
[?, %, %, logaz]T, andw(x) = [—%, X, —3 _E]T (see Example 16). Hence,

(x —u)z] . R _H)Z]T
2 b

Vv "wx)] = V[—% log 0% —

202 o 202 2(02)?
_ 1 X — [
2 T (52)2
o wel=| T, A

- (022 2(02)2 - (02)3

can be obtained. We can calculate Ex[-] and V[-] using these and the true model.
|

Appendix: Proof of Proposition

Proof of Proposition 4

When matrix A is symmetric, the eigenvectors corresponding to different eigenvalues
are orthogonal (their inner product is 0). Indeed, if Au = Au, Au’ = Nu',and A £ X,
we have

0= (Au,u') — (Au, v’y = (Au,u’y — (u, Au') = Qu, v’y — w, Nu'y = O = N){u, u')

which results in (u, u’) = 0. If the eigenvalues are repeated, there exist as many
linearly independent eigenvectors as there are repetitions, and we choose them to
be orthogonal. Moreover, we normalize all eigenvectors to have a magnitude of 1.
Assume that we have obtained eigenvalues Aj, ..., \, and eigenvectors uy, ..., u,
in this way. In this case, Au; = \;ju; holds. Also, let U € R"*" be the matrix with
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columns uy, ..., u,, and let D € R"*" be the diagonal matrix with diagonal entries
AL, - -5 An. We then have AU = UD. Since U is an orthogonal matrix due to its
construction (UTU = UTU = I,), we can multiply U from the right to get A =
UDUT.

First, if z" Az > 0 for any z € R", then )\iuiTu,- > 0 and \; > 0. Conversely, if
A > 0, by denoting the matrix obtained by replacing each component of D with its
square root as /D, we have A = Uv/DvV/DU T = (DU )TV/DUT,and z" Az =
(v'DUT2)T/DUT z > 0 holds for any z € R”.

Furthermore, if z' Az > 0 for any z # 0, then )\,-u;ru,- > 0 and, since ul.Tui #0,
we have )\; > 0. Conversely, if A\; > 0, then VDUT is regular, and for any z # 0,
VDUTz #0,and 7" Az = (v/DU 2)T~/DU Tz # 0 holds. [

Proof of Proposition 2

In the following, let f(x, 0, 0) := log p;(();l%))_

1. Given any 6y, 6, € ©,, we have relative finite variance, so
0= D(qllp(-162)) — D(qlip(:101)) = f q(x) f(x,01,0)dx > 7/ q(x) f(x, 01, 02)%dx > 0.
X X

There exists a constanty > 0, so f(-, 61, 6,) is zero as a function, and ¢, 6, become
the same distribution.

2. As ¢ is realizable, we can set f(x,0,,0) = log . Arbitrarily choose
0, € ©, from the homogeneous ®, and consider the hm1t of Ex[f(X,0,,0)] =
D(q|p(-|0)) as 8§ — 0, in (2 22). For F(t):=t+e ' — 1, t € R, there exists
[t*] < |t| such that F(t) = % e~ from the Taylor expansion of F at t = 0. Here,
note that

q(x)

F(log q(x) ) =1 qx)  pxl0)

10 = o) T g

Then, we can see that

1
Ex[£(X, 0, 6)]= / 4 (o) F(log ‘2(@)) =3 /X F(x, 0, 02 0g (x)dx
1 . pxl®) qx)
A »9*’0 2 d
zzfxf(x i paey 1

holds, where we assume |#g(x)| < | log pq(g;) |. Also, from the continuity (Assumption

1), if 6 — 6,, we can make p(x|0) — g(x) = p(x|6,). Therefore, for any € > 0,
there exists a  that satisfies

. p(x10)  q(x) 1
min{ , } > .
g(x)  pxl0)”  l+e

Hence, if |0 — 0| < §, we can have
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Ex[f(X, 0., 0)] > Ex[f (X, 0x, 0)*]

“2(1+e¢

and the constant ¢ in (2.22) can be bounded by 2.

3. Let g(0) := Ex[f(X, 0., 0] and h(0) := Ex[f?(X, 6, 6)]. Both g(6) and
h(0) take their minimum values g(6,) = h(0,) = 0 at 6,, an element of ®,. Hence,
Vg(0y) = Vh(8,) = 0. Therefore, by Taylor’s expansion, and defining Vg(f) =

(Og@ 9g9(0)

50 lo=6.5 -+ - g |a=9*),we have

1 1
9(0) = g(0:) + Vg(0:) T (0 — b) + G 0:) TV2g(61)(0 — 6) = 50~ 0:) V2 g(01)(0 — 65)
and

1 1
h(B) = h(Bs) + Vh(O:) | (6 — 0s) + 50~ 0:) TV2h(62)(0 — 6,) = 50~ 0:) T V2h(62)(0 — 6:)

for some 61, 0, that exist between 0 and 6... Moreover, as § — 0,., we have 01, 6, —
0., and both can be approximated in the neighborhood of 6, by

20007000~ 0., 50— 0TV hOI 0.,

On the other hand, since g is regular, the 6, that minimizes g is unique, and all eigen-
values of Vzg(ﬂ*) = VZD(qll p(:10))|g=p, are positive. Also, according to Proposi-
tion 4, VA is non-negative in the neighborhood of § = 6,. If we denote the smallest
eigenvalue of the former as \,,;, > 0 and the largest value of the latter as A\, > O,
then we can write

]Ex[f(X, 0*1 0)2] _ h(a) < )\mux

EX[f(X’ 9*: 9)] 9(9) - )\min .

Exercises 27-41

27. Fora, b, c,d € R, prove that (a 4 bi)(c + di) = a + bi - ¢ + di. Also, for the
eigenvalue A € C and eigenvector u € C" of matrix A € R"*", prove that Au =
Au = \u = \i.

28. Foramatrix U = [uy, ..., u,] € R"", where the inner product (u;, u ;) of each
column is 1 when i = j and O otherwise, we call U an orthogonal matrix. Show
that UTU =UUT = 1,.

29. Prove the following.

(a) Anopen interval (a, b) is an open set, and a closed interval [a, b] is a closed
set.
(b) The set of all real numbers R and the set of all integers Z are closed sets.
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30.
31.
32.

33.

34.
35.

36.
1
2
3
4
5
6
7
8
9

37.

38.

4 Mathematical Preparation

(c) The set RN Z€, which is the set of all real numbers R excluding the set of
all integers Z, is an open set.

(d) The set of all rational numbers Q is neither an open set nor a closed set.

(e) Theregion {(x,y,z) € R? | x> + y? + 7% < 1, z > 0} is neither an open set
nor a closed set.

Based on the definition of Maclaurin expansion, prove (4.4) (4.5).

Show that the function f in Example 37 is C*°.

Show that the absolute value | - | is a norm in R. Also, show that L?(g) is a linear
space, and that || - ||, is a norm. [Hint] Show in relation to the relationship ~
suchas f ~ g <= [, f(x)g(x)dx = [, g(x)g(x)dx.

When tossing a coin with equal probability of heads or tails, what kind of event
set should be prepared for the variable X to become a random variable, with
X = 1 if heads appear and X = 0 if tails appear?

Prove the two inequalities

E[(X — )*] = EI(X = w*1(X = pl = O] = k- P(IX — pl = k).

Toss a coin with equal probability of heads or tails n times, and let a; be the
relative frequency of heads occurring up to the ith time, for 1 <i < n. Write
an R program that takes n as input, generates n random numbers following a
binomial distribution, and outputs the sequence ay, ..., a,.

When executing the following program with different values of m and n such
as m = 10, 100 and n = 10, 100, different graphs are obtained. What kind of
graphs can be generally obtained?

m <- 100
n <- 100
X.seq <- NULL
for (i in 1:n) {
x <- (sum(rbinom(m, 1, 0.5)) — 0.5xm) / (sqgrt (m/4))
x.seq <- c(x.seq, x)
}
curve(dnorm(x), —5, 5, col=2)
lines(density(x.seq), col=3)

Following the application example of Example 41, generate n = 500 random
numbers approximately following the standard normal distribution from m =
100 sets of random numbers following the x? distribution with 2 degrees of
freedom, and draw a graph similar to Fig. 4.3.

Prove the following two propositions.

(a) If X, 4 X and g : R — R is bounded (|g(x)| < M, there exists M > 0
such that x € R) and continuous, then E[¢g(X,)] — E[g(X)], where the
following fact can be used without proof. When fixing € > 0 arbitrarily,
we can choose continuous points ay < a; < --- < a; of the distribution
function of X that satisfy the following conditions:
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39.

40.

41.

PX<ay))<e, P X>aq) <e
and
lgx) —ga)| <e, x € [ai-,a] , i=1,... k.

[Hint] Apply the function 4 : R — R, which takes the value O outside
(ap, ax] and a constant value within each (a;_1, a;), to the following inequal-

1ty.

IELg(Xn)] — E[g(X)]|
< |[Elg(Xp)] — E[A(X)]| + [E[2(Xn)] — E[h(XO]] + [E[2(X)] — E[g(X)]I.

(b) For any bounded and continuous g : R — R, if E[¢(X,,)] — E[g(X)], then

d . . . . .
X, — X. [Hint] Since g : R — R is a bounded and continuous function,
for example, let a € R be a continuous point of the distribution function of
X, and let m > 1, then

1, xX=<a
JamX) =19 —mx—a)+1l,a<x<a+1/m
0, x>a+1/m.

For the function g, : R = R, Elgym(X,)] = Elgam(X)] (n — 00) is
established, and Fx(a) < E[g,.»(X)] < Fx(a + %) holds. Finally, use the
fact that a € R is a continuous point of the distribution function.

When the true distribution is regular with respect to the statistical model, show
that for 4, € ®,,

1(0,) = Ex[Vlog p(X16.)(V log p(X16,)) "]

holds.

Under regularity, (4.23) becomes 0. Assuming 6 = (i, 02) = (i, af) =40,,
show that (4.25) can be written by (4.27). Also, why does (4.27) become (4.28)
when realizable?

Perform the same derivation as in Example 44 for Example 17.



Chapter 5 ®)
Regular Statistical Models e

In this chapter, we discuss the situation where the true distribution has a regular
relationship with the statistical model. We will explain the traditional approach before
the emergence of Watanabe’s Bayesian theory. Being regular, ®, contains a single
element 6,.. In Watanabe’s Bayesian theory, this is divided into ® within a Euclidean
distance of ¢, = n~!/ (where n is the sample size) from 6,, and everything else. For
the latter, we apply the discussion without assuming regularity. In other words, the
generalization proposed by Watanabe’s Bayesian theory applies only to the former.
In this chapter, we will demonstrate existing analytical methods for the former, as
well as explicitly show results that can also be applied in Chap. 8. First, we obtain
a result regarding the posterior distribution (asymptotic normality). Then, we define
important statistical quantities for defining WAIC, namely the generalization loss
and empirical loss. Finally, we define specific values assuming regularity.

Relationship between Propositions of Chapter 5 and Regularity

P10 <« —~ PIl4 — PI5 — PI6 — PI9

1 7
P1l — P12 - PI3 P17 — P18

(Red is applicable only in Chaps. 5 and 6, blue can also be applied in Chaps. 8 and
9)
In this chapter, we assume that ® is a compact set.

Assumption 3 © is compact

Note that, from this chapter onwards, there will be situations where we ana-
lyze the stochastic fluctuations of the training data, but unless we are taking the
average, we will describe them in lowercase (xi, ..., x, € X) rather than upper-
case (X1, ..., X, € X). Also, we write the marginal likelihood as Z,, rather than
Z(X1, ..., Xp).

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 97
J. Suzuki, WAIC and WBIC with R Stan,
https://doi.org/10.1007/978-981-99-3838-4_5
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5.1 Empirical Process

In this section, we will examine the properties of the following quantities. Let J (f) €

R4*4 pe the matrix defined in Sect. 4.4. Forx;, ..., x, € X,0 € ® and 0, € ©,, we
define
I ¢ p(X16,) p(xil6,)
n(0) i= — {E [10 —1lo (5.1)
= 52 B o Gy | e
and
Ay = J! (9*)V77n(9*)/\/% (52

where we assume the existence of the inverse matrix of J(6,), but 7, can be defined
even if it is not regular. Applying the Central Limit Theorem, the following propo-
sition holds.

Proposition 10 When 6 € © is fixed, Vn,(0) and /nA, converge in distribu-
tion to the normal distributions N(0, 1(0)) and N(0, J~'1J7Y), respectively, and
Vn.(0)/s/n and A, both converge in probability to 0, where I = I (0,) and J =
J(0,).

Proof Vn,(0) is a value obtained by adding all independent —V log p(x;|0) +
Ex[Vlog p(X|6)] and dividing by +/n. Also, its mean is 0, and from the Central
Limit Theorem, it converges in distribution to a normal distribution with mean 0
and covariance matrix (4.16). Therefore, /nA, = J 71V77n converges in distribu-
tion to the normal distribution N (0, J~'7J~"). Furthermore, that V7, (#)//n and
A, converge in probability to O follows from the Weak Law of Large Numbers. W

We want to note that V7, (8) = Op(1) and A, = Op(1//n).

Example 45 We shall assume that a random variable X = 1, 0 occurs with prob-
abilities 0, and 1 — 6,.. Let 0 < € < 0.5 be known. If € < 0, < 1 — € is unknown
and we apply a statistical model with ¢ < § < 1 — ¢, and if ones appear k times in n
observations xy, ..., x,, then from

0, =1

we obtain
k k

N (0)//n = —0,1ogd — (1 — 6,)log(l — ) + —logf + (1 — =) log(1 — )
n n

k k
+0,logf, + (1 — 0,) log(1 — 0,) — —log b, — (1 — —) log(1 — 0,),
n n

. 1-6. &k 1 k L k__ b
v =—— STl )= n
k/n — 6,

0*(1 - 9*),
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2 2
J(O) = b. 755 (= log 6} + (1 = 6.) 75 {—log(1 — 6))
1 1 0. — 2600, + 6>
=0 TG = Taa e
and
I=J=J@)=—
T (=06

Therefore, according to Proposition 10, as n increases,

Jnk/n =6 a 1
T 0.(1—0,) - NO. 0*(1—9*))

holds. This is equivalent to

f(k/n 0.) e
/0.0 -0,)

and it can also be derived from the Central Limit Theorem. |

In the following, when the log-likelihood f (-, 6) = log 2 ((IIGG)) is an L2(g)-valued
analytic function, we call the function in Sect. 5.1

S N, 1)

1 n
'19:_ E X, 0] — i79
1 (0) ﬁg{x[f( )= f(xi,0))

an empirical process, and consider its behavior as n — oo.
First, note that 1, 1,, ..., given in (5.1), have the same mean and covariance. In
fact, we have

XX, [ ()] =0, 0 € ©

N p(X10,) . p(X|6y) ,
EXI ..... X,,[nn(e)nn(e )] - EX[log p(Xl@) 10g p(Xle,)] . 9, 9 € ®

which do not depend on .

On the other hand, a random variable 7 that takes values in analytic functions is
called a Gaussian process when n(0;), ..., n(0,,) follow a m-dimensional normal
distribution for any positive integer m and any elements 6, .. ., 8,, of ®. Especially
when © is compact, it is known that a sequence of such random variables (empirical
processes) 7, converges in distribution to a Gaussian process 7).

Proposition 11 Suppose the log-likelihood f (-, 0) is an L*(q)-valued analytic func-
tion. When ® is compact, the empirical processes ny, my, . . ., converge in distribution
to a Gaussian process 1.
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Proposition 11 holds whether or not the true distribution ¢ is regular with respect
to the statistical model p(-|0)4.o. While the proof is omitted, we want to mention its
significance. First, from the Central Limit Theorem, for any 6, there exists a constant

o2 such that 1, (9) 4 N (0, 6%). Also, the Central Limit Theorem can be extended
to multiple dimensions. That is, for any m > 1 and 6y, ..., 8,, € ©, there exists a
positive definite matrix X € R™*™ such that

@), - 0 (0n)) > N(O, ). (5.3)

. . Lo P d
However, it is not easy to prove that this dimension is extended to infinity and 1, — 7
holds. In fact, Proposition 11 implies the following proposition.

Proposition 12 Assume the log-likelihood f(-, #) is an analytic function taking

values in L?(g). When © is compact, sup {77,1(0)}2 converges in distribution to
0e®

Supt‘)e@ 77(9)2-
In fact, letting C (®) be the set of continuous functions in ®, the function

h:C(®)> ¢+ suplod)] eR
6e®

is continuous (under the uniform norm):

|h(¢1) — h(p)| = Izug lp1(O)] — sup 2D = sup 191(0) — 02(0)] = llP1 — ¢nll

€0

5.4
(Problem 43). From this fact and the convergence in distribution 1), — 7 (Proposition
11), Proposition 12 holds (see page 151 of reference [12]). However, even if we
prove (5.3), we cannot obtain Proposition 12. As © is an infinite set and the € ©
that reaches the supremum is different for each n = 1,2, ..., even if each 6 € ®
converges in distribution to a normal distribution, it does not necessarily converge to
a Gaussian process as a whole.

5.2 Asymptotic Normality of the Posterior Distribution

In this section, we will show that in the regular case, as the sample size n increases,
the posterior distribution follows a normal distribution.

In this section, we write U, ~ V, to indicate the relationship between the
sequences of random variables {U,,} and {V, } whose ratio converge in probability to
1 asn — oo.! Also, we define the sequence e, as

en =n" /4. (5.5)

I The symbol ~ is often used to represent an equivalence relation between elements of a set S
(Sect.7.2). Outside of this section, it is also used in the sense of X ~ N (0, 1) (the random variable
X follows the standard normal distribution).
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We assume that the true distribution is regular with respect to the statistical model,
which means that ®, contains just one element. From now on, we define B(e, 8) :=

{0 e ®|Ex [log 1‘)’&"‘3))] < €}, and partition ® into two regions, B(e,, 8) and its

complement B(e,, 6,)€. Then, when we define

U,go) ::/ p(xilf) ©(0)df and U,El) ::/ pl®) w(0)do
Ben0,¢ 1y P(Xil0:) Blenb) 1y P(Xil0s)

we can ignore the value of the former (Proposition 13), and for the marginal likeli-
hood

a=/rhmmﬂww
e i=1

we can show that U,El) ~ Z,l/ [T'_; p(xi6.) (Proposition 14).

Proposition 13 (Watanabe [10]) When © is compact, the following two equations
hold:

U = op(exp(—+/n)) (5.6)
and
- 10,) p(xi10)
U= f . 0)d6 = —J).
! B(er0.)C {121 p(xi16) 1_[ PR () op(exp(—+/n))
(5.7)

where O, generally contains multiple elements (we do not assume regularity), and
we arbitrarily fix one of them, 0.

Proof Refer to the appendix at the end of this chapter.

We will use Eq. (5.7) in Chap. 6.

Note that the proof of Proposition 13 does not use regularity. We will discuss
the general case in Chap. 8, but only the 6 € ® included in B(e,, 0,) are subject to
generalization.

Proposition 14 When the true distribution is regular with respect to the statistical
model,

Z~fhmwx Ty 20D

T p{%A,{JAn} (5.8)
i=1

is valid.

Proof Assuming that the true distribution is regular with respect to the statistical
model, VEyx[— log p(X6)] = 0 holds. Also, for 8 € B(e,, 6,), by Taylor’s expan-
sion around 0., there exist 8', 6> € B(e,, 6,) such that
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Ex[~log p(X|0)] = Ex[— log p(X|0.)] + %(9 —007JOYO -0, (5.9
and
M (0) = (0 = 0.) T Vi, (6%)
hold. And, assuming that the true distribution is regular with respect to the statistical

model, the matrix J () is regular. Hence, since ¢, — 0, for sufficiently large n, we
may assume that the matrix J (") is regular. That is,

n

> —log p(x;16)

i=1

1< 1
=n {EX[Ing(XW)] — Ex[—1log p(X10:)] — . ;logp(m@*) - ﬁnnw)]

n {Ex[— log p(X16:)] + %(0 — 00T J(OYH 0 - 0*)}

1

i 0:) " Vi <02>]

1 n
—n lEx[—IOg p(X10:)] + . > log p(x;lfs) +
i=1

n

" —log plxilfs) + 50— 0.7 (6")(0 — 0.0 — (0 — 0,07V (67)

i=1

- A nea2lg g JEOTIVIEOD | 1 V@)
>~ —log pxilfs) + 5117 (6") {9 b = 1= Z176" |

i=1

can be established, where the final transformation employs the method of completing
the square. This can be confirmed from the fact that

J(OYH ' Vi (6%)

170N — 0, — HI2

N
oo T N 0y 2 p T gl 1y—1 2 1 _1/2V77n(92) 2
=(0—0,) J(O)O—0y) ﬁ(e 0.) J(O)JO ) Vnl@) +1J(©0) g I

holds. Also, as n — oo, 8, 62 — 6., so

n

Y —log p(x;1)

i=I

- n n
= —log pilt) + 120 = 0. = ADIP = ZIT A + 0p (1)

i=1

= 3 —log pCxilf) + 50— 0. — AT O 0. = A) = TATIA, +0p(1)
i=1

(5.10)



5.2 Asymptotic Normality of the Posterior Distribution 103

is valid. Moreover, the integrand of

n
(1) _/ p(xi]0)
Un” = exp{) _lo }p(0)do
! Bl ; ® p@ild)”

n n
~ / exp (—5(0 O — AT IO — s — An)> do .- exp{iA;JAn} 0(0)
B(en,04)

(5.11)

is proportional to the probability density function of a normal distribution with mean
6, + A, and covariance matrix (nJ)~'. And, since Jne, = oo,

pXley, 1o ;
g1 =30 0TI O =00+ o(0F) <,

Ex[log

includes the region where the integrand takes its main values. Therefore, as n — oo,
the integral becomes the same value as the integral over R¢.
To put it more concretely, as n — oo,

1. The integrand (probability density function of the normal distribution) converges
to a function that takes values only at one point 8, (with the speed of convergence
to the mean 6, being O(n~'/?) and the standard deviation converging to 0 at a
speed of O (n~1/2)).

2. The integration domain B(e,, 6,) converges to a single point 6, (at a rate of
O (n~1%)).

Because 1. is faster than 2., as n — oo, the entire integration domain of the
integrand is included in B(e,, 6,), and this integral value (due to the properties of
the probability density function of the normal distribution) converges to 1. In fact, if
2. converges faster than 1., the integral of a function with an integral value of 1 in
R? would converge to a single point before the integration domain, so the integral
value would not converge to 1 (it would converge to 0).

Therefore,

2
U ~ ()P det )7 P exp (S AT An) (6.)
n 2

which means from Proposition 13, we have Z,, ~ U ,51), where the final transformation
used

1 1
Q2n)idet )2 /R exp{—2 (0 — W' =70 — w)df = 1.

1 1
That is, we set X :(n.l)’l,uzg*—i-A,,,anddetE:—-—. [ |
nd detJ
Note that in the proofs up to this point in this section, we are using the three
conditions of regularity and the assumption of compactness of ©.
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1. There exists a unique 6, € ® such that ®, = {6,}.

9*D(q|p(-10))

2. Th trix | ———————=
emar1x|: 90:90;

3. There exists an open set © such that 0, € ® C .

|()=9*i| € R4 is positive definite.

The corresponding parts are marked in blue. The assumption of compactness of
® is used in Proposition 13.

From Proposition 14, we see that the posterior distribution p(6|xy, .. ., x,) asymp-
totically converges to

_ I pald)ed)
Jo TTms P10 0(0)der

~ C exp {—%(9 0, —A)TIO—0, — An)] :

p@lxi, ..., xp)

where C is a constant. In other words, it converges to N (6, + A,, %J -,

Example 46 In Example 45, A, = k/n — 0, implies that the posterior distribution
0* (1 - 9*) ) .

of 6 converges to N (6, + — — 0,
n n

Proposition 15 When the true distribution is in a regular relationship with the sta-
tistical model, the posterior mean of the function s : ® — R after obtaining the
samples xi, ..., x, is given by

Els)] := / s@p@xy,...,x,)d0
o)

Jos@ exp{—20—0,—A)TIO—06,—A,)}db
Joexp{—40 — 0, — A)TI(O -0, — A,)}db

(5.12)

where A, is defined by Egs. (5.1) and (5.2), and we set J .= J (0,.).

From Proposition 15, the following holds. It plays an important role in the next
section and in Chap. 5 as a consequence of the asymptotic normality of the posterior
probability.

Proposition 16 When the true distribution is in a regular relationship with the sta-
tistical model, the following five equations hold.?

1
E0l=0,+ A, +op(—), 5.13
[0] = 0, P(ﬁ) (5.13)
T d 1
g[(a_e*_An) J(G_e*_An)] = _+0P(_)’ (514)
n n
2 Even if we take the mean with X, there remains uncertainty due to xi, ..., X,, SO it becomes a

matter of dealing with random variables. This is also why we use things like op (-).



5.2 Asymptotic Normality of the Posterior Distribution 105

E[O—0)TTO—0)]= ;—1 +ATTA, + op(%), (5.15)

1

E(x) := E[—log p(x|0)] = —log p(x]6,) — A} Vlog p(x]6.) + op(ﬁ

), (5.16)

and

V(x) := E[{—log p(x]0) — E(x)}]

1 1
= —uw{J7'V(=log p(x|0.))V(=log p(x]0.)) "} + 0p(=). (5.17)

Proof Refer to the appendix at the end of the chapter (apply Slutsky’s theorem
(Egs.4.8-4.10) and the Continuous Mapping Theorem (Eq. 4.11)).

Example 47 Standard normal random numbers were generated n times, and the
posterior distributions of the mean y and variance o> were calculated, yielding shapes
close to a normal distribution (Fig. 5.1a, b). Comparing the cases of n = 100 and n =
10000, it can be seen that the latter has vertical and horizontal shapes of the probability
density function that are 10 times larger and 1/10 times smaller, respectively. The
corresponding R code is as follows: ]

library(rstan)

f <- function(N) stan("model6.stan", data = 1ist(N = N, y = rnorm(N)))
# Chapter 2’s model6.stan

fitl <- £(100) # n=100

£it2 <- £(10000) # n=10000

stan_hist(£itl)

stan_hist(£it2)

RO Y S T SR

Example 48 (Mixture Normal Distribution) We shall revisit the example of the
mixture normal distribution from Example 14 in Chap. 1. The prior distribution was
given as ju1, pt ~ N(0, 0%), i1 < pi2, and the posterior distribution of sy, p, was
calculated after observing n samples. In this case, if 0 < a < 1 is the mixture ratio,
the probability density function becomes

1 ex {_(x—u1)2}+(l_a) 1 o {_(x—/iz)z}
Ve 2 et 2 |

In addition, the standard normal distribution was taken as the true distribution. It
becomes a distribution that mixes the probability density functions of N (u;, o) and
N (u,, o) attheratio of a and 1 — a. In this case, it does not become regular (Example
14). The results output by Stan showed that the posterior distribution deviated from
the normal distribution (Fig.5.1). The R code is as follows: |

a
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(a) n =100 (b) n = 10000
1
2050 -0.25 0.00 025 08 1.0 1. 2004 -0.02 0.00 0.02 0.040.97 0.98 0.99 1.00 1.01 1.02
(c) m (d) po

-1.0 -0.5 0.0 0.0 0.5 1.0 1.5
H1 2

Fig. 5.1 In the case of regularity, the shape of the posterior distribution becomes a normal distri-
bution. When comparing a n = 100 and b n = 10000, the variance in the latter case is 1/100 (the
standard deviation is 1/10). ¢, d In the case where the true distribution is a normal distribution and
the statistical model is a mixed normal distribution, it is not regular. It can be seen that the posterior
distributions of the parameters i1, po deviate from the normal distribution

library(rstan)

N <- 100

y <- rnorm(100)

fit <- stan(file = "modell3.stan", data = list(N=N, y=y))
stan_dens(fit, pars="mu")

[ N
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5.3 Generalization Loss and Empirical Loss

The quantities

G, = Ex[—logr(X|xi,...,x,)]
and
T, = l Xn:{—logr(xim, ce X))
i
obtained from the predictive distribution r(x|xy, ..., x,) are respectively called the

generalization loss and empirical loss. These quantities play a crucial role in defining
the WAIC in the next chapter.

Here, G, is obtained by taking the average with respect to the random variable X,
but like 7},, it depends on the samples xy, .. ., x, € X.From this section onwards, we
will consider the samples x1, ..., x, as random variables (they should be written as
X1, ..., Xn),andregard G, T, as random variables. However, we will use uppercase
notation for x1, . .., x, only when performing operations to take the mean or variance.

From Proposition 1, the inequality

q(X)
p(X|9)]20’ fe® (5.18)

Ex[log

holds between the true distribution ¢ and the statistical model {p(-|0)}¢ce. Statistics
and learning theory correspond to the problem of constructing 6 = 6(x1, ..., x,)
from samples xi, ..., x, € X to minimize the left-hand side of (5.18). And since
Ex[log g (X)] is a constant, the minimization of (5.18) is equivalent to the minimiza-
tion of

Ex[—log p(X|0(x1, ..., x,))].

At this time, it does not necessarily become the minimization, but it is often the case
to take 6 that maximizes

> log p(xilf)

i=1
as f(xy,...,x,) (maximum likelihood estimation). Moreover, in Watanabe’s

Bayesian theory, instead of constructing 0 (x1, ..., x,) fromsamples xj, ..., x, € X,
it uses the predictive distribution » in Bayesian theory and sets

PXI0(x1, ..y %) = r(X X1, ., Xp).
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Empirical loss and

Exact values and Stan’s values generalization loss
o 7| o generalization loss ] °
o Empirical loss
— o
g o 2 ol °
= Ee) 00 o
£ o] g o | %
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= =] o
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— g T T T T - T T T T
1.8 1.9 2.0 2.1 2.2 1.85 1.90 1.95 2.00
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Fig.5.2 [Initially, in Example 49, we compared the exact values of generalization loss and empirical
loss with the values obtained by Stan. As a result, it was found that the two values almost coincide
(left). Also, we plotted the values of the generalization loss G, and the empirical loss 7,,. It was
found that the variance of the generalization loss was smaller compared to the empirical loss (right)

The value obtained by taking Ex [— log(-)] of that value becomes the generalization
loss. Also, because the true distribution g is unknown, it is sometimes approximated
by

1 o ~
=D ~loglp(uld(xr. ... x)]
i=1

The latter is the empirical loss. Whether to use maximum likelihood estimation,
generalization loss, or empirical loss will be discussed in the next chapter (Fig.5.2).

Example 49 For Example 4, from (2.12), we have

1 n+2 n+1 I &,
—1 e, = —log(2 - i
ogr(xlxi,....x) = Zlogm - ) + 70— (x n+1§”

and
E [(X—#anx-)z]:w(u—Lix-)z
X n+1i:1 ' n+1i:1 v

Then, G,,, T, can be written as follows.

1 n+2 n+1 1 -
G, = = log(2 1 —— ) x
3 l0g2m — D)+ 5o Sl (= g D))

i=1

and
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1 n+2 n+1 1 ¢ I & .,
T, = = log(2 3 = —— S x2
ZOgﬂn+”+2m+%nZ?x n+1§?ﬂ

In the R language functions, they are as follows:

1 |G <- function(y)
2 0.5%x1og(2xpix (n+2)/(n+1)) + (n+1)/(n+2) /2 (sigma 2+(mu—sum(y) / (m+1)) **
3 2)

1 | T<- function(y)
2 0.5x10og(2+pi*(n+2)/(n+1)) + (n+1)/(n+2)/2xmean((y—sum(y) / (n+1)) x*2)

However, the ability to analytically solve the generalization loss G, and empir-
ical loss T, as in Example 49, is limited to cases such as using a conjugate prior
distribution for the exponential family of distributions. Therefore, the same example
is calculated using Stan. However, the generalization loss cannot be evaluated if the
true distribution ¢ is unknown, and the true distribution is assumed as

1 Fu—m2
N exp 7

Also, as mentioned in Chap. 2, the empirical loss 7, can generally be defined as
follows.

1 1
fEO =5 =D+ f&D, fxlp) = )

T n <- function(log_likelihood) —mean(log(colMeans(exp(log_likelihood))))

Each part has the following meaning.

exp(log_likelihood) pxi|O)p@\xy,....xp)i=1,....n
colMeans (exp (log_likelihood)) Approximation of f® p(x;il0)p@lxy, ..., xp)d0
Overall — Ly log pxilxy, ... xn)

Also, a function to find the generalization loss is as follows.

1 f true <- function(x) 0.5«dnorm(x, —1, 1) + 0.5«dnorm(x, 1, 1)

1 |G_n <- function(y_pred, f_true) {

2 dens <- density(y_pred)

3 f_pred <- approxfun(dens$x, densSy, yleft=1e—15, yright=1e—15)
4 f_ge <- function(x) f£_true((x)*(—log(f_pred(x)))

5 ge <- integrate(f_ge, lower=—6, upper=6)Svalue

6 return(ge)
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Andinthe generated quantities block, various quantities can be computed.
For instance, in the following mode114 . stan, not only the empirical loss, but also

0 5 Regular Statistical Models

Each part has the following meaning.

v_pred m random numbers following the predictive distribution r (x|xy, ..., Xx)
dens D reDxg, o x)), j=1,...,m

f_pred Function r(-|x1, ..., x,)

f_true Function ¢(-)

f_ge Function —log r(:|x1, ..., x,)q ()

Overall fx —logr(x|xy, ..., xp)g(x)dx

the generalization loss can be calculated. The Stan code was set as follows.

modelld.stan

dataf
int N; // Number of data
real y[N]l; // Data

parameters(
real mu; // Mean

model{
mu ~ normal(0,100); // Prior distribution of mean
y ~ normal(mu, 1); // Vectorization

}

generated quantities {
vector[N] log_1lik;
real y pred;
for(n in 1:N)
log_1lik[n] = normal_lpdf(y[n] | mu, 1);
vy _pred = normal_rng(mu, 1);

And the following process was carried out.

n <- 100
## Calculation of horizontal azis and vertical azis values
m <- 20
GG <- NULL
TT <- NULL
T stan <- NULL
G_stan <- NULL
sigma <- 1
mu <- 0
for(j in 1:m){
vy <- c(rnorm(n*0.5,—1,1),rnorm(n*0.5,1,1))
GG <- c(GG,G({¥))
TT <- c(TT,T())
data_list <- list(N=n, y=y)
fit <- stan(file="modell4.stan", data=data_list)
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ms <- rstan::extract(fit)
T stan <- c(T_stan,T n(ms$log_lik))
G_stan <- c(G_stan,G_n(msSy pred, f_true))
}
## Plotting the graph
plot(GG,G_stan,col="blue",xlim=c(1.8,2.2),ylim=c(1.8,2.2),xlab="Exact
values",ylab="Stan’s values", main="Exact values and Stan’s values")
abline(a=0,b=1)
points(TT,T stan,col="red")
legend("topleft",legend=c("Generalization Loss","Empirical Loss"),pch=1,
col=c("blue","red"))

For a sample xi, ..., x,, fix x € X and consider the function of o € R:
0 [e3
s(x, @) = log/ { Pl )} pO1x1, . .., x,)d0. (5.19)
0 P(X|9*)

Taylor expand this around o = 0 to get

1 21
s(x,a) = s(x,0)+5'(x, 0+ 55" (x, 0007 + Y~ —s©(x, 000, (520)
2 k=3 k’

Substitute o = 1 to get
s, D) =s(x,0) + s (x,0) + ls”(x 0) + i ls<’<>(x 0)
9 9 9 2 9 k:% k! bl .

Accurately calculating both sides of this yields

oo

- log/ p(x|O)p@x1, ..., x,)d0 = E(x) — %V(x) — Z %s(“(x, 0), (5.21)
€] k=3 "

where £(x) and V(x) are the mean and variance of — log p(x|6) due to the prob-
abilistic variation of # € ® when sample x1, ..., x, is obtained, and are quantities
already defined in (5.16) and (5.17).

In fact, (5.21) is obtained by substituting o« = 0 into (5.20) and the following two
equations:

_ Jollog p(x]0) —log p(x10.)} p(x|0)* p(Olx1, . . ., x,)dO

Io P10 p@lxy, .., x,)dO (5.22)

s'(x, @)
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_ Jollog p(x]0) — log p(x|0)} p(x|0)*p(Blxi, ..., x,)df
Jo P10 p@lxy, ... x,)d0
_{fe){log p(x|0) —log p(x]0.)} p(x|0)* p(Olx1, ..., x,)dO}

s"(x, @)

€5.23)
o PGl p@lxy, ..., x,)dOY )
(Exercise 51). Furthermore, we shall define
1 0) —1 6.} )
5eCr, @) = E[{log p(x]0) — log p(x10.)}" p(x|6) ]. (5.24)

Elp(x|0)2]
Under this definition, the following proposition holds true.

Proposition 17 For s®, which is the kth derivative of the function s(x, o) with
respect to «, there exists a positive constant Cy, for k = 2, 3, ..., such that

Is® (x, @) < Cilse(x, ). (5.25)

Proof Refer to the appendix at the end of the chapter.

Utilizing this, the following proposition as well as Proposition 17 hold in general,
without assuming regularity.

Proposition 18 The generalization loss G, and the empirical loss T, can be
expanded as follows:

1 1
G, = Ex[E(X)] — EEX[V(X)] + OP(;) (5.26)
and
1 1 & 1
T, = ;;5()&‘) - ZEV(XJ-I-OP(;)- (5.27)

Proof By taking the expectation value of x as a random variable X in (5.21), we
obtain

G, = —E[s(X, D] + Ex[log p(X16.)]

1 =1
= Ex[£00] = SEx[VOOI = Ex[} | 59 (x, 0)]
k=3 "

From this, it suffices to show that the mean and the sample mean of %s(") (x,0) in
o0
1
Z Es(k) (x,0) are Op(n*/?) which will be proved in Proposition 34.
k=3 "'
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Proposition 19 When the true distribution is regular with respect to the statistical

model, the generalization loss G, and the empirical loss T, can be expanded as
follows:

d 1 1 1
G, =Ex[—logp(X|)]+ — + —A,TJAH — —tr(J D+ 0p(-) (5.28)
2n 2n n

2
and
1 < d 1 1 1
T,=-% " —1 00+ — — =ATJA, — —tr(1J 7! -). (529
n§ ng(xl*)+2n s an( )+0p(n) (5.29)

i=1
Proof Since (5.16) is accurate to op(1/4/n), we use a method that does not use

(5.16) to determine Ex[£(X)] and % Y E(x;) to op(1/n). First, by the Taylor
expansion around 6, and the fact that § — 6, = op(1), we have

—log p(x]0) = —log p(x]6) + (0 — 6,) " V—1log p(x|6,)
1
+5(9 —0,)"Vi—log p(x|0.)(0 —0,) +0(1), x € X

and
1
Ex[—log p(X|0)] = EX[~log p(X|0.)] + 7 (0 - 0.) " J(0.)(0 — 0.) + o160 — 0,117,

where o(||0 — theta,]||?) is a function g (@) such that g(0)/||6 — theta.|* converges
to zero as 8 — 6,. Then, from (5.15),

d 1 1
Ex[E(X)] = Ex[—log p(X|D] + — + = A, JA, + o(=)
2n 2 n

is established. Similarly, from (5.10) and (5.14),

n

1 & 1 d 1 1
—§5,-=—§—1 i0) + — — =ATJA, -
P (xi) " og p(x;| )+2n 280 1+0P(n)

holds. Furthermore, from (5.17) and the definition of the matrix I := I(6,), we have
1 4 1
Ex[V(X)] = —-trt(IJ ") +op(—).
n n
Also, applying the law of large numbers (Proposition 6) to

1
V(x) = ~u[V(=log p(x;]0)) V(- log p(xil0) I,
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we obtain

Zalogp(leﬁ) dlog p(x;16k) I

1
6; @)j, k

for j,k=1,...,d, and from (4.8), we have

1 » 1.1 » 1
—ZV(x,)— Z—tr(1+op<1)>1 +op(=)~tr(1J™") +op(~).
n n n

i=1

This completes the proof. n

Appendix: Proof of Proposition

Proof of Proposition 13>

From the inequality of arithmetic and geometric means, we have

€n

1 ()2
\/Enn(e) < 5 (nen + M) .

Moreover, from the definition of 7, for € B(e,, 6,)€, we obtain

I, pGilf) pXI0DT  m©® _  mu(0)
w2008 =B [IO p(xw)} NN

i=1

Therefore,
Uy < / exp(—nen + v/ (0))p(0)d0
B(ep, 9*)

2@
< exp(—nen + +/n sup na(9)) o(0)df < exp [ "1 4 SWPoce T ®)
) B(en,0)C 2 2,

holds. Also, since ® is compact (Assumption 3), according to Proposition 12,
SUpPy.e 172 (0) converges in law to a certain random variable. And, since €, = n~!/4,
the exponent part becomes

2
nen | SUPyee 7, (6) Vs Loin LY 3/4

—_—— —_— = - - . 0 1 — - s
> + > 5" + 3" p(1) 51 +op(m’?)

3 The proof of Lemma 1 in [10] was referred to.
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where we used supg.g 17,(0) = Op(1),1i.e., sSupyce nﬁ(@) = Op(1). Therefore, (5.6)
holds.

Furthermore, since ® is compact, M := sup,.q Ex[log ’; ((XX‘%))] is bounded, and
171l := supyee |7, (8)| converges in law to a certain random variable. Therefore, we

can write

.10, X0,
| Z p(x; ||9)> nEx[log l;((X||0))] — anu(O)] < n(M + a1/ /).

Moreover, applying (4.9), we have

UP < n{M + gl /iU = 0p(1) - exp(logn) - 0p (exp(—v/n)) = 0p (exp(—/n)).
|

Proof of Proposition 16

1. Since § ~ N0, + A,, (nJ)™") and A, = Op(1//n), we have [0 —0,] =
A, + op(1//n). Since \/n€[H — 6,] — A, converges in probability to 0, £[0] —
6, — A, = op(1//n) holds.

2. From (4.10), we have op(1/3/n)op(1//n) = op(1/n). Moreover, using 1., we
can get

E[O — 0 — A)TT(O — 0, — Ap)]
= EMtr{J O — 0, — A)O — 0, — AT
= tr{JE[O — E[0] + 0p(1//m))(O — E[0] + 0p(1//n)) "1}
— {JELO = EIODO — E1O)T] +tr(J - w(%m}

1 d 1
=u{J(n)) "} + OP(;) = + OP(;), (5.30)

where we used the fact that for matrices A € R™*", B € R"*™, the traces of their
products AB and BA are equal (Exercise 53). Also, since op(1/4/n) does not
contain terms related to 6, we have

Elop(1//m)b — EI01] = 0p(1//m)ELO — EI0]] =

Note that while E[s(#)] denotes the posterior mean of s : ® — R. However, in

the case of s : ©® — R?*?_it will mean the posterior mean for each component.

This can be derived by expanding (5.30).

4. From the mean value theorem, there exists some 8! € ® between 6 and 6, such
that

W
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log p(x|0) = log p(x|6,) + (0 — 0.)" V log p(x]0")

and from (4.11), as n — oo, the posterior mean of (8 —6,)"Vlog p(x]0")
approaches £[6 — 6,7V log p(x|0,). Therefore, the posterior mean of the second
term on the right-hand side also approaches the same value. Hence,

Ellog p(x10)] = El{log p(x160,) + (0 — 0,) TV log p(x]6.)(1 + 0p(1)}]
= log p(x160,) + E[0 — 0,17 Vlog p(x]0.)(1 + op(1))

1
= log p(x16.) + {A, + Op(ﬁ)}TVIOg p(x16,)(1 4 op(1))

1
= log p(x10,) + A, Vlog p(x]6,) + or(—=).

7

Thus, (5.16) can be derived. Note that we have applied op(1/4/n)op(1) =
op(1/+/n) which can be derived from (4.10).
5. First, from

log p(x|0) = log p(x]6,) + (0 — 6,) " (Vlog p(x|6,) + o(1)),
we obtain

Vllog p(x]0) — log p(x|6,)] = V[0 — 6,) T (Vlog p(x|6.) + 0p(1))]
= E[{(0 — 0.) "V log p(x]6.) + op(1)}*] — Ellog p(x|0) — log p(x|6,)]*.
(5.31)

where V[-] represents the operation of posterior variance with respect to §. More-
over, taking the posterior mean of

{(0 — 0.)T(Vi1og p(x|6.) +op (1)}
=tr(6 — 0,)(0 — 0,)" Vlog p(x|6)Vlog p(x]0.)T (1 + 0p(1))

from (5.15), we obtain

ENO — 0,)7 (V1og p(x160,) + 0p(1)}*]
—1
= (I~ + A,AT)VIog p(xl8)V log p(xl6) T +0p(L).  (532)
n n

Furthermore, similar to the derivation of (5.16), we have

1
Ellog p(x|0) —log p(x]6.)] = A, Vlog p(x|6.) + or(Z=). (5.33)

Finally, from (5.31), subtracting the square of (5.33) from (5.32), we obtain (5.17).
[ |



5.3 Generalization Loss and Empirical Loss 117

Proof of Proposition 17

Generally, each term of 5% (x, ) is the product [T, s, (x, @) in (5.24), such that
s'(x, @) = 51(x, ), 5" (x,a) = s(x, ) —s;(x, @)%, etc., where the sum of the
degrees of each term equals k. Indeed, if this holds for some k > 1, then

s'h(x, )
1 Px10) yh+1 02 p(0 4o
_ Jollog ZEg5 " p(x10) p(Blxi. ... xa)
a Jo P10 p@lxi, ..., xp)db
[follog L&Y p(x10) p(Blx1, . .., x)dO} [ log LX) p(x 1) p(@lx1, ..., x)dO}

{Jo PxIO)*p@lx1, ... xn)dO}?

= sp+1(x, @) — sp(x, @)si(x, ).

That is, each term of s+ (x, ) also has a sum of degrees equal to k + 1, and it
takes the form

sP(x, a) = s3(x, @) — 3s2(x, @)s1 (x, @) + 251 (x, ). (5.34)

Therefore, each term of s (x, ) is a product of s, (x, a).
By Holder’s inequality,
Isi (r, ) [VF < sy (e, )|V
we have* [siejCx, )] = [si(x, )s;(x, ), i, j =1,2,.... Therefore, |s;(x, )| is
the maximum in the product [], sy (x, ) excluding the coefficients of each term
of s®(x, ), and (5.25) holds. Here, Cy is the sum of the absolute values of the

coefficients of each term of s®(x, ), and it holds that C, =2, C3 =6, . ... For
example, the coefficients of s® (x, ) in (5.34) are 1, —3,2,50 C3 = [1| + | — 3| +
2] = 6. [ |

Exercises 42-53

42. Let the random variable X = 1, 0 occur with probabilities 6, 1 — 6,. Suppose
0 < 6, < lisunknown and we apply a statistical model withO0 < 6 < 1, demon-

strate the following:
1

43. Show the following inequalities to prove (5.4).

4 This can be seen as a generalization of the fact that the square mean of a random variable is never
less than the square of its mean (since the variance is nonnegative).
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44.

45.

46.

47.

48.
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@ 91D < 192D + |91(0) — ¢2(0)]
(b) supyee [91(0)] < supyee [92(0)] + supycg 191(0) — P2(0)].

Confirm the following three inequalities used in the proof of Proposition 13.

v© < / exp(—nen + /i (0)2(0)d0
B(en.0,)€

2(0
< exp(—nep + /1 sup 7],,(0))/ Lp(@)d@ < exp < n;n i sw)é)ez(zr)n()) .
n

Confirm the following equalities used to derive (5.8). That is, for 6 € B(e,, 0,),
0, € ©,, we have

1
Ex[—log p(X|0)] = Ex[—log p(X|0.)] + 5(6 — 0.)"J(0") (O — 0,)

M (0) = (0 — 0.)" Vi, (67),
where 0!, 6% € B(e,, 0,) exist and condition

J(OH ™'V, (6%)

176216 — 0, — H2

NG
(0 — 0T T OV — 0. — 20— 8T J (0! 1y-1 2 1 71/2V77n7(92) 2
= =0, J(O)O—0s) ﬁ(9 0x) " J(@)J(O)" V@) + 117(0) N I

is satisfied.
In the process of obtaining Proposition 14, where are the three conditions of
regularity applied?

(a) There exists (uniquely) 6, € © such that ®, = {,}

_[9*D(q|p(-10))
(b) The matrix [Taej

(c) There exists an open set © such that 0, € 6) [aNQ)

|99*:| € R4 s positive definite

In Fig. 5.1, when comparing (a) n = 100 and (b) n = 10000, why is the variance
in the latter 1/100 (standard deviation 1/10)? Also, why are the posterior distri-
butions of parameters y;, iy in (c)(d) deviating from the normal distribution?
In Example 4, show that the generalization loss and empirical loss are respec-
tively given by

1 n+2 n+1 1 &,
G, = = log(2 1 —— ) x
p10gCm D) F Sy U T n+1§¥)}

and

1 n+2 n+1 1 ¢ I & .,
T, = = log(2 - - — 32
2°gwn+ﬂ+2m+mnzyx n+1§?ﬁ
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49.

R Y N

50.
51.

52.
53.
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Also, write the code that generates G,, and 7,,, generate 100 standard normal
random numbers with ;1 = 0, and calculate these values.

Why can the generalization loss be obtained from the y_pred in the generated
quantities block via the function below? Explain the role of each step after dens.

G_n <- function(y_pred, f_true) {
dens <- density(y_pred)
f_pred <- approxfun(dens$x, densSy, yleft=1e—15, yright=1e—15)
f ge <- function(x) £ _true(x)*(—log(f_pred(x)))
ge <- integrate(f_ge, lower=—6, upper=6)Svalue
return(ge)

}

Prove Eq. (5.21) from (5.20), (5.22) and (5.23).

Show that each term of s%® (x, ), which is the kth derivative of (5.19) with
respect to «, can be written as a product of s, (x, ), h < k, defined in (5.24).
Explain how to apply (4.8) in the last step of the proof of Proposition 19.

For matrices A € R"*" and B € R"*™, prove that the traces of their products
AB and BA are equal.



Chapter 6 ®)
Information Criteria Check for

In this chapter, we discuss information criteria such as AIC and BIC. In Watanabe’s
Bayesian theory, new information criteria, such as WAIC and WBIC, are proposed.
Existing information criteria assume that the true distribution is regular with respect
to the statistical model, and they cannot be applied to general situations. In this
chapter, we point out that this is due to their definition using maximum likelihood
estimates. Indeed, although WAIC is defined using empirical loss, it does not use
maximum likelihood estimates. Furthermore, we clarify that AIC, TIC, and WAIC
show almost the same performance when assuming regularity. In addition, we intro-
duce WBIC, which corresponds to a generalization of BIC, and clarify that it shows
similar performance when assuming regularity. Note that there is the following rela-
tionship among the propositions presented in this chapter.

Relationship between the propositions of Chapter 6 and regularity

> PI0 — P21 — P24 <« P19 <«
y {

e
P.14 P20 — P22 — P23 <« P9

N N
P26 <« PI3

(Red text is applicable only in Chaps. 5 and 6, blue text is applicable in Chaps. 8 and
9 as well).

6.1 Model Selection Based on Information Criteria

Suppose there are statistical models ®, ®’, and data x, ..., x, € X have been
observed. We want to identify which model the observations came from. Here, we
define the smallest d for which ® C R? as the dimension of the parameter space,
denoted as d(®). When the dimensions of the parameter spaces d(®) and d(®’)

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 121
J. Suzuki, WAIC and WBIC with R Stan,
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are different, it is difficult to determine which of ® or ®' is more appropriate based
solely on the likelihood. In particular, if there is an inclusion relationship such as
® C @', the goodness of fit of ®' will be better, and its likelihood will be larger than
that of ®. In fact, the following holds:

® € © = sup [ [ pxil0) < sup [ | p(x:16).
Oi=1 fe0 i

However, ®’ is more complex as a model. In other words, the following holds:
O CO = d(®) <d®).

We should evaluate both the goodness of fit of the data xy, ..., x, € X to ® and @',
and the complexity of ® and @'. In this chapter, we call the sum of the quantities
representing the goodness of fit of the data to the statistical model and the complexity
of the statistical model the information criterion, and we examine the problem of
selecting the statistical model that minimizes this value.

In the following, we call the € that maximizes the likelihood []'_; p(x;|0), or
minimizes the negative log-likelihood

ln
[i=—— 1 ,'9
ngogp(xm

the maximum likelihood estimation.'

In this chapter, among the information criteria we discuss, AIC (Akaike Informa-
tion Criterion), BIC (Bayesian Information Criterion), and 7IC (Takeuchi Informa-
tion Criterion) use the quantity

1 & N
— Y {—log p(xi16)}
n i=1

to represent the goodness of fit to the statistical model. As for the complexity of
the statistical model, AIC applies d(®), BIC applies @ logn, and TIC applies
tr(1, Jn’l). Here, we define

n

1 821 0 1 ¢ A .
Jy= (= 3 ZREPOON g, = 13" Viog plscl)(V log psi )
n =1 801891 I n =1

In other words, we define d := d(®) and use the quantities

1 1f the maximum likelihood does not exist, neither do the maximum likelihood estimation nor the
values of the information criterion that can be represented using it.
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n

1 ~d
AIC := —Z{—logp(inQ)}+ -, (6.1)
n izl n
BIC 12,1:{ log p(xi10)} + 4, 6.2)
= — — 1o X; —10gn, .
A gp 5, log
and
1 « A 1
TIC := — Y {—log p(xi|0)} + —tr(L,J, ") (6.3)
n n

i=1

to compare the statistical models ® and ®’ in each of the information criteria, where
0 is the maximum likelihood estimator of 6 based on Xly..., X, € X.

In this book, in addition to that, we also consider information criteria such as the
free energy, WAIC (Watanabe Akaike Information Criterion), and WBIC (Watanabe
Bayesian Information Criterion).> In particular, we aim to clarify the principles on
which these criteria are based. In this section, as preparation for that, we will look
at examples of model selection using AIC and BIC.

Example 50 (Multiple Regression) Suppose we are given observed data (x;, y;),
oy (xn, yp) € R? x R3 We aim to find 3y € R and 8 € R” that minimize

n P
D i —Bo— Y xi B
i=1 j=1

In practice, we perform centering by subtracting %ZZZI X, j from each x; ; and
%Zizl v from each y;, and set the intercept By to 0. Using the obtained B =
[ﬁl, - B,,]T and the newly calculated BO =y — Zle x;,/ﬁj, we predict the
dependent variable y for a new set of covariates observation x =[x, .., x®]T
asy = fo + P x(‘i)éj'

During this process, we consider the likelihood of the underlying statistical model.
Instead of using all p covariates, we aim to minimize the values of AIC and BIC by
selecting a subset of d variables (0 < d < p). It is important to note that although
the likelihood is maximized when d = p, minimizing the values of AIC and BIC
does not necessarily correspond to this maximum likelihood. This is because AIC
and BIC take into account the model’s complexity in addition to the goodness of fit
to the data, such as likelihood. Here, when minimizing

n

1 1 1 &
l=—§—1 i vilB, 03 = = log 2mo? —§
" og p(x;, yilB, 07) 5 log2mo +ni=1

i=1

i = Dp_y X B)?

202

2 Professor Sumio Watanabe himself refers to them as Widely Applicable Information Criterion
and Widely Applicable Bayesian Information Criterion, respectively [13].

3 For multiple regression, refer to “Statistical Learning with Math and R” by Suzuki Joe (Springer,
2020) [14].
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obtained from

1 (Vi — by XixBe)?
p(xi, yilB. o) = exp{— i !
V2mo? 20

b

differentiating as

ol . 1 i xi,j(y,- - Z[i]:] xi,kﬂk)

Bﬁj n P o2
and
o _1 1 (i = 2 Xk’
do>  20° n‘t= 2(02)? ’
we find that the maximum likelihood estimators are BAI, el Bp and

o I g SN
5> = - D= Y X’
i=1 k=1

which minimize Y'_ (y; — Y b, Xix ).
In that case, the value of [ is given by

1 1
3 log 2762 + 3 (6.4)

And then, considering the value of AIC, by adding £ to this and replacing p with
1 <d < p, it becomes the minimization of

l1og&2+6—l+110g27r+1. (6.5)
2 n 2 2
Since % log 27 and % are constants, multiplying by 2n results in minimization* of
nlogé? +2d (6.6)
Similarly, BIC can be reduced to the minimization of

nlog 62 +dlogn.

4 In cases where equivalent minimization can be obtained by adding constants or multiplying by
constants from the original AIC value, the converted value is often called AIC as well. The same
applies to BIC.
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The code for calculating and plotting AIC and BIC is shown below. There are 27
subsets of {1, ..., p}, and for each, the maximum likelihood estimates (ﬂA, &%) are
determined. The function that finds the minimum sum of squares for each d is
RSS.min, and the function that calculates the information criterion such as AIC
and BIC is IC. ]

RSS.min <- function(X, y, T) {
m <- ncol(T)
S.min <- Inf
for (j in 1:m) {
g <- T[, 3]
S <- sum((Im(y ~ X[, gl)sfitted.values — y) ~ 2)
if (8 < S.min) {
S.min <- S
set.qg <- g
}
}

return(list(value = S.min, set = set.q))

IC <- function(k) {
T <- combn(l:p, k) # The rows of matrix T are each one of the size k
subsets of {1,...,p}.
res <- RSS.min(X, y, T)
AIC <- n * log(resS$value / n) + 2 * k
BIC <- n * log(resS$value / n) + k * log(n)
return(list (AIC = AIC, BIC = BIC))

Out of the 13 explanatory variables in the CRAN package Boston (average housing
price dataset), discrete ones are excluded from the beginning, and p = 11 is set.

library(MASS)

df <- Boston

X <- as.matrix(df([, c(1, 3, 5, 6, 7, 8, 10, 11, 12, 13)])

vy <- df[[14]]

n <- nrow(X)

p <- ncol(X)

AIC.seq <- NULL

BIC.seqg <- NULL

for (k in 1:p) {

AIC.seqg <- c(AIC.seq, IC(k)$AIC)
BIC.seq <- c(BIC.seqg, IC(k)S$BIC)

}

plot(1l:p, ylim = c(min(AIC.seq), max(BIC.seq)), type = "n", xlab = "# of
variables", ylab = "IC values")

lines(AIC.seq, col = "red")

lines(BIC.seqg, col = "blue")

legend("topright", legend = c("AIC", "BIC"), col = c("red", "blue"), lwd
=1, cex = .8)

which(AIC.seg==min(AIC.seq))

which(BIC.seg==min(BIC.seq))

The results are shown in Fig. 6.1.
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Fig. 6.1 AIC and BIC Changes in AIC and BIC values
values (vertical axis) for the
Boston dataset (Table 3.1). o
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6.2 AIC and TIC

To understand AIC and TIC, it is necessary to clarify the behavior of the average log-
likelihood. First, we shall look at how the estimates obtained by maximum likelihood
approach 6,.

Proposition 20 Assume that the true distribution has a regular relationship with the
statistical model. When © is compact, the maximum likelihood estimate 0, converges
in probability to the true parameter 0, as n — 0o, and

~ 1
0, =0+ A, +0P(ﬁ)~

Proof See the appendix at the end of the chapter.

Proposition 20 was derived to guarantee the performance of AIC and TIC in the
regular case (Propositions 22 and 23). Therefore, it does not apply to the performance
guarantee of WAIC or the subsequent chapters.

In the following, we will only consider the maximum likelihood estimate 0, and
in order to emphasize that it varies with the samples x, ..., x, € X, we will write
it as 9n or é(xl, ..., Xp). Furthermore, for A, and J,, when we explicitly specify
the samples, we will write them as A(xy, ..., x,) and J(xy, ..., x,), respectively.
In this chapter, we will apply the following proposition several times.

Proposition 21 Assume that the true distribution has a regular relationship with
the statistical model. In this case, when x, ..., x, € X are considered as random
variables X1, ..., X, following the distribution g, and their averages are taken,
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AKX LX) TTAX .. X )] =te(TT 7Y +o(1) (6.7)

holds.

Proof From the definition of A, (5.2),
nAyJ Ay =V, 0" T V0, 0,) = o[V, (0,0 V0, (0.) T ']

holds (Exercise53). Furthermore, Proposition 10 implies that Ex,_x, [V7,(0.)
Vi, (0,)T] = I. Therefore, (5.7) holds.

Example 51 Consider binary logistic regression. For the covariate x € R”, the prob-
ability of occurrence of y € {1, —1} is expressed using the intercept 5y € R and the
slope 8 € R? as

1

PO = e Gt 1)

We wantto find 5y € Rand 3 € R? that maximize the likelihood []7_, P (y;|x;) from
the training data (xi, y1), ..., (xu, ¥») € R? x {1, —1}. In this case, if ® C RPH
containing 0 := %) is not compact, there is a possibility that the 6 that maximizes

the likelihood does not exist. For example, if foralli =1, ..., n, y;(8y + x;5) > 0,
then by doubling 3y and 3, the value of y;(5y + x;(3) is doubled. That is, for all i,
P(y;|x;) increases, and the likelihood can be approached to 1 as much as desired.
This occurs when the sample size n is small, and in the case where the maximum
likelihood estimate does not exist, the consistency argument does not apply. In the
case where the optimal (0o, 3) is infinite, it is not regular (there exists an open set
®cCoO containing 6,). Conversely, if ® is restricted to a compact set, a é,, that
maximizes the likelihood can be found even in such cases. |

Example 52 Example 45 corresponds to the regular case. Therefore, for A, =
k/n — 0,, the maximum likelihood estimator k/n = 0, + A, converges in proba-
bility to 0. |

AIC and TIC can be calculated from the samples x, . . ., x, € X, and are designed
to be unbiased estimators of a certain quantity when taking the average of test data
and training data (respectively, Ex[-], Ex, x,[-]). In particular, the expectation over
the training data is an operation of the average related to the maximum likelihood
estimation (it can also be written as E@(Xl...Xn)['] instead of Ex, x,[-]). Proposi-
tion 20, which describes the behavior of maximum likelihood estimation under the
assumption of regularity, plays an essential role in deriving the following proposition.
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Proposition 22 When the true distribution is regular with respect to the statistical
model,

Ex[—log p(X|0(x1, . .., x,))]
1 1
= Ex[—log p(X16,)] + EA(XI’ e, x,,)TJA(xl, LX)+ oP(;) (6.8)

and
1 n R
=D {=log p(xilf(xi, ..., x)}
i=1
1 & 1 T 1
= = ) (= logp(xilf)} = SAGL -0 TAG, - 3) +op(-) (69)
i=1
hold. Furthermore, when X, X1, ..., X, are independent random variables follow-

ing the distribution q,’ the following hold, respectively:
U :=Ex,.x,Ex[—log p(X|0(X1, ..., X))

1 1
= Ex[—log p(X|0.)] + —tr(IJ ™) + o(—) (6.10)
2n n

and
1 & N
Ex,.x,[= Y _{—log p(X;16(Xy, ..., X, )]
n i=1

1 1
= Ex[—log p(X|0,)] — %tr(lrl) + 0(;). (6.11)

Proof Using (6.7), (6.8) (6.9) imply (6.10) (6.11) respectively. Therefore, it is suffi-
cient to show (6.8) (6.9). From (4.18), Proposition 20, and the Mean Value Theorem,
exists 6! on the line segment between 6,, and 6 such that

SIn (6.8)(6.9), X1, ..., X, are treated as random variables, so the error o p (%) is allowed. However,
in (6.10) (6.11), since the average is taken with respect to X7, ..., X,., there is no such random
fluctuation, and the error becomes o(%).
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Ex[—log p(X10,)]
= Ex[—log p(X|0.)]1 + (6, — 6,)T VEx[—log p(X|6,)]

430, — 0TV Ex[~log p(X16110, ~ 6.)
= Ex[—log p(X]6,)] + %A;JAn + 0P(%)7
where the last equality is due to
b, > 0.—=0"5 0,

and (4.10) (4.11). Furthermore, from Proposition 20 and the Mean Value Theorem,
and from (5.13), there exists 6> on the line segment between 6, and 6, such that

1< 1< 5 5 1< .
=~ {=log p(xilfa)} = — D (—log p(xilf)} + (0 = ) VL= {—log p(xi 0]
i=1

i=l i=l

=

+%<e* — b)) TV? [1 Z{—logp(xiw%}} O — Bn)
i=1

n

1< 5 1 1
= — > {—log p(xildn)} + 5 Ay JAn +0p(=)
n 2 n

i=1
which holds true, where the last equality is obtained by applying (4.9) and the Con-
tinuous Mapping Theorem (4.11):

R 1 n 1 n
by 5 0. =65 0, = V= (~log p(xil?)} > V2= 3 {~log p(xil6.)
n i=1 n i=1

while the Weak Law of Large Numbers (Proposition 6) is also used.

|

Calculate the maximum likelihood estimator é(x], ..., x,) for xq,...,

X, € X, and evaluate it with the log-likelihood for xi, ..., x, € X, taking the aver-
age:

n

1 )a
Ex, xEx x,[- ) —log p(X[0(X1, ..., X))
i=1
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which is (6.10). Calculate the maximum likelihood estimator é(xl, ..., Xx,) for
X1, ..., X, € X, and evaluate it with the log-likelihood for the same xi, ..., x,,
taking the average, which is (6.11). To give an analogy in stock price prediction,
evaluating the predictive performance using the stock prices up to yesterday learned
from the stock prices up to yesterday (6.11) is different from evaluating the learning
results using the stock prices for tomorrow (6.10), and the former is better evaluated.
Indeed, (6.9) is smaller than (6.8) by A(xy, ..., x,)  JA(xy,...,x,), and (6.11) is
smaller than (6.10) by Ltr(1J71).

In AIC and TIC, the aim is to minimize the value of U in (6.10) by adding
%tr(] JH to % Yo —log p(x; |é,l) in order to compensate for this difference. In
other words, the justification for AIC and TIC is that their average coincides with
(6.10).

Proposition 23 Assume that the true distribution is regular with respect to the sta-

tistical model. 1

Ex, x,[TIC1=U + o(-). (6.12)
n

Furthermore, if realizable,
Ex,.x,[AIC]=U + 0(%) (6.13)
holds true.
Proof From (6.10) (6.11), we have
Ex,..x, Ex[~log p(X|0.(X1, ... X,))]
= EX,...xn[% (= log p(Xildn(Xs, .. X} + %trurl) + o(%).
- (6.14)
On the other hand, the second term of TIC is
LJ ' =17""40p(1)

and we have

Ex, x,[I,J, 1=1J""4+0o(1)

which means (6.12). From Proposition 9, when realizable, I = J, so (6.13) is a
special case. ]

Example 53 Assuming that the true distribution ¢ is realizable with respect to the
statistical model p(-|6)8 € © and can be written as
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—0)?
px|f) = xp{—u

752 },96@
ag

To

then we have

D w == i =007 =200 -0 (i — 0. +n(® —0.)
i=l i=l i=1

and
— anlog p(x10) = = log(2mo?) + 1 Zn:(x — 6)?
i=1 l 2 20 i=1 l
= flog(zmz)juii:(x- 0 - L0 )i(xv —0) + 25 (0 — 6.
Assuming that xy, ..., x, are realizations of independent random variables X gen-

erated by ¢, taking the average yields

n s M n )
nEx[—log p(X|0)] = 510g(27ra )+ 5 + 27‘2(9 —6,)°.

Substituting the maximum likelihood estimator é(xl, ey Xp) = %Z;’zl x; for 6,
we get
~ 1 2 1 1 A 2
Ex[—log p(X[0(x1, ..., x,))] = = 1og2mo”) + = + -— (0(x1, ..., xn) — 04)".
2 2 202
Assuming that xj,...,x, are realizations of independent random variables
X1, ..., X, generated by g, taking the average yields

R 1 1
U =Ex,.xExl-log p(XI0(X1..... X)) = 5 log(2mole) + 5 (615)

This value corresponds to the AIC when d = 1. However, the value of o2 is unknown,
and by calculating

1 o A

~2 2
yeeesXp) &= i_on

a7 (x Xp) n;:l(x )

and
V :=logo? — Ey, x,[logé*(Xy, ..., X)),

we obtain
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1 o, Vol
AlIC = Elog(27re) + EIOgO' ()C], vea ,.Xn) + 3 + E (616)
where V =2/n + o(1/n).

ne*(Xy, ..., Xp) e
—— — follows the x~ distribution with n — 1 degrees of free-

dom,® with mean and variance being n — 1 and 2(n — 1), respectively (Exercise
6.4). Therefore, using the Taylor expansion of logx, logx =logl + (x — 1)%—
%(x — 1)2% + ..., we can take the mean of

i né? 04 né? ) 1 1 né? ( 3 2+
og —— = _— 1) — 1 — —(n -
g(n— 1)o? n —1)o? 2 (n—121] o2

and obtain

~2

n 1 1
E&_&mgi%]:bgn—D—O— 21— 1)+ =logn — 1) = —— + 0(=5).

2(n—1)2 n—1
This means that
né?
nV =nEy, x,[logn — log 2”]
o

1 1
=nlogn — n{log(n — 1)—;—}—0(?)}:24—0(1) (6.17)

using the equation
1 1
log(n — 1) =logn — — + O(—).
n n

Thus, excluding o(1/n), we have

1 1 3
AIC = = log(2me) + = log 6% (x1, ..., xn) + — (6.18)
2 2 2n

Here, the X2 distribution with m degrees of freedom is the distribution of the sum of
squares of m independent standard normal random variables X, ..., X,, ~ N(0, 1),
i.e., Y/ X?. The shape of the distribution is shown in Fig. 6.2. The following R
code was used to generate the figure:

6 This is a well-known theorem in statistics, and proofs can be found in sources such as [16].
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Fig. 6.2 Probability density functions of x? distributions with degrees of freedom 1 ~ 10

plot(0,x1lim=c(0,30),ylim=c(0,0.7),xlab="5$x$",ylab="Probability density
function",
type="n", main="$\chi”"2$ distribution")
for(i in 1:10)curve(dchisqg(x,i),col=i, add=TRUE)
legend("topright",legend=1:10,col=1:10,1lwd=1)

Furthermore, from Example 2, the square mean of each of X1, ..., X,, is 1, and the
fourth moment is 3, so the mean of each of X2, ..., X,zn is 1, and the variance is 2.
Therefore, the mean of X % + -+ X,%q is m, and the variance is 2m.

The analysis in Example 53 corresponds to the special case of multiple regression
with p variables, where the number of variables is p = 0 (only an intercept, with no
slope). In the general case of p # 0, we have

1 1
U = = log(2role) + L0
2 2n

2p+3
2n

1
AIC =3 log(2m62e) +
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as shown.” When using AIC for variable selection, the minimization becomes 0 <
d=<p

d+3

1 ) 2
AICd) = 3 log(2mo“e) +

which is equivalent to minimizing (6.6). The purpose of calculating the exact value
of (6.18) is to compare it with the value of WAIC in the next section.

6.3 WAIC

Before defining WAIC, we would like to mention a fact that justifies its exis-
tence. Watanabe’s Bayesian theory claims that by replacing the empirical loss
r'—l Y, —log p(x;|0) with T, and replacing U with the average of the generalized
loss G,, with respect to X ... X, a similar relationship as AIC or TIC holds:

1 1
Ex, x,[Gx] = Ex, x,[T,]+ ;tr(lr‘) +o(=). (6.19)

d 1
In fact, by setting A := — and v := Etr(l J~1), Proposition 19 and Proposition
21 lead to the following proposition:

Proposition 24 When the true distribution is regular with respect to the statistical
model,

A 1
Ex,. x,[Gn] = Ex[—log p(X|0,)] + o + 0(;)

and

A—2v

1
Ex, x,[T,] = Ex[—log p(X|0.)] + + 0(;)

hold.
Therefore, from (6.10) and (6.11), the following also hold:

~ A—v 1
Ex,. x,[Gu]l =Eyx, x,Ex[—log p(X|0(X;, ..., X,))] + W + 0(;)

and

1 ¢ . A\ — 1
Ex, . x,[T,] = ]EX]...X,,[; Z{— log p(Xi|0(X1, ..., X))} + Tz/ + 0(;)-

i=1

7 This is proven in Chap. 5 of Statistical Learning with Math and R, Springer by Joe Suzuki.
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Next, WAIC is defined as

1 n
WAIC, =T, + ~ ZV(xi). (6.20)
n i=1

And, we have

1 n
Ex,.x,[= ) V(X)) =Ex[V(X)]
i=1

1 1
—tr {J 7' Ex[Vlog p(X|0,)V log p(X16.) "1} + o(~)

ltr(r'l) +0(l) (6.21)
n n

in Proposition 38. The definition in (6.20) can be used similarly even when the true
distribution is not regular with respect to the statistical model.

Therefore, when the true distribution is regular with respect to the statistical model,
AIC, TIC, and WAIC coincide in terms of the first and second terms, excluding
O(1/n). Here, Proposition 23 and Proposition 24 guarantee the similar performance
of AIC, TIC, and WAIC, but there is an essential difference. The former values are
calculated based on maximum likelihood estimation, so the proof of Proposition 20 is
necessary. The latter does not use maximum likelihood estimation, so by generalizing
Proposition 19 alone, the performance in non-regular cases is also guaranteed. It is
no exaggeration to say that the secret of WAIC’s success lies in breaking away from
the constraints of maximum likelihood estimation. In fact, even if it is not regular,
WAIC can show the following generalized relationship of (6.19):

Proposition 25
1
Ex, . x,[Gn]l =Ex, x,[WAIC,] + 0(;)-

Proposition 25 will be proved in Chap. 8.
The variance V,, := % Z?:l V(x;) can be described as follows:

V_n <- function(log_likelihood):
mean(colMeans(log_likelihood~2) — colMeans(log_ likelihood)"2)

Using the previously defined T_n and the variance above, WAIC can be written
in R language as follows:

WAIC <- function(log_likelihood) T n (log likelihood) + V.n (log_
likelihood)

We want to verify that the values of AIC and WAIC coincide, excluding Op(1/n),
in the regular case. To guarantee regularity, the true distribution ¢ is required, so we
will use artificial data.
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AIC and WAIC main terms of AIC and WAIC

0

5

|
1.55

|

1.45
|
1.45
|

WAIC
WAIC

1.35
|
1.35
|

- 1.251.301.351.401.451.501.551.60 1.251.301.351.401.451.501.551.60
AIC AIC

25
1.25

Fig. 6.3 The values of AIC and WAIC are almost identical. Also, the values of the term excluding
% in AIC and 7,, are almost identical

Box plot of G,,, T;, (n = 200)
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Fig. 6.4 The variance of T}, is larger than that of G,,. The red horizontal line represents the value
of U

Example 54 Assuming the true distribution g follows N (0, 1) and the statistical
model is N (4, a?), AIC, U, WAIC, and G,, are calculated 50 times. The R code is
written as follows. The comparison of the overall values of AIC and WAIC, as well
as the comparison of the first terms, is shown in Fig. 6.4. In this case, (6.18) was used
for the AIC value. Overall, WAIC is slightly larger (Fig. 6.3 left), but the first term
was in complete agreement (Fig. 6.3 right). The arithmetic mean values of AIC and
WAIC for m = 50 times are obtained as follows, where the value of U, 1.421439,
was calculated from (6.15).

U Mean of AIC Mean of WAIC Mean of G,
1.421439 1.422835 1.425567 1.424936

Furthermore, we found that the variance of G, is very small. Theoretically, only the
coincidence of the averages of both is guaranteed in the regular case, but it is often
the case that AIC and WAIC are almost identical, as in this example. ]
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Using modell4. stan defined in Chap. 5, the following processing was per-
formed.

modell4 <- stan _model("modell4d.stan")
f_true <- function(x) dnorm(x)
T_stan <- NULL; G_stan <- NULL; V_stan <- NULL; AIC=NULL
m <- 50
n <- 200
for(j in 1:m){
y <- rnorm(n,0,1)
value <- 1/2+xlog (2*pixexp(1))+1/2xlog(var(y)/nx(n—1))+3/n/2
AIC <- c(AIC,value)
data_list <- list(N=n, y=y)
fit <- sampling(modell4, data=data_list, iter=6000, warmup=1000, chain
=1,seed=123)
ms <- rstan::extract(fit)
T stan <- c(T_stan,T n(ms$log_lik))
V_stan <- c(V_stan,V_n@mssSlog 1lik))
G_stan <- c(G_stan,G_n(msSy pred,f_true))
}
WAIC_stan <- T_stan+V_stan
U <- 0.5x1log (2*pixexp(1))+1/n/2
pre_ AIC=AIC—3/n/2
## Graph 1
plot(AIC,WAIC_stan,col="red",pch=2,xlim=c(1.25,1.60),
ylim=c(1.25,1.60),xlab="AIC",
ylab="WAIC", main="AIC and WAIC")
abline(a=0,b=1,col="blue")
## Graph 2
plot(pre_AIC,T stan,col="red",pch=3,xlim=c(1.25,1.60),
ylim=c(1.25,1.60),xlab="AIC",
yvlab="WAIC", main="main terms of AIC and WAIC")
abline(a=0,b=1,col="blue")

## Graph 3
boxplot(G_stan,T stan,names=c("G","T"),main="Boxplots of $G_n$, $T_nS$ (n
=200)")

abline(a=U,b=0,col="red")

It is possible to use the waic function of the CRAN loo package instead of con-
structing and calculating the WATIC function as above. However, in that case, the vari-
able name log_11ik must be used for the variable representing the log-likelihood.
Also, the waic function displays the value of WAIC multiplied by 2n (twice the
sample size).

Example 55 We applied the WAIC function and the waic function to the Boston
data to find the value of WAIC. Also, since it is a multiple regression, we provide
xij,i=1,...,n,j=1,..., pinthe formof ann x (p + 1) design matrix X (the
first column of X corresponds to the intercept and has all 1 values). The following
processing was performed using model1l1l . stan defined in Chap. 3. ]

First, make the package and Boston data available.

library(rstan); library(MASS); library(loo); library(bayesplot)
data(Boston)
index <- c(1, 3, 5, 6, 7, 8, 10, 11, 12, 13, 14)
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To obtain the design matrix X, execute the following.

Im <- formula(medv ~ . —medv, data=Boston)
df <- Boston[, index]

X=model.matrix(lm, df)

After that, it is no different from the usual Stan execution.

N <- nrow(df)

K <- length(index)

Y <- dfd$medv;

data_list <- list(N=N, M=K, y =Y, x = X)

fit <- stan(file = "modelll.stan", data = data_list, seed = 1)

In the case of waic in the 1oo package, it can be calculated in the following two
steps from f£it.

ml <- extract_log_ lik(fit)
waic(ml)

As a result of the execution, the following output is obtained. is

Computed from 4000 by 506 log-likelihood matrix

Estimate SE
elpd _waic -1536.4 33.8
p_waic 19.5 4.0
waic 3072.9 67.5

For the case of WAIC, it is as follows. However, we multiply by 2n to obtain the
same value as waic.

m2 <- rstan::extract(fit)
2+*N+WAIC(m2$log_lik)

As a result of the execution, the following output is obtained.
[1] 3072.8457

When comparing the values of WAIC for each statistical model, there is no need
to multiply by 2n.

6.4 Free Energy, BIC, and WBIC

Taking the logarithm of the marginal likelihood,
F,:=—logZ,

is called the free energy. When the true distribution is realizable and regular with
respect to the statistical model, and when an appropriate prior probability is chosen,
the free energy satisfies the property
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1
;Fn — Ex[—log p(X[6:)].

The later described BIC (Bayesian Information Criterion) is obtained as an approx-
imation of this free energy.

The value of the free energy is determined only by the samples. However, except
for special cases such as when the statistical model belongs to the exponential family
(Sect. 2.4) and the prior distribution is given by a conjugate prior distribution, it is
difficult to calculate the exact value of the marginal likelihood, and therefore, the
exact value of the free energy.

Example 56 For Example 4,
F 110(+1)+12n:2 1 (Xn: )+ Zlog?2
n:— n —_ X5 - — xl- —
7 o8 24N T 2 ) A 2 08T

is obtained. Then, we generate x|, . . ., x, (n = 100) according to the true distribution
q (assuming the standard normal distribution) and measure the frequency of the free
energy at that time (Fig. 6.5 left). We also tried a similar experiment for the binomial
distribution (Fig. 6.5 right). The execution was done with the following code.

F.1 <- function(x) log(n+l)/2+sum(x*x2)/2—1/2/(n+1)*(sum(x))«*2+n/2x1log
(2+pi)
m <- 500
n <- 100
# Calculate free energy
T <- NULL
for(3 in 1:m){
x <- rnorm(n)
T <- c(T,F.1(x))
}
# Plot the graph
plot(density(T), main="Free energy (Standard normal distribution)", col="
red",
xlab="$F_n$", ylab="Probability density")

In the following, we will consider cases where, like the above examples, the
solution cannot be obtained analytically.

First, when the true distribution is regular with respect to the statistical model,
from (5.8), the free energy and its average can be described as follows.

n

d n
F,=—logZ, = Z —log p(x;10,) + Elog ﬁ

i=1

I
+5 logdet J — ’%A;JA” —log p(8,) + 0p(1). (6.22)

If x1,..., x, € X are independent, we have
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Fig. 6.5 In Example 4, the true distribution ¢ was assumed to be the standard normal distribution.
The free energy was generated 500 times, and its frequency was calculated (left). Next, in Example
5, the true distribution ¢ was assumed to be a binomial distribution with probabilities 0.75 and 0.25
for 1 and 0, respectively. The free energy was generated 500 times, and its frequency was calculated
(right)

Ex, ..x,[Ful

d 1 1
= nEx[- log p(XIG*)H-E log Zl—i-z logdet J — Etr(l]") —logp(8,) + o(1)
I8

where, in deriving the latter, (6.7) is used. In the realizable case, the average can be
written as

1
4 togdet J —log o(6,) + o(1).

d

E F,]=nEx[—1 X0, — 1
x,..x, [ Fn]l=nEx[—log p(X|0 )]+2 g5 T35
(6.23)

From (5.10), (6.22) can also be written as

n

A d n 1
F, = Z—logp(x,-l@n) + Elog 7 + zlogdet J

i=I

—%(9} — 0, — AT, — 0, — A,) —log p(8) + op(1)

1
D4 " logdet J — log p(6,) + op(1).

n . d
=§:—1 ; ~1
og p(x;|0,) + g -+ 3

i=1

(6.24)

where we use the fact that the maximum likelihood estimate én =0,+ A, +
op(1/4/n) (Proposition 20). The value obtained by subtracting the Op (1) term of
the free energy (6.24) is called BIC (Bayesian Information Criteria).
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n

~d
BIC := Z —log p(xilfh) + - logn.

i=1

There are several ways to approximate the free energy without assuming regularity.
In statistical physics, the challenge has been to efficiently calculate the free energy
with a small computational cost. As seen with WAIC, is there a method that can
correctly calculate the free energy for general cases, even if they are not regular,
while having performance similar to BIC when regular? In the following, we will
consider the information criterion

WBIC :=E[Y_ —log p(xi|0)] , (6.25)

i=1

where we have set
ELf )] = / f@ps@x1, ..., x,)d0,
e)

with

_ @O IT, pGil®)”
paOlxi, ..., x,) = 7.0

and
Zy(f) = /( o ® [ ] pxil6)’ae.
° i=1

WBIC has various desirable properties.

Proposition 26 In particular, when 3 = 1/logn is set, when the true distribution
is regular with respect to the statistical model, we have

WBIC = BIC 4+ op(1). (6.26)

Proof Refer to the appendix at the end of the chapter.
Even if it is not regular, when 3 = 1/logn, in general,

F,=WBIC + Op(y/logn)

holds (proof in Chap. 7). In any case, it provides an efficient method for calculating
the free energy.

To write WBIC in Stan, it would look like the following.
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wbic <- function(log_likelihood) — mean(rowSums(log_likelihood))

Example 57 For the p-variable multiple regression (with intercept), we examined
the relationship in (6.26).

1 (x — p)?
fxlp) = mexp{—T‘z}-

By setting the partial derivatives of

n n 1 n
L= =) log f(lp, 0%) = S logmo®) + o— 3 (xi — )’
i=1 i=1

with respect to W and o? to 0, the maximum

likelihood estimates 1 = + % x;,6% = L ™| (x; — f1)* are obtained. Therefore,

substituting the maximum likelihood estimates /i, &2 into L, we have

1 n
L = glog(Zﬁ&z) + 752 ;(xi - = glog(Zw&ze)

and

p+110 n
2 0B

n ~2
BIC = 7 log(2m%e) +

The execution was done using the R code below. Also, the Stan file for WBIC
(modell5. stan)was configured as shown below. We conducted experiments m =
20 times each for p = 3,7 and n = 100, 300, 500, and obtained the results in Fig.
6.6. [ |

library(rstan)
bic <- function(s:,y){
beta2 <- as.vector(solve(t(x)%*3x)%*%t (X)%*3y)
sigma2 <- sum((y—x%=*%beta2)"2)/n
return(0.5+n*log(2+pi~exp(1) *sigma2)+0.5* (p+1)~log(n))
}
modell5 <- stan_model("modell5.stan")
m <- 20
n <- 200
p <- 3 ones
<- rep(1,n)
BIC <- NULL
WBIC <- NULL
for(j in 1:m){
beta <- rnorm(p+1)
x <- matrix(rnorm(n*p),n,p)
x <- cbind(ones,x)
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18 y <- as.vector(x%*%$beta+rnorm(n))

19 BIC <- c(BIC,bic(x,y))

20 data_list <- list(N=n, M =p+l, y =y, X = X, beta=1/log (n))
21 fit <- sampling(modell5, data = data_list, seed = 1,iter=3000)
2 mm <- rstan::extract(fit)

23 WBIC <- c(WBIC, wbic(mm$log_1lik))

24 |}

25 plot(BIC,WBIC, xlab="BIC",ylab="WBIC",xlim=c(),)

In the case of multiple regression, the value of WBIC can be obtained by preparing the
following Stan code. First, input the inverse temperature § > 0. Then, pay attention
to the point where the log posterior likelihood is determined based on that 5. If 5 = 1,
it becomes

y ~ normal(X * b, sigma);
or

for(n in 1:N)
target += normal_lpdf (Y[n] | X[n] * b, sigma);

If B # 1, it means that the definition of the posterior probability itself is different.
Also, it is difficult to model with the former expression, including 3. In that sense,
the sampling itself is different. Of course, we must multiply (3 in the model block’s
target, not the generated quantities block’s log_lik.

modell5.stan

1 | data {
2 int N; // Sample size
3 int M; // Number of explanatory variables + 1 (intercept
BIC and WBIC (p = 3) BIC and WBIC (p =7)
g 100 g 100
14 = Tan=
% 100 =300 %100 =300
o |*n=>500 = |*n=2500
S S
D <)
E o S o
= <] = ]
o o
&7 &
o o A
T T T T T T T T T T
0 200 400 600 800 0 200 400 600 800
BIC BIC

Fig. 6.6 'We compared the values of BIC and WBIC for multiple regression (p = 3, 7 variables,
including the intercept) when n = 100, 300, 500. Since it is a regular statistical model, it can be
seen that the values of both are almost the same in both cases of p = 3,7
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)

vector([N] y; // Dependent variable
matrix[N, M] x; // Design matrix
real beta; // Inverse temperature

}

parameters {
vector[M] b; // M—1 slopes and intercept
real<lower=0> sigma; // Standard deviation

}
model {
for(n in 1:N)
target += beta  normal_lpdf(y[n] | x[n] » b, sigma);

}
generated quantities{
vector[N] log_lik;
for (n in 1:N)
log_lik[n]= normal_lpdf(y[n] | x[n]l+b, sigma);

In this book, for a concise understanding, we take a policy of not using the inverse
temperature 5 > 0 until the second half (it is easier to understand without being aware
of 3 > 0). However, if we introduce the inverse temperature 5 > 0, we will have the
same posterior probability structure even without considering specific applications
such as WAIC and WBIC. In fact, model15. stan will be applied to WAIC and
cross-validation, assuming a general inverse temperature 5 > 0 in Chap. 8.

Appendix: Proof of Proposition

Proof of Proposition 20

To improve the visibility, we shall discuss for a general inverse temperature 3 > 0.
(8 — oo corresponds to the maximum likelihood estimation case.

Since 77, (0) converges in probability to a certain random variable for each 6 € ®
(Proposition 10) and any 3 > 0,

1 « 1
L£(O) == log p(xilf) o5 loee®

i=1

L pXI0), 11

= nizllogp(lef)*HEx[lo (X|9)] Zim® ﬁlog@(é))

= _libgp(xiw*)-i-Ex[logp( 10- )]+ P(— (6.27)
n p(X16) Jn'

i=1
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Then, for ¢, =n~'4, ¢, — 0 and /ne, — 0o (n — o0), for # € O such that
X106,
IEX [log [;,((X‘w))] Z €n,

I < 1
L£O) = == log pxilf) + e + Or( 7).

i=l1

The right side becomes larger than

1< 1
L) = - glog p(xi0,) + op(ﬁ>

when n — oo. Therefore, for 0 (é) that minimizes £(6), it is necessary that the

X0, L
probability of Ex[log p(X] = )] < €, converges to 1. Moreover, since it is regular

p(X10)
and 0, is unique, 0 converges in probability to 6,. Also, the same holds when [ is
arbitrarily large, so the first half of the claim is demonstrated.
Regarding the second half, since Vﬁ(é) = 0, by the mean value theorem, there
exists a 6! between 0, and 6 such that

0=VL®,) + V2LOHEO —6,)

and we have .
0=0,—VLOH 'VLO,). (6.28)

Next, differentiating (6.27) twice with respect to § and substituting § = @', from the
first half of the claim (§ % 6,),

V2LEO') = VZEx[~log p(X|0)]|,_y +0p(1) = J +0p(1) (6.29)

holds. Finally, differentiating the definition of £(#) once with respect to § and sub-
stituting § = 6,, from (5.1) and (5.2),

1 1 1
— VL@ = ﬁvnn(e*) + OP(W) =JA, + OP(E) (6.30)

holds (actually, op (%ﬁ) becomes Op (%)). Therefore, from (6.28), (6.29), and (6.30),
we obtain the second half of the claim

0=0,+ +op()) A, + w(%)} =0+ A, + OP(%).
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Proof of Proposition 26

Proof From Proposition 13,8 we can write
. [Zl (x, |9 ) _ Jo{Xii log BB HITL, pxil®)) (0)d0
’ Jo{TTi1 P(xil0)} 2 (6)d6

_ U,?) +op(exp<—ﬁ>>
U + opexp(—y/n))

where we define

16)
U<'>:=/ P&il0) \s 0vap
" Bw){ poaiey) 2O

and

(x,la ), Ty PGil)
SUE § log Beo(0)do.
. /Bw){ }{Hp<,|0>} 7O

Next, by the mean value theorem, there exists a 0' € ® between 6 and 0 such that

n n

~ 1 A ~
> —logpilt) = D —log p(sild) + 5O = O L OHO —0)  (6.31)

i=1 i=1

—~ 10%log p(xil6)

here we define the (j, k)-th component of J,, (0) is defined as — -
where w (J. k)-thcomp ©) ;n 96,90,

Furthermore, from the probability convergence 6 — 6, and €, = n~'/4, the proba-

bility convergence 6! — 6, holds. Therefore, taking the Frobenius norm’ as | - |, as

n — 00, the right-hand side of

1,01 = J (0] < ||J 0" = @l + 1, (62) = J (0]
1 (0
( )II + 1/ (0:) — J (@D

-
<101 — 0. sup ||
0eB(e,.0.)

converges to 0. Thus,
Ja(0)) = J(6.) + op(1) (6.32)

8 1t is proven for 8 = 1, but it holds for a general 3.
9 The square root of the sum of squares of all components. It is known to satisfy the norm conditions.
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holds. Since it is assumed to be regular, J (6,.) is positive definite. Hence, from (6.31)
and (6.32), similarly to the proof of Proposition 14, we can write

U = p(x,|9) / 1B —dyT e, D)6 — )} p@)do
{H i) oy, FPEZ @ DTE @) +0r(1)E = H))p(®)
- {1‘[ PGl 15,000 [ et G0 + ortiuled+ i
p(xi10) R 2 vnp
{H p(x,|9) ( )"/2 0@ +op(1)
p(x10,) nf3 Vdet(J(0,) +op(D))
where we define u = /n3(0 — 0). Furthermore,
(3) P(xz|9) - —lo - 2 @ T 0 y,
—{1'[ e /B( o D05 + 520 = DTG0 + 0190 =)
ng

~exp{——<0 — )T (Bs) + 0p (1)) — D))p(B)db

p(xi10) 3( )d/z 0@ +op(1) . 5 d 1
HP(XzW) np det(J (@p) + 0p (D) {Z og p(x;|0) + ﬁ+oP( )

can be written. Since 3 = 1/ log n, these imply Proposition 26.

Exercises 54-66

In the following, let m, n > 1.

54. When I,, = J,,, show that the second term of (6.3) becomes d/n.

55. Show that the minimum value of the negative log-likelihood in Example 50 is
given by (6.4).

56. Explain the relationship between the input X, y, T and the output S.min, set.q
of the function RSS.min. Also, identify which variables are used as global
variables in the function IC.

57. In the proof of Proposition 20, for any 5 > 0, let

1 1
L(O) ==~ log p(xil) — o5 o

i=I
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58.

59.

60.

61.

62.

63.

6 Information Criteria

R X0
be minimized by 6 (denoted as #). Show that the probability of E[log p(—lé*)] <

p(X|6)
€, converges to 1. Also, show that there exists a ' between 6, and 6 such that

0=0,—VLO)Y'VLEO,)

Moreover, show V2L(#') = J +op(1) and —VLG,) = JA, + Op(\/Lﬁ) hold.
When X1, ..., X,, ~ N(0, 1) are independent, show the following. It is allowed
to use that their square mean is 1 and the fourth-power mean is 3 (proven in Chap.

Do

(a) The mean of X7, ..., X2 is 1, and the variance is 2.
(b) The mean of X? + - - - + X2 is m, and the variance is 2m.

Prove each of the following =.

(a) Propositions 20 and 21 = Proposition 22
(b) Propositions 9 and 22 = Proposition 23
(c) Propositions 19 and 21 = Proposition 24

Why can the WAIC value defined in (6.20) be calculated from the function T_n
for empirical loss in Chap. 4 and the following function?

V_n <- function(log_likelihood) mean(colMeans(log_likelihood~2) —
colMeans(log_likelihood)"2)

WAIC <- function(log_likelihood) T n (log_likelihood) + V_n (log_
likelihood)

For the true distribution and statistical model of the Gaussian mixture distribution
in Example 48, calculate the values of AIC and WAIC.

For the continuous Boston data in Example 55, calculate the WAIC values using
both the function WATIC and the function waic from the loo package, and
confirm that the values match.

In the case where the true distribution is regular with respect to the statistical
model, show that the free energy can be expressed as (6.22). Also, using Jeffreys’
prior probability

Jaet 7 )
[, J/det J(@)do'

show that the mean (6.23) can be written as

o) =

d
nEx[~log p(X|0.)] + 5 log zi + log/ Jdet J(B)df + o(1)
e 0]

when realizable.
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64. Following the graph of the free energy of the standard normal distribution in
Example 56, for Example 5, generate a length n = 100 binary vector with each
value independently having a probability p = 0.25 of occurring as 1, and perform
the operation of calculating its free energy m = 500 times to generate a graph.

65. Explain how WBIC calculations can be implemented using the following code.

1 [wbic <- function(log_likelihood) — mean(rowSums(log_likelihood))

66. Replace the data in Example 57 with continuous Boston data and compare the
values of BIC and WBIC.



Chapter 7 ®)
Algebraic Geometry e

In this chapter, we will study algebraic geometry and its surroundings. First, we will
learn about algebraic sets and manifolds. A manifold is like a globe (an open set
family) that has many local maps (open sets). Each open set must be a one-to-one
correspondence with the open set of the same dimensional Euclidean space, which
allows us to define local variables and local coordinates. The resolution of singular
points, referred to as blow-ups, denotes the process of updating local coordinates
containing singular points to other local coordinates. The Watanabe-Bayes theory
aims to obtain a standard form called normal crossing for each local coordinate. In the
regular case, the dimension d of the parameter is twice the real logarithmic threshold
A in the general case. This value of A can be obtained by resolving singular points. In
fact, the resolution of singular points is not directly related to the Watanabe-Bayes
theory. This point is often misunderstood in Watanabe-Bayes theory. Based on the
Hironaka theorem, whether there are singular points or not, in each local coordinate,
we transform the average log-likelihood to normal crossing.

Readers who are learning algebraic geometry for the first time may not understand
what is written here at all. In such a case, as mentioned in the “Introduction”, 1
recommend slowly reading while writing the formulas in each section. If you still do
not understand, I recommend repeating the same thing tomorrow and the day after.
Eventually, you should feel more comfortable.

7.1 Algebraic Sets and Analytical Sets

Hereafter, we denote the set of real-number-coefficient polynomials with variables
x = (x1,...,xqg)as Rlxy, ..., xg] or R[x]. At this time, using the subset J of R[x]
(assuming it is not an empty set), we define the set / that can be written as
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I=13"fi®)gi @) | fi(x) € J,gi(x) € Rlx]

as the ideal of R[x]. We also say that set J generates the ideal /.
Example 58 ForJ={x + y%, x — 2, ¥’} C R[x, yl, I={xf(x, y) + ¥*g9(x, y) | f,
g € R[x, y]} is the ideal generated by J. In other words, the same ideal is gen-

erated by J = {x, y?}. While I} = {xf(x,y) | f € Rlx, y]} and I, = {y?g(x, y) |
g € R[x, y]} are ideals, we have

Isx—y ¢ LUL.

The set of common zeros of the elements of the ideal / is given by
Vi ={xeR'| f(x)=0,fel} R

and it is called the algebraic set determined by the ideal I in R[x]. If the algebraic
set V can be expressed as the union of two distinct non-empty algebraic sets V; and
V5, it is said to be reducible. Otherwise, it’s called irreducible. Hereafter, we assume
that V (1) is irreducible, and for simplicity, we will refer to it simply as V. In contrast
with the forthcoming projective space P?, we sometimes denote the d-dimensional
Euclidean space R as the affine space A? according to tradition. When given the
algebraic set V, note that the subset of R[x]

I(V)={feRx]| f(x) =0,x eV}

forms an ideal in R[x].

Example 59 The algebraic set of the ideal I generated by J = {x? + y?} is
V=V ={(xy eR|x*+y =0} ={(0,0)
Consequently, 7 (V) is
I(V)={f €Rlx,y]| £(0,0) =0} = {x,y,x%,y*, xy, ...}

and it becomes the ideal generated by J = {x, y}.

Similarly, we can construct an analytic set

{xeU]| f(x)=0}
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Fig. 7.1 The case where the elliptic curve y2 = x3 + ax + b does not have a singularity (refer to
Sect. 6.3). The above three types are considered typical

using an analytic function f with an open set U € R as its domain. Using multiple
analytic functions f1, ..., fy : U — R that share the domain U, we can also define
an analytic set

xeUl fitx) =0,..., falx) =0}
Also,if f : U — Visdefined as f = (fi, ..., fq) by analytic functions fi, ...,
f4: U — Rwith U, V being open sets in R¢, we call f an analytic map.
In this chapter, we mainly focus on algebraic sets defined by a single irreducible
(i.e., cannot be factored further) polynomial 0 # f € R[x]
V(f)={xeR'| fx) =0} CR?

or analytic sets constituted by a single analytic function f : U — R

Vi) =fxelUl fx)=0}cU.

Example 60 (Elliptic curve) For a, b € R, a curve on a plane determined by the
polynomial of 2 variables f(x,y) = y?> —x* —ax —b =0 is called an elliptic
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curve. Try to draw the outline of the algebraic set
V() ={x,y) eR*| fx,y) =0}

for (a, b) = (-3, 3), (1, 0), (—1, 0) using the R language (Fig. 7.1). The following

code is used: |
a <- —3
b <-3
x.min <- —3
x.max <- 3 # Non—singular case (1)
#a <- 1; b <- 0; z.min <- —1; z.maxz <- 5 # Non—singular case (2)
#a<- —1; b <- 0; z.min <- —2; z.maz <- 4 # Non—singular case (3)
#a <- 0; b<- 0; z.min <- —1; z.maxz <- 5 # Case including singularity
(1)
#a <- —=3; b<-2; z.min <- —3; z.max <- 3 # Case including singularity

(2)
f <- function(x) sqgrt(max(x~3+a*x+b,0))
x.seq <- seqg(x.min,x.max,0.001)
y.seq <- NULL
for(x in x.seq) y.seq <- c(y.seq,f(x))
y.max <- max(y.seq)
plot(0,xlab="x", ylab="y",xlim=c(x.min,x.max), ylim=c(—y.max,y.max),type=
e
main=paste("a=",a,", b=",b))
lines(x.seq,y.seq)
lines(x.seq,—y.seq)
abline(h=0)
abline(v=0)

7.2 Manifold

In this section, we define fopological spaces and (analytic) manifolds. Let M be a
set. When a set U/ consisting of subsets of M is defined to satisfy the following three
conditions, M is called a topological space, U is called a family of open sets, and the
elements of U/ are called open sets.!

1. U includes the entire set M and the empty set {} as elements.

2. The union of any number of elements of ¢/ (open sets of M) is an element of /.

3. The intersection of any finite number of elements of U/ (open sets of M) is an
element of U.

Furthermore, forany x # y € M,whenthereexistU, V € U suchthatx € U,y € V,

and U NV = {}, that topological space M is called a Hausdorf{f space.

Example 61 (Distance space) If a distance d(x, y), x, y € M is defined for the set

M, we can define an open set B(e, x) ;= {y € M | dist(x,y) < €} using it, so the

family of open sets can be defined as

! Including distance metrics such as Euclidean distance to define open sets (metric spaces).
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Fig. 7.2 The images of
$1 (U1 NU3) and

$2(U1 NU>) by ¢y and ¢,
are connected by ¢, o ¢;‘
and ¢1 o ¢, ! (coordinate
transformation), which are
analytic mappings

U={B(e,x)]|e>0,x € M}.

For x,y € M, x # y, by taking € > O sufficiently small, we can make B(e, x) N
B(e, y) = {}, so if the topological space M is a distance space, it is Hausdorff. W

In the following, we define a manifold.” Let M be a Hausdorff topological space.
When a bijection (mapping one-to-one and onto) from an open set to another open
set is continuous in both directions, this mapping is said to be homeomorphic.

1. For each open set U of the family of open sets of M, there exists a ¢ such that
U — ¢(U) € R? is homeomorphic.

2. For such pairs (U, ¢) and 0, QZ), when U N U is not empty, the coordinate
transformation

pod ' (UNU): p(UNU)— ¢(UNTU)

is an analytic mapping (see Fig. 7.2).

In this case, M is said to be a d-dimensional analytic manifold. At this time, each
element u of U can be treated as if it were an element ¢(u) of the open set ¢(U)
of R?. This ¢(u) € R? is called a local variable, and the coordinates constructed by
them are called local coordinates. By using local coordinates, it is possible to treat
a point on U as if it were a point in R“. In addition, such a set consisting of (U, ¢)
is called a local coordinate system of M.

Example 62 A¢ is a (trivial) d-dimensional manifold. With the identity mapping
id : R — R?, S = {(RY, id)} forms a coordinate neighborhood system. It may be

2 A topological space being Hausdorff is a necessary condition for the existence of a partition of
unity (Sect. 7.5)
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divided into multiple local coordinates. Whend = 1,define U; = (i — 1,i + 1) and
¢; foreachi € Z as

¢ U dxm—>x—ie(—1,1).

Then, ¢; becomes a local coordinate system of U;, and S = {(U;, ¢;) | i € Z} gives
a coordinate neighborhood system. In this case, for x € (0, 1),

Gip1o¢ (x) =x—1

becomes the coordinate transformation. And foreachi, x —i € (—1, 1) can be used
as a local variable. |

As a typical example of a manifold, we consider the projective space. For each
(x0, X1, ..., Xa), (x(, X[, ..., X)) € R¥1\{(0, ..., 0)}, when there exists a t € R
such that

(XO,XI,...,Xd):t(.x(),xi,...,x&) )

an equivalence relationship exists between them. When each class is denoted as
[Xo : X1 :---: x4], the set of elements is written as P?, which is called a d-dimensional
projective space.

Example 63 P is a d-dimensional manifold. When the value of the ith coordinate
is not zero, by dividing the values of other coordinates by its value, we get U; :=
{[xo:xp: - tximg i Lixipp oot xq] € P?}. The coordinate transformation

¢i~Ui B[xo.xl Lol Xio] .1.x,~+1 .-~~.xd]>—>(xo,xl,.,.,xi_l,xi+1,...,xd)EA

from ¢; (U; N U;) to ¢;(U; N U;) becomes

-1
Djod; (X0, X1y vy Ximls Xigls - - -5 Xd)
Xy X1 Xi-1 1 xip Xj1 Xjt1 Xa\ ..
T T ey T Ty T ey T, T, — |, <]
— Xj Xj Xjo Xjo Xj Xj Xj Xj (7.1)
, .
Xo X1 Xj—1 Xjt1 Xi-1 1 xip X4 .
P D
Xj Xj Xj Xj Xjo Xjo Xj Xj

(Exercise 70(a)) and S = {(U;, ¢;) | i =0, 1, ..., d} forms a coordinate neighbor-
hood system. And for each i,

d
(X0, X15 + ooy Xic1s Xigl, -+ -, Xg) €R
can be used as local coordinates. Particularly, in the case of d = 1, it becomes

by U > [1:uy] > uy € A
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and
by Uy [uy: 11+ u, € A
And when uy, u, # 0, the coordinate transformation is given by (Exercise 70(b))
1
Gry 1 (U NUy) 3 uy = — =uy € ¢,(U NUy)
and
1
Gyx 1 Oy (UcNUy) 3 uy > — =u, € 0. (U, NUy)

Uy

from [1 : u,] = [u, : 1]. |

When looking at a certain country on a globe, one cannot see the country on the
other side of the earth unless the globe is rotated. It may be interpreted that the globe
is made by pasting together multiple maps.>

7.3 Singular Points and Their Resolution

Next, we define singular points on an algebraic set V. If the ideal 7 (V) is generated

by polynomials fi, ..., fu, and the rank of the matrix
<afi(xh PN xd))
Ox; i=1,...m,j=1,..d
is constant for every x = (x1, ..., x4) € V,then V is said to be non-singular. If there

exists anx € V where the rank is smaller, then x is called a singular point. Especially
whenm = 1 and

0
filxy, ..., x9) = a_fl(xlw--,xd):"':i(xla--wxd):(), (7.2)
X Oxq4

(x1,...,xq) € V iscalled a singular point of V. If V has no singular points, it’s said
to be non-singular.

Example 64 From Example 59, (V) is generated by J = {x, y}, thus
|:d)‘1(x ) dfld(;f ) :| [1 0]
0fa(x,y) 0fo(x,y)
o o] L0

holds for all (x, y) € V. Therefore, V is non-singular.

3 In this sense, manifolds are sometimes called “atlases”, and individual (U, ¢;) are called “charts”.
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Fig. 7.3 When the elliptic curve y? = x> 4+ ax + b has a singular point. In the case of (a, b) =
(0, 0) (left), (x, y) = (0, 0) becomes a singular point, and in the case of (a, b) = (-3, 2) (right),
(x,y) = (1, 0) becomes a singular point. In each case, it can be seen that a tangent line cannot be
drawn (as it is sharp), and multiple tangent lines can be drawn. Conversely, a non-singular algebraic
curve can draw a single tangent line at any point, and can be said to be smooth

Example 65 (Singular elliptic curve) In Example 60, we look for the condition for
having a singular point. As (7.3) specifically becomes

yvi=x +ax+b,3x +a=0,2y=0

<:>x(—;—l—|—a)+b=0, 332 4+a=0, y=0
a=b=0, (x,y)=(0,0)

{a#0,403+27b2=0, (xv)’)z(_%,o) ’

it is found that when
4a® + 270> =0 (7.3)

3b
(x,y) =(0,0) or (—2—, 0) becomes a singular point (there are no others). As
a

(a,b) = (0,0), (-3, 2) satisty (7.3), using the same code as in Example 60, we
draw its outline (Fig. 7.3). It can be seen that at the singular point (x, y) = (0, 0)
in the former case, no tangent line can be drawn (as it is sharp), and at the singular
point (x, y) = (1, 0) in the latter case, multiple tangent lines can be drawn. |

Next, we define the blow-up of A? centered at the origin. First, we introduce a
subset

U:={(x,y [x:y]D)eA?xP'|xy =x'y} (7.4)
of A2 x P!, In other words, the set U consists of two types of elements: (x, y) X [x :

y] for (x, y) € A2 —{(0,0)}, and (0, 0) x [x’ : ¥'] for [x" : y'] € P'. Furthermore,
U can be written as U, U U, using the set

Uy i={(x,y,[x": YD e U | x" # 0}
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Uy ={(x,y,[x:yDeU|y #0},
and it becomes a manifold. In fact,
$x 1 Uy 3 (ay tx 0, [12 0:]) > (e, v0) € A?
and
by 1 Uy 3 (uyvy, vy, [y 2 1]) = (uy, v,) € A?

become a homeomorphism (1 to 1 and onto mapping that is continuous in both
directions). Also, we can confirm that

(ty, uxvy, [1:0c]) = (uyvy, vy, [y 2 1) = Uy = uyvy, vy = Uy, veuy =1

holds, so the coordinate transformation is given by

¢X(Ux n Uy) B (Mx, Ux) = (Ul’ uxvx) = (uys Uy) € (by(Ux N Uy)

X

1
¢)‘(Ux NUy) 2 (uy, vy) > (uyvy, M_) = (Ux, Vx) € O (U N Uy).

At this time, the projection 7 : U — A2, which corresponds only to the A? compo-
nent of the assembled U excluding the P! component, gives the isomorphism

T:U —{0,00} x P! 5 (x,y,[x : yD) > (x,y) € A> = {(0,0)},

when excluding the origin.

Next, we consider the algebraic set V C A? with d > 2. Consider the subset U’
of U N (V x P?~1) restricted to A? x P~ where w(U’) = V — (0, 0). Here, U’
does not include elements of (0, 0) x P?~!. Therefore, it does not generally become
an algebraic set. For example,

{(x,y) € A? | y* = x> +x*} — {(0,0)}

is not an algebraic set. However, adding (0, 0) to it yields an algebraic set (x, y) €
{A? | y2 = x3 4 x?}. Inthis way, for a subset U’ of A? x P?~!, the smallest algebraic
set containing it is called its closure, and it is written as U’. Then, the projection
m: U — A? is called the origin-centered blow-up of the algebraic set V, and the
manifold U’ = 7=1(V — (0, 0)) is called the strict pullback of V.

Example 66 InExample 65, when (a, b) = (0, 0), it has a singularity only at the ori-
gin. If the local coordinates of Uy, U, are (u,, vy), (uy, vy), they can be constructed
as
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Fig. 7.4 (a) The elliptic curve y> = x3 has a singularity at the origin. (b) It corresponds to the open
set Uy. (c) Removing the blue part (curve) corresponding to the singularity in V and taking the
closure (adding the origin) results in a curve without a singularity. (d) It corresponds to the open
set Uy. (e) Removing the blue curve (point) corresponding to the singularity in V results in a curve
without a singularity. (f) The open sets Uy, U, correspond, except at (0, 0)

FOy) = f e, uvy) = w3 (v — us)

fx,y) = fluyvy,vy) = vi(l — ui,vy).
In the former case, (x,y) = (0,0) <= u, =0, and in the latter case, (x,y) =
(0,0) <= vy, =0, so the U’ satisfying 7(U’) = V — {(0, 0)} is v2 — u, = 0 when

x #Z0 (uy #0),and 1 — uf,vy = 0 when y # 0 (v, # 0). Taking closures of them,
namely, vf = u, when x # 0, and ui’.vy =1 when y # 0 become the strict pull-

backs, both of which are non-singular. Indeed, for f (u, vy) = v? — u,, 37f =—1,
% = 2uv,, and it is impossible to make these three expressions zero simultaneously.

The same is true for f(u,, vy) =1 — uivy. Thus, V can be expressed in either of the
local coordinates { (i, vy) | vf =uch, {(uy,vy) | 1= uivy},andwhenitcanbewrit-
ten in both, they correspond by the coordinate transformation vy, =1, uy = u,v,,
vy = uyv,. In Fig. 7.4(c), (e), Uy, U, are open sets without singularities. Also, the
places where either of the local coordinates Uy, U, can be written (except the origin)
are shown in Fig. 7.4(f). [ |
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We would like to explain why generating two curves (c) (e) from the elliptic curve
in Fig. 7.4(a) can be said to have resolved the singularity. First of all, (c) corresponds to
V —{(0, 0)} represented in the local coordinates (u,, vy) (u, 7 0). And its pullback
(the inverse image of 7) is a subset of U,. Similarly, the pullback of (e) represented
in the local coordinates (u,, vy) (v, # 0) is a subset of U,. Therefore, the strict
pullback is given as a manifold as a whole. The original elliptic curve included
singular points, but after finite blow-ups, when seen as a manifold, it turns out that
there are no singular points in any local coordinates.

Note that if the algebraic set is not (x, y) € A? | y? = x3,but (x, y) € A? | y? =
x°, singular points cannot be resolved with a single blow-up. For the obtained local
coordinates, another blow-up is performed. In this case, the local coordinates of the
manifold are further divided. In the case of d = 2, it is known that singular points can
be resolved by repeating this process a finite number of times (Hironaka’s theorem).
For the general d > 3, it is necessary to apply the general blow-up introduced in the
next section.

Example 67 y?> = x7 has a singular point only at the origin. If the local coordinates
of Uy, Uy are (uy, vy), (uy, vy), they can each be written as

2 5 2,.2 3
f(u,h uxvx) = (MXUX) — U, = ux(vx - ux)

and
2 5 2 5.3
fluyvy, vy) = vy — (uyvy)” = vy(l —ujvg).

2 ui in the former has a singular point at (u,, v,) = (0, 0), and the

The term vy —
term 1 — v} in the latter is non-singular. Indeed, the term v} — u} can resolve the

singular point if another blow-up is performed using the method in Example 66.
Also, 1 — ufvf becomes zero only when u, = 0 or v, = 0 when differentiating with
respect to u,, vy, but in either case 1 — uivi does not become zero. |

Furthermore, in the case where the singular point is not the origin, as in the
following example, perform a parallel shift of the coordinates and then blow up.

Example 68 In Example 65, when (a, b) = (—3, 2), it has a singular point only at
(1,0). If x — x + 1, then

Vo3 43x 2=y - - D@+ > Y -+ 1= D>+ 14+2) =y> —x2(x +3)

can be achieved, so consider the parallel-translated origin passing y> = x3 + 3x2. If
the local coordinates of U,, U, are (uy, v,), (uy, vy), they can each be written as

f e, uvy) = (uev)? —ul = 3u; = wy (0] —uy = 3)
fluyvy,vy) = vf — (uyvy)3 — ?a(uyvy)2 = vi(l - uf,vy — 3u§).

v% —u,—3=0,1- ui,vy — 3uf, = 0 are the strict pullbacks, and both are non-
singular. ]
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7.4 Hironaka’s Theorem

The theory of resolving singularities in the previous section was constructed by
Heisuke Hironaka in 1964.

Proposition 27 (Hironaka [4, 5]) Let f be an analytic function from a neighborhood
of the origin in R? to R, with f(0) = 0 and not a constant function. Then, there
exists a manifold U, an open set V of R? containing the origin, and an analytic map
g : U — V that satisfy the following conditions:

1. For any compact set K of V, g~'(K) is a compact set of U.

2. Let Vo:={x eV | f(x) =0}and Uy :={u € U | f(g(u)) =0}, then g gives
an isomorphism* of U\Uy and V\Vj.

3. Foreach P € Uy, there exists local coordinates (uy, ..., ug) of U with P as the
origin, and using a multi-index k = (K1, ..., kq) € N¢ and a sign S € {—1, 1},
it can be written as

flgw) = Suf' ... uy’. (7.5)

4. The Jacobian of x = g(u) can be written as an analytic function b(u) # 0, using
a multi-index h = (hy, ..., hg) € N9,

g' ) =bayul' ... ul. (7.6)

A representation by local coordinates as in (7.5) is called a normal crossing. In
this book, we do not prove Hironaka’s theorem, but instead perform blow-ups for
some specific manifolds, not algebraic sets, to find normal crossings.

Regarding Proposition 27, there are two points to note. First, in this book, we
consider K () = Ex[log ’;,((Xxlfg))], 0 € O as the function f. That is, it is only applied
in the neighborhood of each 6, € ®,. Second, the domain of the function g is U,
or it is expressed as a function of local variables. The same function symbol g is
used even if the local coordinates are different, but the correspondence for each local
coordinate is described.

This may be a bit late to mention,” in Watanabe’s Bayesian theory, (so-called)
singularity resolution is not used. Whether a certain 6, € ®, is regular or not, the
normal crossing form is sought. Hironaka’s theorem guarantees that a normal crossing
can be obtained whether it is singular or non-singular. In this sense, it may be said that
there is no relationship between whether a point is regular in statistics and whether
it is singular in algebraic geometry.

In the following chapters, Hironaka’s theorem will be applied in the neighborhood
of 0, € O,.

4 Maintains the same structure as the analytic manifold.

3 In the field of algebraic geometry, it seems that Proposition 27 is called the singularity resolu-
tion theorem, and the process of finding the normal crossing form is called singularity resolution.
However, in this book, such a description is used for the understanding of beginners.
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Fig. 7.5 By variable transformation, (x, y) is expressed in local coordinates (four types in this
example), and the normal crossing of y2 — x3 is found

Example 69 When Hironaka’s theorem is applied, Examples 66, 67, and 68 become
as follows. For instance, if it is y? — x3, the procedure is as shown in Fig. 7.5.

f(x,y) g(u) g () S (gQw) N K h
(ul,u%ug) u% 7u?(l 7u1u%) —1 3,0) 2,0)
y2 —x3 (uqug, uy) up u%(l — u?uz) 1 ,2) ©,1)
(Example 66) (uyu3, uyu3) uyu utu§(1 —uy) 1 2,6) 1,4)
@y, udud) | whid —uSu3(1 - up) -1 3 | &2
(uyua, u3) up u3(1 = uju3) 1 0,2) (1,0)
y2 —x> (u|u2,u]u%) ulu% u%ug(l —u?uz) 1 2,4) (1,2)
(Example 67) (ulu%, u%u%) u%ug u‘l‘uéo(l —uy) 1 4,10) (2,6)
Wz, udu3) | ubu3 —ul0up (1 = up) -1 | a0 | 6.3
(uy, w3uz) u3 —uj(1 —ugu3) -1 G0 | G0
y2—x3 =322 (%,umz) Ll —u%(l—u§+3%) -1 @0 | o
(Example 68) (ujuy, up) uy u3 (1 = uduy - 3ud) 1 0,2) 0, 1)

In the first example of Example 69, —u?(l — ulu%) ~ —u?, 1-— ulug becomes 1
near the origin. Even if a polynomial that becomes 1 at the origin is multiplied in this
way, a normal crossing can be obtained. As shown in Example 69, a normal crossing
cannot be obtained by performing a variable transformation within the range of a
rational map. In general, it becomes the product of a normal crossing and an analytic
function that does not become 0. If the variable transformation is performed within
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the range of an analytic map, it becomes a normal crossing. For example, in the case
of Example 66, it is sufficient to apply an analytic map that makes u; (1 — ulu%)l/ 3
a single variable.

In the previous section, we introduced the blow-up centered at the origin ford = 2,
but for d = 3, it becomes

Ox : (Uy, UxUy, UxUg, [1: Uy : ul)
Dy s (Uxlty, Wy, uytty, Uy 012 u,])

Ozt (uxug, uytg, uz, [uy 2 uy 2 1]),

and it is extended to the general d > 2. However, there may be cases where the
normal crossing claimed in Hironaka’s theorem cannot be obtained with the blow-up
centered at the origin. From here on, we will introduce the blow-up centered at the
ideal. The blow-up centered at the origin was

U={0,....,0} x PV U{(x1,....xq.[x1 1 xqD) | (x1,...,x2) # 0,...,0)}

for the general d, but the blow-up centered at the ideal uses the ideal I € R[x]
generated by f1, ..., f, € R[x], and it is set to be

U=V xP" U, ..., xa, [ix1, ..., xg) 1
Sy x)D | (L. xg) € VD).

Note that
.fl('xh'-'axd)=03"-7fm(xl5'-"xd)=0<:> ('xl5"'7xil) e V(I)'

In the blow-up centered at the ideal, it is not necessary to use all of x, ..., x4.
The blow-up centered at the origin is equivalent to the blow-up by the ideal
(fikx) =x1, ..., fa(x) = x4). In other words, the blow-up centered at the ideal
is a generalization of the blow-up centered at the origin. In Example 70, we perform
a blow-up using z, x in (1), y + «, y in (2), and [3;, y in (4) as the generators of the
ideal.

Example 70 For the function
[y, 2) =@y 427 +x7y*,
we seek a normal crossing representation by local coordinates as shown in Fig. 7.6.

Then, we define the mapping from each coordinate U; = (u;, v;, w;), i = 1,2,3,4
to R3 in
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zZ=ox y+ a1 =0y 01 ="y .
(1) ! (2) (4) ()
\ y%

(3) (5) (7)
y = [a(y + 1)
(1) f=(zy+2)?+2%y (5) f:m%y+ao%1+mﬂy+an%
2) f= xQ{(y+m)2+y} 6) f=22y*(1+~])
(3) f=22{1+my)?+a?y'}t (7) f=2*4360*1+?)
(4)  f=2*2(B%+9?)

Fig. 7.6 The normal crossing of the function f(x,y,z) = (xy 4+ z)? + x%y* is shown in (3) (5)
(6) (7), and for this, the variables «, a2, 51, B2, 71, 2 are introduced

(x,y,2) = (uwy, vy, wy)

(x,y,2) = (uz, vawa, uz (1 — v2)wy)
(x,y,2) = (u3, v3, uzvz(v3w3 — 1))
(x,y,2) = (ug, Vawy, usgvsws(wy — 1)).

However, let ay, an, 51, B2, 71, 72 be the values defined in Fig. 7.6, and let
(uy, v, wy), (U2, v2, wa), (U3, v3, w3), (U4, V4, Wa)
:(a27 Y, Z)9 (.X, 627 y + Oé]), (-x» Y, W1)7 (xv Y2, ﬂl)s

respectively. For example in the local coordinates U;, we have f(g(u;, vy, wy)) =
wf(ul v+ D2 +u? v1 , and the Jacobian is obtained from

Ox Ox Ox

T o oy w0
9y 9y 9 |
i
(3141(91]161[}]

as ¢'(uy, vy, wy) = |w;|. The same calculations can be done for the others, resulting
in the following.

i Ui fgi, vis w)) g (i vi,wi) | (81, K, K3) | (1 ko h3)
1 U wl{@yvy + 12 +udvf) w; (0,0,2) (0,0,1)
2| Uy | wdwid+viwd) uywy 2.,0,2) (1,0, 1)
3 vz | Bviwd+ u3v3 2,4,0 (1.2,0)
4 Ug | ahdwia o) ugvaw} 2,2,4) (1,1,2)

Also, the Jacobian ¢’ (u;, v;, w;) # 0 is the necessary and sufficient condition for
the local coordinates and x, y, z are isomorphic, so it would be good to perform the
pasting according to each condition of
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g W, v, w) #0 = w; #0&= 7 #0

g Uz, v2, w2) #0 = uwr, #0 = xy+z#0
g (u3, v3, w3) #0 <= uzv3 #0 < xy # 0

g (ug, v4, wa) # 0 <= ugvawy # 0 < xy #0.
Both of them can be seen to correspond to (7.5) and (7.6). |

Example 71 The normal crossing representation of the function f(x,y,z, w) =
(xy + zw)? + (xy? + zw?)? by local coordinates is shown in Fig. 7.7. We try to
perform the blow-up from Eq. (7.3) in two types of procedures. Although the obtained
local coordinates are different, both of them are normal crossings obtained in (5) (7)
(9) (10) (11). In addition, we introduce the variables &1, &, &3, oy, a2, B, B2, 71, V2,
01, 2. Also, the blow-up between (1) and (2) is symmetrical for (x, z), (¥, w), so
we only performed the former because the same result can be obtained either by
y=&worw=5)y. u

At the end of this section, we omit the proof but present a useful generalization
for Bayesian theory by Watanabe. The specific application will be discussed in the
next chapter.

Proposition 28 (Simultaneous normal crossing[4, 5, 13]) Let fo, fi,..., fm be
analytic functions from a neighborhood of the origin of R? to R, where for each
i=0,1,...,mwe have f;(0) = 0 and they are not constant functions. In this case,
there exist a manifold U, an open set V in R? containing the origin, and an analytic
map g : U — V that satisfy the following properties:

1. For any compact set K in V, g~'(K) is a compact set in U.

2. g gives an isomorphism between U\Uy and V\Vy, where Vo :=U7" |x € V|
fix) =0and Uy :=VU" ju e U | fi(g(w)) =0.

3. For each P € U, there exist local coordinates (uy, ...,uy) of U centered at
P, multi-indices k(i) = (k1(), ..., k(@) e N, i =0,1,...,m, analytic func-
tions a;, 1 <i <m, and a sign S € —1, 1 such that we can write

folg@) = Su™ | filgw)) = a1 @™, ..., fu(g)) = ap @)u"™.
Here, u"® = u"" | uZ"(i).
4. The Jacobian (determinant) of x = g(u) can be written as g'(u) = b(u)u", where
b(u) # 0 is an analytic function that is not zero, and h = (hy, ..., hg) € N isa

multi-index.
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(1) y==&w (2) 53 = 1'51 +z (3)

Um

3) 3= a1w ap = fix 51 =71& =0m

1()
m LEX f% \
" = 02(&1 — 1)
(1) (zy + 2w)? + (xy® + zw?)? (7)) afw {1+ (o€} +w — $261)°}
(2)  w{(a& +2)° +w? (@€ +2)°} (8)  w'2?G{ri+ (& +mnw-1)%}
(3)  w{& +w?(a&f + & — &)’ (9) Zw%f{l + (6175 + w — 72)*}
(4) w'{ad+ (@ + cqw —x6)*}  (10) 2w {1+ 6 PPyi{1 + (6 +w)?}
(5)  a3&3{l+a3(a&f +& —x6)?} (1) w 1251 (& = 1)*{63 + (1 + Sow)?}
(6)  2?w{B] + (& + Biw — &)}
ﬁl =7(& — 1)
3) &3 =16y oy = i w =061 (10)
5& wk \ VM
51 —-1= “251
(4)  w&{ad +w?(z6) + a1 — )%} (8) 5 (& = 1)*{7f +w?(n +1)°
(5)  w&{l+w?(zasés +1—zaz)?}  (9) (1+7251) 51{1 + (1 +92)*w?}
(6) 2w {Bf +w? (& + 0 —1)%F  (10) P7E (6 — {1+ 6 (m + 1)}
(7)) wGai{l +w?(Beés +1—(2)%}  (11) w4$2§%(§1 D&+ (1 +m)%

Fig.7.7 The normal crossing representation of the function f'(x, y, z, w) = (xy + w)? + (xy? +
zw?)? by local coordinates. We tried to perform the blow-up from Eq. (7.3) in two types of proce-
dures. Although the obtained local coordinates are different, both are normal crossings obtained in

(5) (M (9 (10) (A1)

7.5 Local Coordinates in Watanabe Bayesian Theory

As mentioned in Chap. 2, when a statistical model p(-|0)6 € @ is given, let ® denote
the set of § € © that minimizes the Kullback-Leibler divergence with respect to the

true distribution g (-):
q(X) }
E|lo .
[ ® p(X10)

In the general case without assuming regularity, ®, may contain multiple elements.
Furthermore, since we assume finite relative variance in this book, according to
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Proposition 1.3 (1), the statistical model is homogeneous, and the distribution p(-|6,)
does not depend on 6, € ©,. Hence, the function

p(X10,)

K (0) = EJ[l
)= Ellog * 5 0)

]

does not depend on 6, € ©,. In Chap. 8, we assume that K (-) is an analytic function.
Thus, ©, is an analytic set. For each 0, € ©,, we shift the coordinates by the amount
corresponding to 6, and apply Proposition 27 with each of them as the origin. Then,
using the local coordinates of the corresponding manifold in the neighborhood of 6.,
we express K (0) in the form of a normal crossing.

In Chap. 5, we mentioned that we only need to remove regularity constraints on
® contained in B (¢, 6,) , 0, € ©,. Here, it is essential to note that the posterior
distribution we want to derive in Watanabe Bayesian theory is with respectto ®,, :=
U(,*e@* B (¢,, 0,), not ®.

For each 0, € ®,, when we take 0, as the origin, the mapping from Propo-
sition 27 which is g : U — V can be denoted as: g : U(6,) — V(0,) By patch-
ing these together, it is given by: g: U — V, where U := UQ*eG)* U(f,) and
V.= Ue* o, V(0,). In this context, rather than setting g for each 6, with 6, = 0, a
common g adjusted by 6, is utilized. Therefore, for each 6, € ©,, we determine the
normal intersection of f(g(u) — 6,). If V is compact, from Proposition 27.1, U is
also compact. This implies U can be covered by a finite union of open sets. Notably,
by merging several open sets, each can include the point u such that g(u) = 0.

Without loss of generality, each local coordinate of the open set can be taken as a
cube of size 2 centered at some element of g~'(®,). Furthermore, we can partition
each into 2¢ pieces, and adjust their signs to set each local coordinate to [0, 1)¢.
Such variable transformations change the Jacobian. As long as it doesn’t become
zero within the local coordinate, it doesn’t impact discussions in the next chapter.
Ultimately, each of the finitely obtained open sets is denoted as U,,.

Additionally, by taking a sufficiently large n, we have ®, C V And U can be
restricted to g~ (®,,).

Finally, each parameter # € ®,, can generally be written in multiple local coor-
dinates. And usually, open sets of manifolds overlap, so in the next chapter, without
losing generality, we assume the following: That is, construct a C* class function
Pa i g7V (©,,) = [0, 1] that satisfies the following three conditions:

1.0 <pa(u) <1
2. supp po € U,
3. ) 4 pPau) =1

This is called a partition of unity®. The support supp p,, is defined as the smallest
closed set containing pointsu € g~! (®,,) where p,, () > 0. Forexample, foru € U,
and

6 As in Murakami [18], the partition of unity is an existing concept in manifold theory.
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you can set p, (1) = 5

I—[Llexp<—1_1_), O<u; <l,i=1,...,d
oo(u) = i
0, otherwise

0o (1)

o Oor ()

Exercises 67-74

67.

68.

69.

70.

As with the one-variable polynomial R[x] with real coefficients, ideals can be
defined for the set of all integers Z. What kind of a set is the ideal / generated
by J =2,3?

For the elliptic curve y2 =x34ax +b,

(a) Run the program from Example 60 with the settings below, and output the
elliptic curve.

1 |[a <- 0; b <-0; x.min <- —1; x.max <- 5 # the first one
2 |a <- —3; b <- 2; x.min <- —3; x.max <- 3 # the second one

(b) Demonstrate that the condition for including a singular point is (7.3). Deter-
mine whether each of the following is singular or non-singular:

(a,b) =(=3,3),(1,0), (-1, 0), (0, 0), (=3,2).

Also, where are the singular points for each singular elliptic curve?

With regards to the Hausdorff property of topological spaces, demonstrate the
following:

(a) A metric space M is Hausdorff. [Hint] Use the triangle inequality dist
(x,y) <dist(x,z) +dist(y,2),x,y,z € M.

(b) Consider the set of all integers Z as the whole set M. Initially, only include
2n+ 1 and 2n — 1, 2n,2n + 1 for each n € Z in U, and generate elements
of U to satisfy the second and third properties of a topological space. In this
case, M is not Hausdorff.

Derive the coordinate transformation for each of the following manifolds:

(a) For P! = {(U;, ®i)}i=0.1.....q, the coordinate transformation of

U; :={[xo:x1:-~-:x,-,1:1:x,-+1:~-~:xd]e]P’d}

O Uid[xoixr o iximp s Lixiyey teo0 0 xy4]

d
I—)(X(),)C],...,x,‘_|,)€,‘+1,...,xd)GA
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from ¢; (U; N U;) to ¢;(U; N Uj) is given by (7.1).
(b) For the blow-up at the origin of A?, the coordinate transformation of
(Ux, ¢x), (Uy, ¢y) is given by

1
d)x(Ux N Uy) 3 (Uy, vy) > (v_’ UyUy) = (uys vy) € (by(Ux N Uy)

X

1
¢y(Ux N Uy) > (uyv vy) = (uyvyv u_) = (uy, vy) € $, (U N Uy)-

71. Show that the set
() x [y e A x P! | xy' = x'y)
matches the set below.
{6, y) x [y 1€ A2 x P [x : yl =[xz y'Tor (x, y) = (0, 0)}.
72. In Example 69, a normal crossing is obtained using five local coordinates for
y% — x3. Construct a figure for y> — x> similar to Fig. 7.5.

73. In Example 70, a normal crossing is obtained for four local coordinates. Explain
the operations up to obtaining the table below.

i Ui | fleui v, w) g (i, vi,wi) | (k1K K3) | (h1 ko, h3)
1o | o + D2 +udedy | ow 0.0.2) 0,0.1)
2| Uy | w3wi(+viuwd) upwy (2,0,2) (1,0, 1)
30 vy | udviwl4n u3v3 (2.4.0) (1.2,0)
4 Uy | udiwia+od) ugvawy 2.2.4) (1,1,2)

74. In Example 71, the operations to obtain the local coordinates are performed in
two ways. For each of the local coordinates (5) (7) (9) (10) (11) in the first
method of Fig. 7.7, calculate the Jacobian |¢(-, -, -, -)|.



Chapter 8 ®)
The Essence of WAIC Geda

Based on the introductory content of algebraic geometry learned in the previous
chapter, this chapter delves into the core of Watanabe’s Bayesian theory. As learned
in Chap. 5, the generalization to non-regular cases assumes that even if there are
multiple 6,, the range of B(e,, 0,) is considered. In Watanabe’s Bayesian theory,
the Jacobian of the variable transformation § = g(u) is |g’(u)|, and the integral
f[o’l](,[-]|g/(u)|du is used. The integral is calculated by integrating the value of

Ex[log If(’)(()‘(—;?;)))] = u” for the same u with ¢, and finally integrating it with 7. In

other words, we find the integral of fw!]][,[-]é(t —u")|g (u)|du as a function of ¢
using the § function, and ignore terms that become small when ¢ — 0. The formula
obtained in this way is called the state density formula in this book. The resulting
posterior distribution does not converge to a normal distribution as n increases, but is
expressed in a beautiful form using empirical processes. As a result, the relationship
Ex, x,[Gn]l =Ex, x,[WAIC,] 4+ o(1/n) (Proposition 25) holds without assuming
regularity. Finally, we prove that WAIC and cross-validation show almost the same
value. The generalization from Chaps. 5 and 6 to 8 has the following relationships:

Chaps. 5 and 6 Chap. 8

Regular General
Posterior Distribution P. 15 P. 33
Gy, Ty P.18,P. 19 P. 35
Ex,..x,[Gnl, Ex,..x,[T;] P 24 P. 37
Ex,..x,[Gx] P.25
=Ex,..x,[WAIC,]1+ o(1/n)

(“P” denotes Proposition)

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 171
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8.1 Formula of State Density

In the following chapters, we will need to compute integrals of the form:

/ [function of 8]df = / [function of g(u)]|g’(u)|du.
£([0,119) [0,1]¢

As pointed out in Chap. 5, the generalization without assuming regularity is only
carried out for small values of u in the range of B(e,, 0,), that is,

p(X10,)
= Ey[log -7 .
fgu)) X[ng(X|g(u))]

Watanabe’s Bayesian theory is based on the idea that when u" = f(g(u)) and
lg'(w)| = b(u)|u|" in Hironaka’s theorem, each value of u € [0, 1]¢ is classified by
the same value of t = u". The aim was to evaluate the integral for sufficiently small
values of ¢.

In this section, we consider § as a function, and for u € [0, 1]¢ and 7 € [0, 00),
we derive the specific value of

8(t — u™)|u|"b(u)du (8.1)

(Proposition 30, Formula of State Density). Note that b(u) is assumed to be an
analytic function with positive values as the local coordinate ¥ moves within [0, 114,
Moreover, the § function is defined as follows.

A function §(-) that satisfies

f5(X)<p(X)dx = ¢(0)

for any infinitely differentiable function ¢ (x) is called a hyper function. Intuitively,
for a > 0, it can be understood as the probability density of the uniform distribution
in the interval [—a, a] given by

| 1/2a, x| <a
Jalx) = {O, otherwise ’ (8.2)
when a is sufficiently close to 0. Figure 8.1 shows how the uniform distribution
changes with each value of a, using the following code:

delta <- function(a, j) lines(c(-—a, a, a, —a, —a), c(0, 0, 1/a, 1/a,0),
col=j) a.seq <- seq(0.01, 0.05, 0.01)

plot(0, x1lim=c(—0.05, 0.05), xlab="x", ylab="fa(x)",ylim=c(0, 100), type=
",
main="Uniform Distribution")

for(a in a.seq) delta(a, ax100+1)

legend("topleft", legend=a.seq, col=2:6, lwd=1)
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Uniform Distributions

o
S
= | o001
2 - 0.02
—— 0.03
2 0.04
- ©
2 —— 0.05
=< o
<t
o _|
N
-

\ \ \ \ \
-0.04 -0.02 0.00 0.02 0.04

xT

Fig. 8.1 Uniform distribution on [—a, a]. As a approaches 0, the values near x = 0 become
infinitely large

We can define integration elements using generalized functions. For example, an
integral using D(x, y) = 6(x*> — y) on R? is given by

/w foo f(x, y)D(x, y)dxdy = /w fx, x?)dx.

Here, for areal-valued measurable' function £ (¢) on (0, 0o), the complex function
F(z) defined by the following is called the Mellin transformation of f(t):

oo
M: f—F, F(z):=/ t*f(t)dt, z € C.
0
Although not proven in this book, the inverse Mellin transformation

M F f

is known to uniquely exist as long as [;~ 1% f(1)dt < oo (where Re(z) is the real
part of z).

! For the measurability of functions, refer to 3.3.1 Random Variables.
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Example 72 Form > 1 and A\ > 0, let

M (=lognm Tt 0<t < 1
Sm(8) = {0 , otherwise.
The Mellin transformation of f;,(¢) is given by
Mifl) = 2= (83)
mli(Z) = . .
(z+ )"

Equation (8.3) is derived by using integration by parts when the real part of z is
greater than® —\:

1
M[ fn1() =/ 172N (—log )"~ 'dr

0

1 -1 !
=[ﬁﬁ“(—1ogr)’”*l]é+—m+ T / 7 (—log )" 2d1
Z Z 0

_m-l ./lﬁ“(—lo 0" 2de = "L M1 f11)
oz A o & T e
_ (m—=1)! _m=D! 1 (m=D!
a (Z+/\)’"‘1M[f1](z) B L e N L

Next, let h € N¢ and f : [0, 1] — Rx. The Zeta function

((z) = fu)u'du, zeC
[0,1]¢

coincides with the Mellin transformation of the density of states function on [0, 114,
v(t) == / 5(t — fu)u"du.
[0,17¢
In fact, since
pr = [ v~ pa,
0

the following holds:

2 when the improper integral lim,_, o f: 12121 (—log 1)~ 'dt converges.
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¢(2) =/ f(u)zuhdu=/ / tzé(t—f(u))uhdtduz/. fu(t)dt.
[0,1)¢ [0,1)¢ JO 0
(8.4)
Example 73 Let f(u) = u”, k = (K1, ..., kq), and h = (hy, ..., hy) € N¢; the

Mellin transformation of the density of states function v(r) = f[o 19 5@t — uu"du
is given by (8.4), with \; = (h; + 1)/k;; we have

d d u{s‘,,-z—&-h,-ﬁ-l 1
() = / W u"du = f wiEth gy — —t
‘ [0,11¢ [l 0wl =11 kiz+hi +1

i=1 i=1 0

1 1 1
— . (8.5)
M i+ 201 IS s [T @+ )

‘We call the value

h: +1
A:= min —Z +
I<j=d  K;

>0

obtained from the multi-indexes , h € N the real log canonical threshold. If k; = 0,
then (h; + 1)/k; = 0o. We consider the case where at least one of k1, ..., kg is
greater than or equal to 1, that is, when ) takes a finite value. We call the number of
elements m in the set

h_,‘ +1
Kj

Si={l<j<d|\= )

the multiplicity. Forexample,if k; = 0,then j ¢ S. Wedivideu = (uq, up) € [0, 114
into u, = (u;)jes € [0, 1]" and the rest u, = (u;) j¢s € [0, 119", We also define
= (=AKj + hj)jes € Q7™ corresponding to u; and

o —Arjth;
= [T

JES

Furthermore, let 7, 1= [(m — D![] ;5% ;17". Then, the following proposition
can be obtained. '

Proposition 29 When m = d, that is, when "1 = X for j = 1,..., d, the follow-
ing holds:

A-1
(= (8.6)

0, otherwise.

v(t) = / 5t — uudu = {7‘” log)™, 0<1 <1
[0,114



176 8 The Essence of WAIC

Proof By applying Examples 72, 73, and (8.4) in order, we have that for v; =
d ~
(@ — D52, w170

1
@+ I, A

1
=((2) = / / 17 6(t — uududt
o Jioay

holds. By comparing the [-]in |, 01 t*[-]dt, the proposition is obtained from the unique-
ness of the inverse Mellin transformation.

1
/ 17 gt N (= log ) dt =
0

]

Proposition 29 assumed m = d, but now let’s consider the general case with

m < d, i.e., the case that includes j such that “&1 > ). First, if there are s different

types of A\j such that A=A < -+ < A, then by decomposing (8.5) into partial
fractions (Exercise 76),

T 1 e (= D!
C(Z)—CE(ZJ”\]()W B Z (2 + \e)/

k=1 j=1

we find that such C e Rand ¢; ; € Rexistfork=1,...,sand j =1,2,...,my.

Next, note that the linearity of the Mellin transformation M[f + g] = M[f]+

M|g] = F + G implies the linearity of the inverse Mellin transformation M ~![F +
= f+g¢g=M"'[F]+ M~'[G]. Then, from (8.3),

]\4*1[(Z + )\k)*j] — M

’

(G =D!
which implies
- e, i (j— 1! : M1 (—logt)/ !
C@1=M [;,Zl o] ) leJ(J—l)' Lo
Therefore, we have
s my
v(t) = Z ch,jﬂrl(—log £)i! (8.7)

k=1 j=1

Thus, to obtain the leading term t*~! (— log #)" ' of v(t) ast — O\ = A\, m = m,),
itsuffices to investigate the pole z = —\ of ((z). In this way, the following proposition
is obtained.
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Proposition 30 (State Density Formula) Let du™ := ~,,0 (ua)u,’;‘ b(u)du, ast — 0,
the following holds:

5(t — umHu"buwydu = ' (—=log )" 'du* + ot} (—log )™ 1).

Proof Refer to the appendix at the end of the chapter.

Since the term d(u,) is included in du*, when integrating over u € [0, 114,
pay attention to the fact that we should integrate over the range u, =0, i.e.,
up € [0, 17197,

In the next section, we will examine the behavior of § € ® contained in B(e,, 0,.),
which is equivalent to investigating ¢ values close to 0. As t — 0, the value of v(¢)
is dominated by the k that minimizes \; and, in the case of having the same values,
by j = my.

Example 74 If the state density on [0, 1P is
5@t — x*y¥ 20 x'y P dxdydz,
then with k = (4, 8, 6) and h = (1, 3, 3), we have

o141 341 341
A = min{ , ,
4 8 6

’

A=1/2,m =2, and u = —Ak3 + h3 = 0. Therefore, we obtain

- _ 1
7m=[(m—1)!]l:!nj] L—[11-4.8] 1:3_2

and

1
5t — x*y820x 13 Bdxdydz = 5z—l/Z(— log 1)5(x)8(y)dxdydz + o(t~"/*(—log1)).

Suppose we apply Hironaka’s theorem (Proposition 27) to an analytic function
f on RY, and obtain the normal crossing representation (7.5) (7.6) for each local
coordinate U, . Since f is not a constant function, at least one of k1, ..., kg must be
greater than 1. In this case, for each local coordinate U,, we can compute the real log
canonical threshold A = min; ;<4 A’ and the corresponding multiplicity 7).
In the following sections, we will also need to compute the minimum value of A(®,
denoted by ), and the corresponding multiplicity m (the largest of m® for which
A = A@). We may simply write these as A and m.
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Example 75 For Example 70,

(K1, K2, k3) = (0,0,2),(2,0,2),(2,4,0), (2,2,4)

(hi, ha, h3) = (0,0, 1), (1,0, 1), (1,2,0), (1, 1,2)

h 1 h 1 h 1 3 3
( l + s 2+ ) 3+ ) = (OO’ oo, 1)5(15005 1)’(17_700)’(1715_)
k1 Kk K3 4 4

and the values of (A\(Y, m(®) for each U, are

33
AD @ A® A@y (11,22
( ) =( 2 4)
and
mP,m® m® m®y =(1,2,1,1).
Thus, A =3/4and m = 1. |

In this book, we do not prove it, but the values of A and m are independent of
the choice of the normal crossing representation (7.5) guaranteed by Hironaka’s
theorem.? It is known that they do not depend on the choice of local coordinates.

The state density formula will be applied in the derivation of the free energy and
posterior distribution in the next section (Propositions 32, 33).

8.2 Generalization of the Posterior Distribution

The generalization to the irregular case of the posterior distribution can be done only
in the neighborhood of 6, € ®,. However, in the non-regular case, there may be
multiple such 6, values. Nevertheless, the assumption of having a relatively finite
variance implies that ©, is homogeneous (Proposition 2), i.e., p(-|0.) = p(:|0.) for
0., 0, € O,. Therefore, K (f) becomes the same function, and the same posterior
distribution is obtained for any ... In other words, even if ®, has multiple elements,
they cannot be distinguished and can be regarded as identical. In the following,
without loss of generality, we arbitrarily choose an element of ®, and denote it as
0.
In this section, we investigate the function of 6

3 For readers specializing in algebraic geometry, you may understand that “\ and m are birational
invariants”.
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X0,
K (6) = Exllog ” (<x||0>)] - / F . 0)g(0)dx (8.8)
P X
when the log-likelihood ratio
o p(x10,)
SO0 =log ", gy

has a relatively finite variance. However, since we do not assume regularity, 6, € O,
is not unique.
First, we assume the following that also implies Assumption 1.

Assumption 4 The log-likelihood

p(x16,)
p(x|0)

f(x,0) =log
is a L?(g)-valued analytic function.

This implies that K () = fX f(x,0)q(x)dx is also a R-valued analytic function. In
fact, when f(x,0) = >, a,(x)(0 — 61)", we have

larllz =/ f 4 (r2q(0)dx = | / 4, (1)q (x)dx],
X X

S lalalt =01 < 00— 31 [ awacodxlio o1 < oo
r r X

ie.,

holds. Therefore, Hironaka’s theorem (Proposition 27) can be applied to K (#). Addi-
tionally, from the definition of 6, € ®,, we know that the Kullback-Leibler informa-
tion quantity satisfies D(f) > D(0,), which means that (8.8) is non-negative. Also,
when we set the local coordinates g(u) = 6 € ©, using (7.5) from Proposition 27
with K = 2k € N? and S = 1, we obtain

p(X16.) 2%
K = Ex[log —————] = , 8.9
(g(w)) x[log p(X|g(u))] u (3.9)

where u is the local coordinate corresponding to 6. Moreover, Assumption 4 is
necessary when applying the empirical process (Proposition 11) to the log-likelihood.

For now, we will fix the discussion to a single local coordinate. Firstly, the fol-
lowing proposition holds.

Proposition 31 When f(x, g(u)) has a relatively finite variance, there exists a
Lz(q)—valued analytic function a(x, u) such that
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f(x, g@w) = uka(x, u). (8.10)
Proof If we apply Hironaka’s theorem (Proposition 27) to K (6) > 0, we get
K (g(w) = u*.
From the definition, we have

K(gu) = Ex[f(X, g(u))]

and assuming that it has a relatively finite variance, there exists a constant C > 0
such that

W > C / () f (x, g(w)dx .
X

which leads to

Jlx, 8@) f(”))}%zx. (8.11)
u

1chq(x>{
X

Moreover, by Assumption 4, the log-likelihood f (x, g(u)) is an analytic function of
u. So, if we denote the remainder when f(x, g(u)) is divided by u" as b(x, u), we
can write

fx, gw) = ubalx, u) + b(x, u).

If b(x, u) is not a zero function, then b(x, u)/ u* would not be bounded as u* — 0,
contradicting (8.11). Therefore, b(x, u) must be identically zero. m

In addition, by taking the average of both sides of (8.10), we have
Exla(X,u)] = u*, (8.12)
which holds true.

In the following, we will use the validity of (8.10) and (8.12) to generalize the
posterior distribution that was derived in Chap. 5 for the regular case. For that purpose,

in this section, with the observed data x4, ..., x,, € X, we will consider the function
60 = = 3t — at.w) (8.13)
Vi

Between &, and 7, defined in (5.1), we have the relation

gn (u)uk =T (g(u))
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by (8.9), (8.10), and (8.12). Therefore, from Proposition 11, since the empirical
processes 11, . . . , ), converge in law to the Gaussian process 1, 1, &2, . .. are also
empirical processes that converge in law to the Gaussian process £ such that

Eu* = n(gw)).

Their mean is 0, and their covariance is given by

1 n n
Exl& (&) = Ex[= 3 ) (" —a(Xi, u)Hv" — a(X;, v))]

i=1 j=1

= % D Exl{ut —a(X;, uh)H* —a(X;, v}
i=1
= Ex[a(X, u)a(X, v)] — u*v~. (8.14)

The operation of the mean, which was Ex, x,[-] foreachn in X, ..., X,,, will be
represented as E¢[-] in the case of the limit Gaussian process.

The condition of having relatively finite variance mentioned in Sect. 1.3 is essen-
tially important, but several other assumptions are also necessary.

Assumption 5 The prior probability ¢(6) can be expressed as the product of a non-
negative valued analytic function ¢; and a C* function ¢, that takes positive values
on O, i.e., p(0) = ©1(0)p2(0).

For example, in cases where the prior probability ¢(8) = ¢, (0)p2(6) = 0 when
K (0) = 0 (such as the Jeffreys prior distribution; see Sect. 8.5), one will need to
resolve the singular points of K (f) and ¢ () simultaneously (Proposition 28).

In the following, we will proceed with the analysis by considering K(6) =
K(g(u)),i.e., ¢ = @, when

P(X16.)

K(0) = Exllog -

1.

One could interpret the C* function p,(«) introduced in Chap. 7 as the function
obtained by multiplying ¢»(g(u)) by pa(u).
Moreover, the compact
®={0 eR!Im(6) =0,....7u(0) =0}

can also be transformed into a local coordinate

§7'(©) = {u e Ulm(gw) = 0,...,m(gm) > 0}
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by simultaneous normal crossing (Proposition 28). Therefore, the following assump-
tion is necessary:*
Assumption 6 m(0), ..., m,(0) are analytic functions.

In fact, in order to transform m; () into m; (g (u#)) foreachk = 1, ..., m according

to Proposition 28, m (f) must be an analytic function.
Then, from (8.10) (8.13), we have

n n

Y log % = ; flxing) = ukatxi, u) = nu™ — /nut&, )

i=l1 i=1

For the posterior distribution [T, p(x;|6.) f(.) Q(0)do

H?:] p(x;10)

Ty PO = exploma + @)l b(uydu
i=1 [ANES

Q(0)do =
using the properties of the § function, we obtain
o
Q(0)db = / dré(r — u™)u" exp{—nt + /n7&, (W)} (u)du
0

_ / - ﬁa(é — 1y exp{—t + V1€, )}b(u)du.
0

n

where the integration is only done with respect to d¢, and 7 := ¢ /n with d7 = dt /n.
Moreover, by applying Proposition 30, assuming du* := 7,,0(ua)uyb(u)du, we can
obtain

Q0)df = / TP log Ly 1 explmt + Vig ()it + 0p (1Y)
0o n n n

m—1 o]
= —(log:/\) / dt t'! exp{—t + «/Efn(u)}d“* (8.15)
0
—Fn_lA / di 1"~ (=log )"~ exp{—t + V/1& )}du* + op(n™")
0
1 o m—1
= % / dt t* " exp{—t + V1&, () }du* + UP(%)'
n 0 "
(8.16)

The marginal likelihood [ [T/_; p(xi10)(0)d6 is obtained by multiplying
H?=1 p(xi|6.) by

(log n)™” =1 (log n)m~!
Z gﬂ)\(u) I+ OP(—gn)\ ), (8.17)

«

4 This is a theoretical assumption and not something to be aware of in practice.
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where du?, := Y, 8(ug)uy"b(u) po(u)du and

o0
I, ::/ du;;/ dt " Vexp{—t + V1€, (w)}. (8.18)
[0,1]4 0

The reason for attaching the subscript o to p, A, m is that the minimum value of

minj <j<g4 h2k and its multiplicity are different for each local coordinate U,,. Also,

the partition of a, bin (u,, up) for the index set {1, ..., d} also differs for each local

coordinate U,. Also, it’s worth noting that in the deﬁmtlon of du},, the function

pa(u), a partition of unity defined in Chap. 7, is involved. Furthermore, the large
(@) _q

term % in the numerator and denominator of the posterior mean (defined in
n

(8.20)) dominates the overall magnitude. That is, among the local coordinates that
minimize A(*) (the minimum of these is denoted as \), those that maximize m®
(the maximum of these is denoted as m) are important. Typically, there are multiple
local coordinates for A and m®. In what follows, we will refer to such \, m as
the critical real log canonical threshold and its multiplicity, and denote by A the
set of local coordinates o where m(® is maximized among the local coordinates
U,, that minimize \®. Therefore, the real log canonocal threshold is, from (7.6),
A = min, minj<;<g Af-“) when the maximum pole of

1
((z) = / K (0)*p(0)do = / uHhp(ydu = -
Z (0,134 ; [T, k) T, G + A
is z = — . At this point, the ratio of (8.17) to
1 m—1
( dogn)™ — ”) Z 1,
a€A
converges to 1 as n — oo. In fact, we have
logn)™" 1 log n)"~!
Z( gn)\)(a) Ia +0P(( & ) ) (1 ) (@) I
o 0 n m(x)—m .
m—1 =1+ Z g/\(ry)—A ’
mee) Yo aga Loavea
n)\ a€eA

Therefore, we have
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(log n)m(“)—l
log (Z — ol

«

(logn)"~! (log n)m(@—m I,
—log| 22 (S ) 1+ :
e () (e o e

acA a¢A
(logn)mfl
= log (n—/\ ZAIa +0p(1)
ae

= —MAlogn + (m — 1) loglogn —i—longu + op(1).

acA

This leads to the following proposition.

Proposition 32 Under the condition of a relatively finite variance, the free energy
has the following asymptotic behavior:

F, = Z —log p(x;|0.) + ANlogn — (m — 1) loglogn — log (Z Ia> +op(1).
i=1 acA

(8.19)

Here, \, m are the critical real log canonical threshold and its multiplicity, and I,
is the value given in (8.18).

From (8.15) and the formula of marginal likelihood f® [T'2; pxi1O)p(0)db, we
obtain the following.

Proposition 33 Under the condition of a relatively finite variance, without assuming
that the true distribution is regular with respect to the statistical model, the poste-
rior average of the function s : [0, 00) x [0, 11? — R after obtaining the samples
X1, ..., Xy is given by

o) 1 —
Yoen Sop Joo sty e VIS W tdy,

Elst,u)|xy,...,x,] = _
ZQEA f[O,l]" fO t)‘71€7[+\ﬁfn(u)dtduj;

, (8.20)

where &, is the analytic function determined by x,, . .., x,, and is defined in (8.13).

Here, what is defined in (8.20) is defined for each local coordinate fixed by the
theorem of Hironaka. Furthermore, please note that the law of large numbers con-

vergence &, 4 ¢ implies the law of large numbers convergence of the posterior
distribution (8.20).

The posterior distribution (8.20) is a generalization of Proposition 15, which
assumes regularity. However, it no longer follows a normal distribution. It claims to
be a sum of
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o0
/ [)\_] e_t+\/;£" (u)dtduz
0

over the critical local coordinates o € A. Here, for

1—[ p(x1|g(u)) — e—nu”‘-‘rﬁuk{n(u)
Ll

it can be obtained in the same way as in the case of assuming regularity from (8.10),
(8.12), (8.13), and (8.14). However, in Watanabe’s Bayesian theory, Proposition 30
(the formula of state density) is applied to derive the relationship between A, m and
the posterior distribution without using the assumption of regularity.

8.3 Properties of WAIC

In this section, we first generalize the generalized loss G, and empirical loss 7, that
were introduced in Chap. 4. Here, between the parameter § € ® and the parameter
(t, u), we have 6 = g(u) and

K@) =u*=". 8.21)
n

which is due to the state density & (£ — u?). Thus

og p(x10,) :uka(x’u):\/za(x’u). (8.22)
p(x|g(u)) n

which means

> log PO ke ) = 1 — i ). (8.23)
£ (g )

On the other hand, applying Eq. (8.22) to Proposition 17, we obtain the following
proposition for equation (5.20).

Proposition 3¢ When the variance is relatively finite, the kth derivative s® (x, o)

of

1
s(x,a) = Z Fs(k)(x O)a
k=0
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defined in Eq. (5.19) becomes Op(n=*/?). Therefore, the mean of the residual
term EX[Z?O:,{ %s(j)(X, 0)a/] and the sample mean % Yo Z;x;k %s(j)(xi, 0)a/
become Op(n=*/?).

Proof This is obtained by substituting Eq. (8.22) into Proposition 33. u

In the following, we derive the generalization loss G, and empirical loss 7,, under
the condition of having a relatively finite variance. First, note that the posterior mean
and variance of

t
—log p(x[g(u)) = —log p(x16.) +\/;a(x, u) (8.24)
(both functions of x)

Ex) =&E[—logp(xlgw)) | x1,...,x,]

V(x) := V[=log p(x|g@)) | x1. ..., x]

are given by
t
E(x) =—logpxlb,) + & |:,/ —a(x,u)|xg, ..., xn:| (8.25)
n
2
t t ) t
V)=V |:\/7a(x, u)|xg, ..., xn:| =& |:7a(x, u)|xg, ..., xn] - & |:\/7a(x, u)|xg, ..., x,,:| .
n n n
(826)

Here, £(-) and V(-) denote the posterior mean and variance with respect to ¢, # under
&,, respectively.
We shall define

o0
Sx(a) :=/ A le Vg X\ > 0.
0
Then, we have S} (a) = S/\+%(a), Sj\/(a) = S)+1(a), and
oo oo
Sypi(@) = f (—e™") (*e™Vydt = / e (e dr
* ¢ a O/\ Jt * £y A 1O NG a
= e '——1"e" dt+/ e A T e™Nidt = =8, 1(a) + AS\(a).
/0 NG 0 5511 (@) +AS)(@)
If we substitute a = &, («) into both sides and apply

T[]:=) du*[]

acA 0,134
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to both sides, then divide by T[S\ (&, (u))], we obtain

T[S\ ()] TIASME )] | TI#5280 1 (6 w)]

TLSA(&n(u))] TLSA(&n(u))] TSA(&n(u))]

On the other hand, the denominator of (8.20) can be expressed as T[Sy (&, («))], and
we have

T[Shs1 (& @)] = Eltlxr, ..., x,] - TIS\ (& ()]
and
T (6 () Sri12(E )] = EWVIE W) |x1, ..., x0] - T[S\ )]
Therefore, we can obtain
Eltlxrs ] = A+ %5 [J?gn(u)|x1, o xn] . (8.27)
Furthermore, from (8.27), the following proposition holds for

Gy = Ex[E[—log p(X|g))|xi, ..., xu]]

and

1 n
Tpi=— ) El=log plxilg)lxi, ..., xu]

i=1

Proposition 35 When the variance is relatively finite, we have

1 1 1 1
G, = Ex[—log p(X10,)] + ;O\ + Ef[x/?ﬁn(u)lxl, con Xal) — E]EX[V(X)] + OP(;)
(8.28)
and

| 1 1 1 1
T, =- § {=log p(xi|0:)} + —(A — EVIE W X1, . . ., x,]) — =Ex[V(X)] + 0p(=).
n = n 2 2 n

(8.29)

Proof (5.26) and (5.27) in Proposition 18 hold even for the non-regular case. From
(8.12) and (8.21), we have

Exlu*a(X, )] = u* - Exla(X, u)] = u®* = .
n
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Furthermore, from (8.27), we have

1 1
E xrs e x] = — A+ —E[V1&W)|x1, - .., X,]}
n n 2

On the other hand, applying £[-|xy, . .., x,] to both sides of (8.23) gives

n

Y E) =) —log p(xilf) + Eltlx, ... x,] — EVI&W)lxy, ..., x,].
i=l1

i=l1

Applying (8.27) to this, the last two terms on the right side become \ — %5 [Vt
&n(u)|xy, ..., x,]. Moreover, due to V(x) = O,(1/n) and the weak law of large
numbers, we have

1 n
=D V() =Ex[VOO] +op(D).
i=1

Finally, from Proposition 34, (8.28) and (8.29) hold. ]
Next, we consider the functional variance, converging in law , to & in

V(&) = nEx[V(X)] = Ex[VIVia(X, u)|xi, ..., x,]1]

to define

V() = Ex[VIVia(X, w)]]

as the functional variance. The empirical functional variance is defined as

V, = ZV(xi) = ZV[\/ga(xi, u)lxy, ..., xul.
i=1 i=1

We denote the operation of the mean with respect to the variation of the analytic
function £ as [E¢[-]. Under these definitions, the following proposition holds, which
corresponds to the generalization of Proposition 21 that holds in the regular case.

Note that V (§,), V(£), and V, are respectively the value — log p(X|6) when
taken posterior variance with empirical process &, and averaged over X, the value
—log p(X|#) when taken posterior variance with the Gaussian process £ and aver-
aged over X, and the value replacing the averaging over X in V (§,) with the sample
average Over X, ..., Xp.

Proposition 36 When the variance is relatively finite, we have

Ex,x, [EVIGWIX1 o Xal| = Bxox [VET+o(h)  (8.30)
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and

Ee[€1vigw)] = BV @1 (8.31)

Proof Refer to the appendix at the end of this chapter.

In the following, we call 2v := ]Eg[é'[«/?{(u)]] = E¢[V(§)] as the singular fluc-
tuation. Propositions 35 and 36 imply the following proposition.

Proposition 37 Under the condition of relatively finite variance, we have

1 1
Ex,..x,[Gx] = Ex[—log p(X10.)] + ;A + 0(;) (8.32)

and
1 1
Ex,..x,[T.] = Ex [—log p(X16.)] + ;(/\ —2v) + 0(;). (8.33)

Proof From (8.30) and V (§,) = nEx[V(X)], taking average of the both sides of
(8.28) and (8.29) with respect to X1, ..., X,,, we have (8.32) and (8.33).
Proposition 38 When the variance is relatively finite, Ex, _ x,[V,] Loovasn —
0.

yeeey

Proof Similar to the discussion in the proof of Proposition 35,

1 n
Ex,.x,[Val = Ex]...xn[; Zv[x/;a(xi, w)|&n]l — ]Eg]Ex[V[\/;a(X, W)€l =E[V(O] = 2v.
i=1

In this, we can consider the law of large numbers

] n
=) VIViati, ] — Ex[VIvia(X, wll]

i=1

. . . d . .
and the convergence in distribution &, — £ to be happening simultaneously. ]

The value of the real log canonical threshold A is d/2 if it is regular. The general
case will be discussed in Chap. 9.
Moreover, from Propositions 35 and 37, we have

V, 1
Ex, . x,[Gul =Ex, x,[T: + 7] + 0(;)- (8.34)

Under (8.34), we define the Watanabe-Akaike information criterion as

V,
WAIC, := T, + —~. (8.35)
n
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Even without assuming regularity, Proposition 25 is established.
In the following sections, when we write the posterior mean as £[-], it means
g['|xl7 R xn]~

8.4 Equivalence with Cross-Validation-like Methods

Here, we consider a quantity called cross-validation (CV),

CV, := —% ; log &7 [ p(x:10)]. (8.36)

In this equation, £7/[] represents the posterior mean for 6 € ® under® xi, ...,
Xi1,Xitls -5 Xy € X.

Generally, in CV, samples are divided into several groups. For example, if there are
10 groups, you learn from 9 groups and evaluate that learning with one group. Then,
by swapping the one group to be evaluated, you perform learning and evaluation a
total of 10 times, and an overall evaluation value is obtained. CV is considered to
be more versatile than the information criterion. When there are n samples, the CV
that divides them into n groups is called leave one out CV (LOOCV). The value of
(8.36) is the value of LOOCY, which calculates the posterior probability with n — 1
samples and evaluates — log £~/ p(x;]0)] using one sample x;.

In the case of C'V, the posterior probability is calculated based on the values of
X1, ...,%X, € X excluding x; € X, and it is evaluated at X = x;, so on average, it
takes the value of the generalization loss when the sample size is reduced by 1:

Ex,. x,[CV,] =Ex, x, ,[Gn-1]. (8.37)

Furthermore, by introducing the inverse temperature 3 > 0, the marginal likeli-
hood and posterior distribution are extended as follows:

2,0)= | o) [ psl6)dt

i=1

and

B
PaOlxi, ..., x,) = Z(ﬁ)ww)]"[p(w)

3 The content of this section is based on the following paper [9]: Sumio Watanabe, “Asymptotic
Equivalence of Bayes Cross Validation and Widely Applicable Information Criterion in Singular
Learning Theory”, Journal of Machine Learning Research Volume 11 (2010) 3571-3594.

% In this section, when we write £[-], it refers to El-x1, ..., xnl.



8.4 Equivalence with Cross-Validation-like Methods 191
So far, we have assumed = 1 until Chap. 5, but the propositions we have shown
so far hold for any § > 0. However, for the free energy, we still consider the minus
logarithm of the marginal likelihood at 3 = 1

F,=—-logZ,(1) = —logZ,.

In that case, (8.35) can be written as

Va
WAIC, =T, + 13 (8.38)
n
with
T, ! il Eslp(xil0)]
n=— " 0 Xi
n n - gcaLp
and
n )
Vo =Y (Esl(log p(xi10))°] — (Esllog p(x:16)1)°).
i=1
where the posterior averages in 7, V,, C'V,, are replaced from p(f|xi, ..., x,) to

psBlxi, ..., x,). Thatis, forw : ©® — R,

E5[w ()] = f WO ps@lxr. ..., x0)d0

(C]

& w1 = [ wOps Ol i)
€]

Vilw@®)] = El{w(@) — Eslw®)1)’]

are defined.

As this section will demonstrate, when § = 1, Egs. (8.36) and (8.38) coincide,
excluding the op(1/n?) term.

Here, we will use the notation

n

1
T(0) =~ s(xi, ).

i=l
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where, in the definition of s(-,-) in (5.19), the posterior mean p(@|xy, ..., x,)
for § € ® under xi,...,x, € X is treated as a generalized form with 3 > 0 as
ppO|xy, ..., x,). Proposition 34 holds similarly even when generalized to 8 > 0.
At this time, CV,, and WAIC,, can be written as follows.

Proposition 39

1 < , 28 -1\ ., 382 =38+1\ 1
CcV, = - glogp(xilﬁ*) - 7,00 + (T) O (f> 7, (0) + Op(nj)
(8.39)

1 - ’ Zﬂ—l 1" 1 " 1
WAIC, = - ;logp(xiw*) —7/0) + ( 3 )T ©0) — ET" ©0) + Op(n—z)-

(8.40)

Proof 5;’[w(9)] =/ w(@) psg@|xi1, ..., Xi—1, Xit1, ..., X,)d0 can be rewritten as
‘ )

Jo w2 P10 YO0 [ w(®) pxi|0)HTT/_, p(xil0)7}p(0)do
JolTljwi PGj1OY0@ad [ pOal) (T2, p(xil0)%)o(0)db

so we can have

Eslw(®) p(x:10)~"]

EX N w(®)] = (8.41)
’ Eslp(xil0)~7]
1-8
n &l p(xil0) : ] n
1 B xi |0, 1
CVy=—= log {”(—)}3 + =3 log p(xil6y)
iS¢ [{—”()“"6) } 1 tia
B pies
1 n
=T,(--T,0 =P+ - Zlog p(x10). (8.42)
-
where we have used the fact that s(x, o) = log 5/3[{ ppg”‘@) }a]. Then, by expanding
7,(a) around o = 0 using Taylor’s theorem, and setting « = —F and a = 1 — f3,
we have
B g’ B
T.(=B) = T,0) = BTO) + =T/ 0) = =70 + ;7,7 (5
and
—_ 732 _ a3 4
T0-9 =50+ 0-970 + T 70+ L gm0+ Lo gee),
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where 3!, 3% exist (|31, |8?| < 1 + (3). Therefore, from Eq. (8.42) and Proposition
34, we have

1< 28 -1 382 -38+1Y\ _, 1
CVu=— ;log p(xil6x) — T,(0) + <T> 7,/ (0) — <6> T, (0) + Op(-3).

which gives Eq. (8.39). Also, by substituting 7, = %22;1 log p(x;10+) — 7,(1),
V,/n = 7.(0) into the definition of WAIC (8.38), and expanding 7,(1) using Tay-
lor’s theorem, we obtain from Proposition 34

WAIC, = & log plxilt) — Tu() + AT/ = ~ T/ + 2L 770 - 27 0) + 0p (),
n= 2 6 n
which gives us Eq. (8.40). |
Proposition 39 implies, by once again applying Proposition 34, that
B - 52 " 1
Ccv,—WAIC, = ———7,(0) + 0p(3—) Op(—+)- (8.43)
/2 n3/2

By the way, if we rewrite Propositions 35 and 37 for the general inverse temper-
ature 3 > 0, we get

I A 1 1 1
G = Ex[—log p(X10.)] + — (- + Egﬁ[ﬁﬁn(u)]) — FEx[Vs(X)I +0p ()

n B

(8.44)

1 — 1A 1 1 1

= =Y {—log p(x;0.)} + —(5 — 5EV15,w)]) — SEx[Vs(X)] + 0p(=)

n = np@g 2 2 n
(8.45)
nEx,..x,[Gn] = nEx[—log p(X|6,)] + % +vto(l)  (846)
nEx,..x,[T,] = nE[—log p(X|0,)] + % —v+o(l). (8.47)

To end this section, we implement CV and compare its values with WAIC for 3 >
0. Due to the use of inverse temperature 3 > 0, we use the Stan code mode115.stan .
The function for CV, using Eq. (8.41), is constructed as follows:

R 1§y, S0LPGil0)! )
. ; og &5 [p(xil0)] = —~ ; ° e a0 ] (8.48)

CV <- function(log_likelihood, beta)
— mean(log(colMeans(exp((1—beta) * log_likelihood)))
— log(colMeans(exp(—beta * log_likelihood)))
)
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WAIC/CV Values
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B

Fig. 8.2 Calculated WAIC and CV values for each # > 0 using the Boston data. As anticipated in
(8.43), the difference was at most 1%

The function for wazc, assuming the use of mode115.stan constructed in Chap. 6, is
extended as follows:

WAIC <- function(log_likelihood, beta)
T n (log_likelihood) + beta*V_n (log_likelihood)

Example 76 We calculated the WAIC and CV values for each 8 > 0 using the
Boston data (Fig. 8.2). As anticipated in (8.43), the values for both were almost
identical for 3 = 1. Even otherwise, the difference was at most 1%. u

library(rstan); library(MASS)

data(Boston)
index <- c¢(1, 3, 5, 6, 7, 8, 10, 11, 12, 13, 14)
1m <- formula(medv ~ . —medv, data=Boston)

df <- Boston[, index]

X <- model.matrix(lm, df)

N <- nrow(df)

K <- length(index)

Y <- df$medv

waic_values <- NULL

cv_values <- NULL

beta.seq <- seq(0.1, 1.6, 0.1)

for(beta in beta.seq){
data_list <- list(N=N, M=K, y=Y, x=X, beta=beta)
fit <- stan(file="modell5.stan", data=data_list, seed=1)
m2 <- extract(fit)
waic_values <- c(waic_values, N*WAIC(m2$log_lik, beta))
cv_values <- c(cv_values, N+CV(m2$log_1lik, beta))
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Appendix: Proof of Proposition

Proof of Proposition 30

In the following, we seek the inverse Mellin transform of the left-hand side of the
equation to be proved

((z) = / u b (u)du.
[0,1)4

Just like the Laplace or Fourier transforms, when seeking the inverse transform of a
sum, it is sufficient to compute the inverse transforms separately and then sum them.
Applying the Taylor expansion around u, = 0 to b(u,, up), and letting

b(u) = b(0, up) + g Vab(0, up) + - --

we obtain

C(2) ::/ u"thp (0, u,,)du+/ w <ty TN b(0, up)du + ...
[0, 1]41 [0, 1]41

1—[/ m,z+h,dul / (1—[ K,d—hj)b(o ub)dub—i-

jGS [0, l]d m

1 thhj
= R ! b0, up)duy + .
HKHHI[W(H b(O, uy)duy

= u,b 0, up)duy + -+,
l—[ g M @+ )\)m /[0,1]“" b ’

where we set A = min; as =—-Ato
observe the behavior of the inverse Mellin transform as # — 0. The final - - part
does not have poles in the region Re(z) > —\, and whenitdoes have polesatz = — A,

their order is less than m. Therefore, it can be seen that the pole with the maximum
real part of ((z) is —\ and its order is m. Also, since p; > —1, j ¢ S, the above
integral takes a finite value. Applying the inverse Mellin transform to its leading term
results in

1 1
I1 = muﬁjb(o, up) > YO )t (—log )" ulib(uy, up).(8.49)
jes

Applying the inverse Mellin transform to terms other than the main term, the real
part is less than or equal to — )\, and the order of the poles (— ) is less than m, so they
converge to zero faster than the main term as ¢ — 0, becoming o(t*~! (= log 1)~ 1).
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Since 0 < t < 1, the sum of the inverse Mellin transformed values can be written
as

Ym0 ()t (= Tog "V ullb(u)du + o(t* " (— log )" 1).

|
Proof of Proposition 36
Given 3 > 0, expressing Z,,(3)/Z,—1(3) in two ways yields the equality’
Jo PO TIZ) pi10)00d0 [ [y peal P TTL, p(xil0)P0(0)d0 ]
n—l (6) B Zn (6)
(8.50)

Taking the logarithm of both sides of this equation, replacing the x,, on the right-hand
side with xi, ..., x,, and taking the sum and dividing by 7, and finally taking the
average Ex, x,[-] of both sides yields

px19) 1", _ p(X10) 1™
Ex,.x, Exllog&; [{ (X|e)}] —Ex,.x, [~ Zl d[{p(xw*)} 1.

(8.51)

where &5 "[-] is assumed to be an operation of posterior average by ps under
X1, ..., X,_1. From now on, we shall define

p(X16)
p(X16,)

Gu(a) = Ex[log é’a[{ } 11 = Ex[s(X, a)]

and

1 ¢ pil) 1%, 1 ¢
T, (a) := - Zlogga[{p(x[w*)} 1= - Zs(xi, ).

i=1 i=1

For example, we shall assume that

X6 1¢
gn_l(a)zlsx[logea"[{ PX] )} !

p(X10.)

In this case, (8.51) implies

7 For the symbols Z, () and pg, refer to Sect. 7.4.
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Ex,..x, [Gn-1(@)] = =Ex, .x, [T, (—)]. (8.52)

Applying the mean value theorem to both sides of (8.52) and substituting o = 1
results in, for some 0 < a!, o? < 1,

! 1 1 1 Ui ! 1 1/ 1 11
Ex;.. %, [Gp1(0) + 56,1 0) + 5g,,,l(al)] =Ex.x,7/0) = 370 + 57, (a™]1.
(8.53)

Further, we shall write

Gy — Exllog p(X10.)] = =G, (1) = =G,(0) = 3G/(0) — - -
T, — 3 Yisi log p(xil6) = =T, (1) = =T,/(0) = 37,'(0) —--- .

Applying the result of the proof of Proposition 35, we obtain the following.
The following holds:

1 1
G (0) = ~(+ Ee[ﬂg,l(u)m, ey XD

1 1
7,(0) = ;(/\ - Ef[x/;fn(u)lm, s Xnl)

G, (0) = Ex[V(X)]
1 n
7,/(0) = = > V(x;) = Ex[V(X)] + op(1).

g

Moreover, since G, — G,_1 = op(1), we have
Ex,..x,[Gu]l = Ex,. . x,[Gn1] + 0o(1).
Substituting these into (8.53), we obtain
Ex,..x, [EVig @ 1X1, ... XD] = nEx,..x, ExV(X)] + o).

Defining nEx[V(X)] as V (&,), (8.30) holds. Further, by lettingn — 00, (8.31) holds,

where we used the fact that G¥)(0), 7,0 (0), k > 2 are O, (n"*/?) (Proposition 34),
and therefore, when the average Ey,..x, [-] is applied to them, they become o(1). l
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Exercises 75-86

=\J , d, prove the following equation by applying Exam-
ples 72, 73 and Eq. (8 4) in order:

1 1
/tz-w”‘(—logt)“dtzf/ 550t — u™)u"dudt.
0 0 [0,1}¢

76. Answer the following questions about partial fraction decomposition.

(a) Express o, 3, v € Rinterms of p, g so that they satisfy the following equa-
tion for any real number z, where p # g:

1 _ « n 1) i ¥
z+piz+q) @+p? @+p) z+q

(b) For any real number z, we want to find ¢, ; € R that satisfy the following
equation. How many conditions (linear forms) are needed for the neces-
sary c,;? And does such a solution exist?, where A\t, k =1, ..., s are all
different:

s my

Ck]
l_[ (z+ )\k)’”k Z Z (z+ M)

77. Show that the function in Eq. (8.2) is a probability density function for each
a > 0. Also, display the shape of the function when a = 1073, [Hint] Change
the upper limits of the x-axis and y-axis of the graph.

78. Why is the value of the state density function v(¢) as t — 0 dominated by & that
minimizes )\, and in the case where there are identical ones, k with a larger m;?

79. About the generalization of the posterior distribution,

(a) How wasEq. (8.15) obtained by applying the formula of state density (Propo-
sition 30)?
(b) Prove the following equation:

1 ma—1
log (Z (Og:iala> = —Alogn + (m — 1) loglogn + log (Z Ia) +op(1).

« a€A

[ee)
80. For Sy(a) = / e~ tavigy -\ > 0, prove the following:
0

(@) S\(a) = Syp1(a)
(b) S\(a) = SAJ&I(Q)
©) Srip1(a) = ESM_%(a) + ASy(a).
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82.

83.
84.
85.
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86.
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Furthermore, derive Eq. (8.27) from (c).
About the proof of Proposition 36,

(a) Demonstrate Eq. (8.51) from Eq. (8.50).
(b) What are the specific values of G/, (0), G/ (0), Z,(0), and 7,/ (0)?

In the proof of Propositions 35 and 38, what kind of convergence is the following?

1 n
=p LV [Vias,wlx, x| = Exlv [\/ga(x, u)]} =V(©

Demonstrate Eq. (8.34) from Propositions 37 and 38.

Prove Egs. (8.44), (8.45), (8.46), and (8.47) for a general 3 > 0.

Derive Eq. (8.48) using Eq. (8.41). Also, why can the CV value be obtained with
the following function?

CV <- function(log_likelihood, beta)

—mean(log(colMeans (exp((1—beta)*log_likelihood)))
—log(colMeans (exp(—betaxlog_likelihood)))
)

Modify the program in Example 76 to draw a graph similar to Fig. 8.2. Also, in
Fig. 8.2, it can be seen that WAIC and CV show close values near 3 = 1. How
can this be explained theoretically?



Chapter 9 ®)
WBIC and Its Application to Machine oo
Learning

In this chapter, we examine the value of the real log canonical threshold . First,
assuming a known value of A\, we evaluate the WBIC values for each § > 0. Then,
we determine the value of A from the WBIC values obtained for different 5 > 0.
The value of X is generally below d/2, and in the regular case, it is equal to d/2.
We prove this result. However, there are few statistical models in which the value
of X is known in advance. In this chapter, we analytically derive the value of A for
the so-called low-rank regression, which approximates a three-layer neural network
with a linear model (the proof is provided in the appendix at the end of the chapter).
Furthermore, we demonstrate a method to experimentally determine the same A and
compare it with the theoretical value. Next, we introduce a method to compare the
WBIC values for Gaussian mixture models and select an appropriate model. Finally,
we analytically determine the value of A\ when applying Jeffreys prior, known as the
uninformative prior.

This chapter may contain more research-oriented content, but we encourage read-
ers who have reached this far to thoroughly study it until the end.

9.1 Properties of WBIC

We define the Watanabe Bayesian Information Criterion (WBIC) when the inverse
temperature is 3 > 0 as'

WBIC, =& |:—Zlogp(x,~|9):|. ©.1)

i=1

! This section is based on the following paper [10]: Sumio Watanabe, “A Widely Applicable
Bayesian Information Criterion”, Journal of Machine Learning Research Volume 14 (2013) 867—
897.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 201
J. Suzuki, WAIC and WBIC with R Stan,
https://doi.org/10.1007/978-981-99-3838-4_9
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On the other hand, for the generalized free energy
Fu(8) = —log f [Tr@iioy’e@do . 5> 0 9.2)
© =1

(F, (1) becomes the free energy F,), we have

F(8)=¢&gs |:— Zlog p(inH)j| = WBIC,

i=1

n n 2
F(3) = —¢&; [{Zlog p(x,-|9>}2} + (55[2 log p(x,-w)]) <0.

i=1 i=1

Therefore, WBIC, = F, () is amonotonically decreasing function of 3. Also, since
F,(0) = 0, applying the mean value theorem to

1
Fy = Fy(l) = fo F/(B)dp,

we have

Fy = Fy(8") = Enl— ) log p(x;|0)],

i=1

where 3= ' (0 < 8' < 1) exists. Moreover, since F/ (/) is a monotonically
decreasing function of 3, there exists an inverse temperature 3 > 0 such that the
values of the free energy F,, and W BIC,, are equal.

WBIC guarantees the performance stated in the following proposition, without
assuming that the true distribution is regular with respect to the statistical model.

Proposition 40 For 5y > 0, the value of WBIC, W BIC,,, when the inverse temper-
ature is 3 = [3y/ logn is such that

n

WBIC, =) —log p(xi|6.) +

i=1

Alogn LU, Alogn
Bo 20

+ 0,(1) 9.3)

exists, where Uy, Us, . .. is a sequence of random variables that converges in law to
a normal distribution with mean 0.

Proof Refer to the appendix at the end of the chapter.
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9.2 Calculation of the Learning Coefficient

In this section, we consider the calculation of the real log canonical threshold A
discussed in Chaps. 7 and 8. So far, we have referred to \ as the real logarithmic
eigenvalue, but in this chapter, we will call it the learning coefficient.

For simplicity, we shall assume that the true distribution g is realizable with
respect to the statistical model, that is, there exists 0, € ©, such that g(-) = p(-|0,).
Consider the problem of finding the greatest pole —\ and its multiplicity m for the
¢ function of

_ q(X)
K () _EX[log—p(X|9)]

when the prior probability is ¢:

am:i[Kwrwww

From here on, we will call the subset of ®

supp(p) := {0 € Olp(0) > 0}

the support of (-), where A denotes the closure of aset A € RY, the smallest closed
set that contains that set.

Proposition 41 Suppose supp(p) N O, is not an empty set. Let A and m be the real
log canonical threshold and its multiplicity.

1. The following quantities have positive constants.

A
lim —1/ exp(—nK (0))p(0)do 9.4)
n—oo (logn)"~" Je
and
lim —— [ 0(r — K(0))p(0)de. 9.5
t%ﬁwl%m1f< ©)¢() 9.5)
> 0))p(0)do
1 —nK d
i 102 fo expl-nK ©))e(@)dd 06
n—00 logn
Proof The state density formula (8.7) generally becomes an infinite sum
v(t) = / 5(t — K(0)p(0)do = Z Z it H=logr} 1. (97)
© k=1 j=1

Let M := maxy K (0). Then, we have
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M Mn T 1

/ exp{—nK (6)}p(0)do = / exp(—nt)v(t)dt = / exp(—7)v(—=) - —dT
® 0 0 n n

[T () ) e

k=1 j=1
oo my Mn
1 )
= ZZCH_ e TN~ log Z}j_ldT
Y nMe J n
k=1 j=1
(lo n)m=1 (logn)™~1
= gnA + o( gnA )

where C is a constant. Therefore, (9.4), (9.6) hold. (9.5) is obtained from (9.7).
|

Proposition 42 [f there exists an open set U such that {6 € U N O,|p(0) > 0} is
not empty, A < d /2 holds.

Proof Choose 6, € ©, such that ¢(6,) > 0. Without loss of generality, we can
assume 0, = 0. Let ¢, := n~'/2, we have

Z(n) ::/exp(—nK(G))cp(G)dGZ/ exp(—nK (6))p(6)do.
®

10112 <€n

We will evaluate the right-hand side. From Assumption 4, since K () is an analytic
function, we can perform a Taylor expansion at @ = 0. Also, since the true distribution
is realizable, we have K (0) = 0, and from the assumption that 6, = 0 is an interior

. DK (0) .
point of ©,, we get VK (§) = 0. Therefore, for K; ; := W|9=O,l, j=1,...,d
iGVj
and for sufficiently small ||@]|, > 0, we have
14 d
K©O) =53 ) Ki0:0;+o(l0]3) 9.8)

i=1 j=1

d d
Z(n) = /”OHM exp{—g YN K60 —n - O(I011))e(0)do. (9.9)

i=1 j=1

Note that we are not assuming regularity, so (9.8) does not necessarily become
positive definite in the vicinity of § = 0. Furthermore, if we let ' = /nf € R?, the
Jacobian of the transformation is n~%/2, and since |0, < €, < ||0'||l» < 1, the
right-hand side of (9.9) becomes

1 74
—— K; 007} (1 - —=0(¢ 3) (—) —d2q9 .
/0/|2<1exp{ >k, ( N AWK

i=1 j=1
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Moreover, from the assumption that ¢ (0) > 0, as n — oo, we have

Z(n)nd/2
1 d d 1 0
z exp{—3 Ki ;0;6;} <1 - —0(||9’||3)> ® (-) de’
/|9'|2<1 2 ;JX_; S NG 2 Jn
d d
” /a L P Z Z Ki.j0i03)p(0)db", 9.10)
)/ 2< = :

which converges to a positive value. Furthermore, 1. in Proposition 41 means that

n?

200 Gogmyn

converges to a positive constant, but if A > d/2, then (9.10) would converge to 0,
which is a contradiction. Therefore, A < d/2 holds. |

Proposition 43 Let each § € © be written as 0 = (u, v), u € RY, v € R®. If there
exists a u,, € R that satisfies the following two conditions:

1. For any v € R% such that (i, v) € ©, we have K (u, v) = 0 and
2. There exists an open set V C R% such that oy, v) >0, forallv eV,

then A < d, /2 holds.

Proof Without loss of generality, we can assume that u, = 0 and 0 € V. In the proof
of Proposition 42, we can rewrite (9.8) as

di d

K(u,v) = ZZK, juittj +o(llull3) ,

i=1 j=I1
at u — u,, and follow the same line of argument. |

Proposition 44 Assume that the true distribution is regular with respect to the sta-
tistical model and is feasible. When ¢(0,) > 0, the following holds:

A=—,m=1.
2

Proof Because it is regular, 6, € ©, is unique. Without loss of generality, we shall
set 8, = 0. By applying a orthogonal transformation to #, we can use the mean value
theorem to write:

1 1
K@®) = K(©0)+0"VK®)|p—o + EGTVZK(GI)H = 5eTJ(eﬂ)e.
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If we take € > 0 to be sufficiently small, for every 6 such that K (f) < ¢, we can
make J(9') positive definite. If we denote the maximum and minimum eigenvalues
of J(6") when # moves within the range of K (6) < € as \,4x and Ay, respectively,
we can write

d
Ain 292 < eTJ(e )0 < 2mer Z (9.11)

j=1

Then, define the blow-up ¢g: U, U---UU; — ©® in local coordinates (uy, ...,
ug) €Uy fori=1,...,d as 0; = u;, 0; = u;u; (j #1). In this case, Eq. (9.11)

can be written as follows by letting ii; = (iiy, ..., ig) € R? where wj=u; (j#1i)
andu; =1,

)\min 2{1+Z 2}<1 ZATJ(QI),\< )\max 2{1+Z 2}

Zui j#iuj_zuu u< > u; j#iuj.

Therefore, K (g(1)) in the neighborhood of u = 0 becomes the ul2 multiplied
by some non-zero analytic function a(u). Furthermore, when i # j, we have

1, k=i
09, ’ %, 2
3_,42: ui, k=j ,andwheni:j’Wehave8_142_{(1),:7&z

0, k#1i,j

the determinant of the Jacobian, which has {)zj as the (j, k)-th component, is
g’ (w)| = ul- foreachi =1, ..., d. Hence, by choosing xk = (0,...,0,2,0,...,0)
and h=(0,...,0,d —1,0,...,0), it follows that A = d/2 and m = 1. The same
argument applies to the other U;,i =1, ...,d. O

Therefore,

Example 77 (Watanabe [12]) In this example, we consider the standard normal
distribution A/ and define o(x) := e* — 1. We assume that the sets X’ and ), and the
elements x € X and y € ), are such that the statistical model p(y|x, #) and the true
distribution ¢ (y) are given respectively by

(y — ao(bx) — co(dx))?
7 1

p(ylx) = le—ﬂeXp{—

and

2

_ b Y
q(y)—@exm 2}.

We also assume that the region where the prior probability ¢(¢) > 0 is compact and
that p(0) > 0 for @ = (a, b, ¢, d) = (0,0, 0, 0). The following equations hold:

Ey[log ——— Ath ) %{aa(bx)—i—ca(d)c)}2 (9.12)

(YI)
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and

q(Y)
p(Y|x)

K () 2[ Ey[log lg(x)dx = lf {ao(bx) + co(dx)Yq(x)dx,
X 2 Jx

where g (x) is assumed to be known. Then, we define

ok
h(s, 0) = ac(bs) + co(ds) = Z 2 ab* + cdb). (9.13)
P k!
We can also define py = ab* + cd*. Then, K (§) = 0 if and only if p; = O for all k.

Next, we shall apply the local coordinates used to obtain the normal crossing (11) in
the blow-up at the beginning of Example 71 in Chap. 7. We have

z=§& —x§ = aqw —x§) = frxw — x§; = néxw — x&; = 026161 — Dxw — &px.
For u = (x, &1, 62, w), we define g(u) by
a=x,b=&w, c=xw(& — D& —x&, d =w. 9.14)

Then, pi := abk + cd* is given by p; = x& (& — Dow?, pr = x&(6 — D1+
Sw)w?, and for p > 2, we have

pr = x(Ew)k + whxw(& — D& — x&)
=xE(& = D{I4+& + -+ &2 4 swwt, (9.15)

Hence, we have

(s, gu)) = x&1 (& — Dw?H (s, u)

with
o) Sk k=2 )
H(s,u) =5+ ng{Z & + dyw)
k=2 =0
and

1
K(gw) = {x&1 (& — Hw?)? /X H (s, u)*q(s)ds.

Now, when we calculate the Jacobian of (9.14), the determinant becomes the product
of the diagonal elements, so

g @] =11-w-x(E = D&w - 1] = |x(& = D&w?|. (9.16)
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Table 9.1 The normal crossing of (5)(7)(9)(10)(11) in Example 71

h(x,gw)|
u g(u) m Ig (M)l Pole

B) | (o 6.8) | (r,006163. 86— &} || | (=00, —1,—00, —3)
x&1, aé3)

D | a1, 32.8) | (B wéoqw — | ajw? layw?| | (=2, -1, —00, —00)
a1/ w)

) xow, B, 72) | & whiy, xwh — | xw?f [xw?B| (—1,—%,—1,—00)
xB172, w)

(10) | (x,w,71,01) | (x, wd +6171), xw?y [xw?y; (—1,—%,—1,—00)
x(T+oyDwn — |-+ I+
D), w) ) o1yl

1) | x,w, 0,8 | & §w, —xw?§ [xw2€; (—1,—%,—00,—1)
xw(& — Dédy — (1-¢&) | -d=&|
x&1, w)

Moreover, since ¢(0) > 0 and H(s, 0) = 52 /2 # 0, for the local coordinates (x, w,
02, &), wehave k = (2,4,0,2),h = (1,2,0,1),s0 (h+ 1)/k = (1, 3/4, 00, 1).

Similarly, for the other normal intersections (5)(7)(9)(10) corresponding to Exam-
ple 71, with local coordinates

(x, €183, & — x&1, m&3) , (1B, wép, way — o fa, w)

(x, w2, xwhi — xFiv2, w), (x, w(l +v81), x(1 + 61y (wy — 1), w).

Similar calculations yield values of ) all greater than or equal to 3/4 (see Table 9.1).
Hence, we have A\ = 3/4, m = 1. |

So far, we have been mathematically determining the values of A and m, but at the
end of this section, let’s consider a method for calculating them numerically from
data.

Proposition 45 Let (o1, Box > 0 be constants, and let 3y := [o1/logn and 3, =
Boz2/ log n. Then,

Ep iy —log p(xi|0)] = Ep,[3 -7, — log p(xi]0)]

=A+ O0Op(1/y/1
B —1/f +Orl/yiogn)

(9.17)

holds.
Proof From Proposition 40, we have

n n

A
Ey1Y | —log p(x;|0)] =Y  —log p(xilfs) + 5 Op(y/logn)

i=1 i=1
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Values of  and WBIC in the Boston data

1520.30
\

WBIC

1520.20
\

1520.10
\

T T T T T T
0.01 0.02 0.03 0.04 0.056 0.06

/6

Fig.9.1 For the Boston dataset, the intercept and slope are calculated from the pairs of 1/ and the
corresponding WBIC values for § = 100, 200, 300, 400, 500, 600, and applied to the six sample
points

n

n )\
Exnly  —log p(xilf)] = Y —log p(xi|6.) + 3+ Or(iogn).

i=1 i=1
Since 1/8; — 1/83, = Op(logn), Eq. (9.17) holds. [ ]

Example 78 For the Boston dataset, a regression equation was obtained from the
data of pairs of 1/3 and the corresponding WBIC values using the least squares
method.2 However, since the value of (3 becomes unstable when it is too small
(B < 1) and Stan does not output the correct value when it is too large, we used
the values 100, 200, 300, 400, 500, 600 divided by logn as 3, and calculated the
intercept and slope when 1/3 was taken on the horizontal axis and W BIC,, on the
vertical axis, and applied them to six sample points (Fig. 9.1). The estimated value
was A = 5.50. Since d = 11, according to Proposition 44, A = d/2 = 5.5 suggests
that the true distribution was regular with respect to the statistical model. As it is a
linear regression, two of the three conditions of regularity are satisfied, but it seems
D(qlip(-10))

that the Hessian matrix
[ 00,00

|9:9*:| € R was positive definite. W

2 Execution may take a considerable amount of time depending on the PC environment.
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wbic <- function(log_likelihood)
library (rstan)

library (MASS)

data (Boston)

index <- c(1, 3, 5, 6, 7, 8, 10,
df <- Boston[, index]

Im <- formula (medv ~ -medv,

x <- model.matrix(lm, df)

n <- nrow(df)

K <- length(index)

y <- dfs$medv

b.1 <- ¢(100,200,300,400,500,600)
m <- length(b.1)

WBIC.l <- NULL

for(i in 1:m){
beta.l <- b.1[i]/log(n)
data_list <- list(N = n, M
fit <- stan(file

=3000)

mm <- rstan::extract (fit)
wbic.1l <- wbic(mm$log_lik)
WBIC.l1 <- c(WBIC.1l,wbic.1l)

}

beta.l<-b.1/log(n)

u<-1l/beta.l

uu<-u-mean (u)

v<-WBIC.1

vv<-v-mean (v)

K,

slope<-sum(uu*vv) /sum(uu*uu)
intercept<-mean (v)-slope*mean (u)

the Boston data")
abline (a=intercept, b=slope,

data=Boston)

"modell5.stan",

plot(u,v, xlab="1/beta",ylab="WBIC",main="Values of beta and WBIC in

col="red")

- mean (rowSums (log_likelihood))

11, 12, 13, 14)

x, beta=beta.l)
data_list, seed = 1,iter

Y

y, X
data

Fig. 9.2 A three-layer
neural network. The input

X1, ..., xpy and output
Y1, - .., yn are sandwiched z
by the variables z1, ..., 2 1 H‘ h
in the hidden layer
T2 —». Y2
YN
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9.3 Application to Deep Learning

Let’s apply the results of the previous section to a three-layer neural network. As
shown in Fig. 9.2, suppose that the number of units in the input layer, hidden layer,
and output layer are M, H, N, respectively. We use a three-layer neural network A
and the probability density function ¢ (x) on RY (the probability distribution of the
input), and define the model as

q(x) 1 2
plx, yl0) = Wexp{—illy —h(x, 0)[I"}
with
H
h(x,0) = Zako(bek +c1)
k=1
and
el —e!
t) =tanh(t) = —— ,
o() = tanh() = ~——
where ai, cy € R, by e RM, k=1, ..., H, and the true distribution g(x) of x € X

is known. We assume that the true distribution is realizable, that is, there exists a
0. € O, suchthatq(x, y) = p(x, y|f,). Inthis case, the log-likelihood ratio is given
by

1
fx,y,0) =logq(x, y) = log p(x, yl6) = [y = h(x, OI* = lly — h(x, 00171,

where the convergence radius of the function o (¢) = tanh(¢) is /2, and there exists
a sequence of rational numbers {A;} such that

13 2 5 O Ai 2i+1
N=t—=+—r —...=2) L%+
o) 37T TS ;(21'—1—1)!

For x, 8 € R?, o(x " §) can be written as

(o] oo

A; : A Qi+ 1) 2 o
Z (2i + 1)!()CT6)2 +l=Z Qi+ 1)! Z l_ll(xjej) I = gcax 0%,

ap!. ..oyl
i=0 i=0 ! d*;
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where Z(y isthesumoverag + - +ag =2i + 1,4, ..., agy > 0, C, is a constant
determinedby a = (a, ..., ag),and x® = ]_[?:] x_?j and 6 = 1_[,‘,1‘:1 9;” . Similarly,
this holds when we take d = M + 1, concatenate by = (bx 1, ..., bi.m) € RM and

¢x € Rinto 6; € RM*+! and concatenate x € RM and 1 into € R¥+! and write it
again as x. That is, there exists a polynomial %, (x) such that

H

h(x,0) =Zaka(bek+ck) = Z ho(x)0%

k=1 aeNM+1

where o € N¥+! is a multi-index. Therefore, if ¢(x) has a compact support, both
yTh(x,6) and ||h(x, 0) ||% are bounded, and, as a result, f(x, y, #) becomes a L?(g)-
valued analytic function.

When the true number of hidden units is H,, the following facts are known about
the learning coefficient \:

L A= %[H*(M+N + D+min{(N + 1)(H — H,), M(H—H,), %(M(H_H*)-i-

2M(N + 1)} [11]
2. When M = N = 1and H, = 0 [6], we have

_WHP+VHI+H
AVHI+2

A

where [a] represents the largest integer that does not exceed a > 0.
In the case where o(x) = x and ¢, = 0, if we denote A € RF*M B ¢ RV*H,
and their true values as A,, B, we can express the relationship as

y — B,Ax ~ N0, Iy).

This is called a reduced-rank regression. Reduced-rank regression is a type of regres-
sion that assumes that the rank of the linear transformation of inputs and outputs is
smaller to the dimensions of the inputs and outputs. The rank of the linear transforma-
tion corresponds to the number of hidden variables. There are few examples where
the exact value of the learning coefficient, rather than its upper or lower bounds,
has been analytically determined. In this book, we provide a proof for the follow-
ing proposition in the appendix. It is a derivation that can be understood with the
knowledge gained so far, and it is recommended to try it out.

Proposition 46 (Aoyagi [7]) In reduced-rank regression, let p(6,) > 0 be the
value of the prior distribution at the true parameters, and let the rank of B, A,
ber := H,. Whenr < min{H, M, N}, the following holds.



9.3 Application to Deep Learning 213

M+r N+r H+r M+ H
Case : : : + m A
N+H M+H M+N | N+4r
la < < < Even 1 —(H+r—M—N)?/8+ MN/2
1b 0dd 2 | —(H+r—M—N)?/8+MN/2+1/8
2 > 1 (HN — Hr + Mr)/2
3 > 1 (HM — Hr + Nr)/2
4 > 1 MN/2

Proof Refer to the appendix at the end of this chapter.

The mathematical derivation is sufficient, but we shall also try to calculate it
numerically using the method from the previous section.

It is sufficient to calculate the WBIC value for each 3 > 0. However, to do that,
we need to set the prior probability of the matrix BA.

Here, we modified the implementation of reduced-rank regression by B. Files [3]
using Stan, and attempted to calculate the WBIC value. First, assume that X € R” xM
and Y € R"™V are observed. By setting A € R¥*M and B = R¥*# | and assuming
e ~ N(0, 721,), we model as follows:

Y=XA"B" +e.

We want to calculate the posterior distribution of ATBT € R¥*N To do this, we
need to set the prior distribution of AT BT. First, to allow the distribution of each
componentof A" to vary row by row, set A; ; ~ N(0, A;) and \; ~ N4 (0, 2). Here,
~ N4 (0, 1) denotes the distribution of the absolute value of a random variable fol-
lowing the standard normal distribution. Let Ai,j ~ N(,1), A =diag(Ay, ..., Ay)
(diagonal matrix),and AT = AAT . Then, decompose AT into the product of a lower
triangular matrix L € RM*# with non-negative diagonal elements and an orthogonal
matrix Q € R¥*H je., AT = LQ.Since Q is an orthogonal matrix, the distributions
of BT and BT := QBT are the same. We assume l}ij ~ N(0, 1)

A"TBT =AA"BT = ALQOB" = ALB",

where the probability that each diagonal element L;; of L is x > 0 is proportional
to

xex {—x—2}
P33

(Leung-Drton’s prior distribution [2]), and the off-diagonal elements follow N (0, 1)
(each component is independent).

On the other hand, for e ~ N (0, 721,), the prior distribution of 7 is assumed to
be T~ IG(v,o0) withv ~ G(2,0.1) and ¢ ~ Cauchy(0, 1), where the probability
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density functions of the Gamma distribution u ~ G(«, #) and the inverse Gamma
distribution v ~ IG (v, o) are given by

u(y—le—ﬂuﬁa 2 VO'Z P VO'Z
fella, B) = T ficlv, o) = F(%)( > )2 CXP(—ﬁ

using the Gamma function I". Then, when 7 = v 4+ N and 52 = (0> + 7' 2)/(v + N)
are set, from fooo frc (7|0, o)dT = 1, we have have

0 2 T 2 T
SN YTt 2 L v N ot 22 iy
/0 r exp(- S S ar = Sr S T .

Therefore, the probability density function of z = y — u € RY for y = BAx € RV
is [1]

& 7'z
f Qrr?)~N/? exp(=33) fia(Tlv, o)dr
0

— 2\=N/2 zz 2 R va?
= /0 QnT7) exp(— 272). F(%)(yg /2)°T exp(— 3 Yt
= (27r)‘N/2L(V;'2)V/2 /Oo PN oy (— vo® + ZTZ)dT
F'w/2)" 2 0 272
2 o 1l v+N_vo*+z'z

= Qm NP ()2 ST ~W+N)/2 9.18

¢m F(V/Z)( I L A w— 9.18)

v+N
_ (%) 1 (1 ZT_Z)—(H—N)/Z. ©.19)
) mNzon vo?

Equation (9.19) is called the multivariate student-t distribution with parameters
(v, o).

We have created the Stan code modell6.stan to set the prior distributions
obtained so far, calculate the posterior distribution, and obtain the WBIC values. The
code utilizes the functions block to define custom functions, specifically for the
definition of Leung-Drton’s prior distribution.

modell6.stan

functions {
real 1d_diag_lpdf(real x, int i, int k, real c0) {
return (k—i)xlog(x) — square(x)/(2xc0);
}
}
data {
int n;
int M;
int N;
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int H;
matrix[n, M] X;
matrix[n, N] Y;
real<lower=0> beta;
}
transformed data {
int ntrap = M+H;
}
parameters {
real<lower=0> sigma;
real<lower=0> nu;
vector<lower=0>[H] diags;
vector[ntrap] lowtrap;
matrix[H, N] BhatT;
vector<lower=0>[M] lambda;
}
transformed parameters {
matrix[n, N] mu;
matrix[M, H] L;
{
int idx;
idx=0;
L = rep_matrix(0, M, H);
for (col in 1:H) {
L[col, coll] = diags([coll;
for (r in (col+1):M) {
idx+=1;
L[r, col] = lowtrapl[idx];
}
}
mu = diag_post_multiply(X, lambda)x+L+BhatT;
}
}
model {
lowtrap ~ normal(0,1);
for (i in 1:H)
diags[i] ~ 1d_diag(i, H, 1);
to_vector(BhatT) ~ normal(0,1);
lambda ~ normal(0, 2);
nu - gamma(2, 0.1);
sigma ~ cauchy(0,1);
for(j in 1:n){
for (i in 1:N)
target += betasstudent_t_1pdf(Y[j,il|nu, mu[j,i], sigma);
}
}

generated quantities{ // This block is for calculating the value of
WBIC.
matrix[n,N] log_lik;
for (3 in 1:n) {
for (i in 1:N)
log_1ik[j,i] = student_t_1pdf(Y[j,il| nu, mulj,il, sigma);

215
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(1a) A =10.414, A =10.5 (1b) A =11.341, A=95
SR O
~ ~N o
[Sapa e n =
S = oz
- T T T T T T T - T T T T T T T
0.6 0.8 1.0 1.2 1.4 1.6 1.8 0.6 0.8 1.0 1.2 1.4 1.6 1.8
1/8 1/B

Fig. 9.3 For the three cases in Example 79, we calculated the WBIC values for multiple 3 values
and plotted the relationship between the corresponding WBIC values using a straight line. The plots
represent cases la, 1b, and 3, respectively

Example 79 Using the model16 . stan code, we executed the following R code
for cases 1a, 1b, and 3. We calculated the WBIC values for multiple 5 values and
plotted the relationship between the corresponding WBIC values using a straight line
(Fig.9.3). From the slope of the line, we obtained estimated values of A as shown
in the table below. Note that the ben_files.stan used for data generation is
identical to “Listing 2: Stan program for simulating data from the reduced-rank
regression model” in the literature [3].3

CASE M N H r XNsBEstimate A \’s Theoretical Value

la 5 5 4 2 10414 10.5

1b 5 5 3 2 11341 9.5

3 3 4 3 3 6.329 6.0

|

wbic <- function(log_likelihood) — mean(rowSums(log_likelihood))
library(rstan)
## Data Generation Process
n <- 200
M <-4
N <- 3
r <- 2
data_list <- list(n=100, p=M, c=N, k=r)
fit <- stan(file = "ben_files.stan", data = data_list, chain=1,

algorithm='Fixed_param’)

fit_ss <- extract(fit, permuted = TRUE)
X <- fit_sssXl[1,,]

Y <- fit_ssSY[1,,]

## Calculate the WBIC values for multiple betas

3 It is also available from the website of this series: https://bayesnet.org/books_jp.
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WBIC <- NULL

B.seq <- c(3, 5, 7, 10)

for(b in B.seq){
data_list <- list(n=n,M=3,H=3,N=4,X=X,Y¥Y=Y, beta=b/log(n))
fit <- stan(file="modell6.stan",data=data_list)
wbic.value <- wbic(extract(fit)S$Slog_1lik)
WBIC <- c(WBIC, wbic.value)

}

beta.1<-B.seq/log(n)

u<-1/beta.1; uu<-u—mean(u)

v<-WBIC; vv<-v—mean(v)

slope<-sum(uu*vv) /sum(uu+uu)

intercept<-mean(v)—slope*mean(u)

plot(u,v, xlab="1/beta",ylab="WBIC")

abline(a=intercept, b=slope, col="red")

9.4 Application to Gaussian Mixture Models

Suppose there are multiple Gaussian distributions (we assume H > 1), and one of
them is randomly chosen (with probabilities 7y, . .., 71y > 0, and Zle 7, = 1), and
the N-dimensional data x € R" is generated according to this Gaussian distribution
N (pn, 03). For simplicity of discussion, we will assume that o2 = 1:

H
p&10) =Y musu(x | )

h=1

with
O ={(mn,pn) | h=1,..., H},

where sj, (x|, aﬁ) is the probability density function of the normal distribution
with mean p;, and variance aﬁ. Also, we assume that the above statistical model is
realizable (¢(x) = p(x | 6,)), and we denote the true H as H,, and the true ¢ as

O ={(m}, ) | h=1,..., H.}.

Regarding the equation

log

px 16, ~log (1 " plx|6)— plx| 0*)> ’ (9.20)

p(x16) p(x | 6,)

for arbitrary € > 0, there exist 6 # 6, with |§ — 6,| < eand x € RY such that
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p(x | 60)— p(x |6,
p(x | 0,)

| > 1.

Thus, the convergence radius of log(-) is 1, and we cannot write (9.20) in the form
of (5.2).
For example, if N =1, H, = 1, H = 2, and p,

pGr10) = p(x 16 mexp{—S52) + (1 — mp) exp{—%} — exp{— L)

px |6y exp{—%}
2
Xpioop
= mlexp(—- — 5~ 1)

becomes, and (9.20) does not become, a holomorphic function with values in L?(g).
This means that it does not satisfy Assumption 4 that we have been assuming. How-
ever, even in that case, it has been proven that there exists an always positive C*
(not holomorphic) a(u) such that [12]

K(gw) = a@)ui" ... ul.

From now on, we will first calculate the value of WBIC(H) for the observed values

X1, ..., %, € RY and the candidate H, and find the H that minimizes it.
Example 80 We shall consider data x1, ..., x, € R"” with dimension N = 2. With
w = (1, 1), and the identity matrix of size N = 2 as X, we generate data xi, ..., x,

(n = 200) each from the two kinds of Gaussian distributions N (—u, ¥) and N (i, X),
and calculate the value of the Gaussian mixture WBIC for H = 1, 2, 3, 4, considering
my = w5 = 1/2, H, = 2, and the H that minimizes that value is used as the estimate
of H,. Similarly, we generate data xy, . .., x, (n = 300) each from the three kinds of
Gaussian distributions N (—2u, ), N(0, ¥), and N(2u, ¥), and calculate the value
of the Gaussian mixture WBIC for H = 1, 2, 3, 4, considering 7} = m;, = 73 = 1/3,
H, = 3, and the H that minimizes that value is used as the estimate of H,. Also,
experiments were conducted for 5 = 1/logn, 10/logn, 100/ logn, 250/ logn. The
results are shown in Table 9.2. In the case of H, = 2, it is correctly estimated. In the
case of H, = 3, the value of WBIC is smaller for H = 4. When H is large, unless
the sample size n is large, the problem of estimating H, is not easy. ]

In addition, the learning coefficient, when H > H,, is bounded from above by
Proposition 43 as

1
A< S (NH.+H 1), 9.21)

In fact, if we define

T = . s = . .
0, otherwise arbitrary, otherwise,
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Table 9.2 Computing WBIC for N =1, H =2,3,and H = 1,2,3,4

219

H, 2 (n = 200) 3 (n = 600)
B\H 1 2 3 4 1 2 3 4
1/logn 75344 66236 |664.05 |665.28 31682 22394 [2178.8 [2178.9

10/ logn 748.80 |650.64 |650.77 |650.98 |3163.5 |2227.4 |2157.8972157.887

100/ logn 748.33 |649.46 |648.97 |649.01 |3163.0 |2226.2 |2156.0 |2155.6

250/ logn 748.30 |649.38 |648.83 |648.85 |3163.0 |2226.1 |2156.0 |2155.5

Upper bound | 2 5/2 3 772 3 772 4 9/2

of A

we have a dimension of NH + H — 1, but there are redundant parameters of N(H —
H.,), and by Proposition 43, the learning coefficient is bounded above by (9.21). The
upper bound in the case of Example 80 is recorded in the lower row of Table 9.2. The
learning coefficient has been studied not only for the upper bound but also for the
lower bound. If they are close, it can be good information. Also, it can be numerically

estimated using the method shown at the end of Sect. 8.1.

modell7.stan

data {
int<lower=1> K; // number of mixture components
int<lower=1> N; // number of data points
array N vector[2] y; // observations

real beta;

}

parameters {
simplex[K] theta; // mixing proportions
vector[2] mulK]; // locations of mixture components

}
transformed parameters{
vector[K] log_theta = log(theta); // cache log calculation
}
model {
mu ~ multi_normal(rep_vector(0.0,2), diag matrix(rep_vector(1.0,2)));
for (n in 1:N) {
vector[K] 1lps = log_theta;
for (k in 1:K)
1ps[k] += multi_normal_ lpdf(y[n] | mu[k], diag matrix(rep_vector
(1.0,2)));
target += beta*log_sum_exp(lps);
}
}

generated quantities{
vector([N] log_lik;
for (n in 1:N) {
vector[K] 1lps = log_theta;
for (k in 1:K)
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1ps[k] += multi_normal_lpdf(y[n] | mul[k], diag_matrix(rep_vector
(1.0,2)));
log_1lik[n] = log_sum_exp(lps);
}
}

wbic <- function(log_likelihood) — mean(rowSums(log_likelihood))
library(rstan)

b.seq <- ¢(1,10,100,250)

K.seq <- c(1,2,3,4)

x <- 1listQ

#n <- 100 # Data generation K=2

#for(i in 1:n) z[[i]]=c(rnorm(1,—1,1),rnorm(1,—1,1))

#for(i in (n+1):(2xn)) z[[i]]=c(rnorm(1,1,1),rnorm(1,1,1))

n <- 200 # Data generation K=3

for(i in 1:n) x[[i]] <- c(rnorm(1,-2,1),rnorm(1,—2,1))

for(i in (mn+1):(2+n)) x[[i]] <- c(rnorm(1,2,1),rnorm(1,2,1))
for(i in (2+n+1):(3*n)) x[[i]] <- c(rnorm(1,0,1),rnorm(1,0,1))

WBIC <- NULL
for(b in b.seq@)for(k in K.seq){
data_list <- list(K = k, N = length(x), y=x, beta=b/log(n))
fit <- stan(file = "modell7.stan", data = data_list, warmup = 2500,
seed = 1, iter=5000)
mm <- rstan::extract(fit)
wbic.1 <- wbic(mms$log_ lik)
WBIC <- c(WBIC,wbic.1)

WBIC

9.5 Non-informative Prior Distribution

We assume that the determinant det 7 (f) of the Fisher information matrix I(f) at
each 6 € © is non-negative definite and the integral [ +/det (0)d0 is defined. In
obtaining 1(f), we took the expectation value with ¢(x) in Chap. 5, but here we
take the expectation value with p(x|6). Furthermore, when this integral has a finite
positive value, we call

JAet 10

(0) = ————r>

o VAU T(@)do’

Jeffreys prior distribution. When K(0) =0, p(#) =0, so the discussion in
Sect. 9.2 does not hold. By applying Jeffreys prior distribution ¢ = ¢, (6.23) can be
written as
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d
Ex,..x,[F2] = nEx[~log p(X|6,)] + 3 log 2%6 + log/ Jdet 1(8)do + o(1).
®
9.22)

Example 81 For the log-likelihood of a normal distribution with variance 1 and
known mean g,

(x — p)?

1
exXpy—
o p{ 5

L:=Y"_log f(x;|u), and taking the derivative with respect to p gives > ;_, (x; —
1), and its square mean is n, so I = 1. Therefore, if ® is not bounded, such as
® = [-2, 2], Jeffreys prior distribution ¢, is not determined. ]

fxlp) = 1,

Example 82 Consider arandom variable X that takes on the value 1 with probability
0 and the value O with probability 1 — 6. Let x1, ..., x, € X = {0, 1} be indepen-

dent realizations of X. For L := log{6*(1 — )"}, wehave L' = § — =% = elil_fZ)'

2
The square mean of this is E[(éf—f%) 1= 9(%9), soI(0) = ﬁ > (. Therefore,

Jeffreys prior distribution is proportional to ¢, (0) o< 6~1/2(1 — 6)~'/2. This corre-
sponds to setting a = b = 1/2 in Eq. (2.19). |

In Bayesian statistics, a prior distribution that is used when there is no particular
information available for determining the prior distribution is sometimes called a non-
informative prior. In Eq. (2.19), for example, a = b = 1 (a uniform distribution) is
often used in practice as a non-informative prior. However, a uniform distribution over
0 < 6 < 11is not a uniform distribution when the variable is transformed to ¢ := V.
On the other hand, Jeffreys prior does not suffer from this problem, satisfying the so-
called invariance property. In some cases, a prior distribution satisfying invariance
is defined as a non-informative prior.

Example 83 In the case of Jeffreys prior, let’s demonstrate that when a random
variable X takes the value 1 with probability # and the value 0 with probability 1 — 8,
if we let § = t? and consider X taking the value 1 with probability ¢> and the value
0 with probability 1 — ¢2, Jeffreys prior distribution remains the same distribution.
We shall denote Jeffreys prior distribution for each as ¢ and ¢!, respectively. Let
X1, ...,x, € X ={0, 1} be independent realizations of the random variable X. For
L :=log{t*(1 — t*)"~*}, we have

L,_2k 21(n—k)  2(k —nr?)
Tt 1—2  t(1—=1¢2)

4
Bl = 10 = 1.

172

Hence, Jeffreys prior distribution is gof (1) o (1 — *)~1/2. Here, since 0 = 12, we

have d6 = 2tdt, so

do _ 2tdt _ 2di
VIA—0  Ji2(1-1) J1-22




222 9 WBIC and Its Application to Machine Learning

This implies that, whether we take the parameter as 6 or ¢, for the integrable subset
T’ C T witht € [0,1]and © = {t?|t € T'} C O, we have

/ el (ndt = / pLdo.
T’ [S4

Proposition 47 When applying Jeffreys prior distribution, one of the following
occurs:

1. A=d/2andm =1
2. A>d/2

Proof Refer to the appendix at the end of the chapter.

Appendix: Proof of Proposition

Proof of Proposition 40

For p = 0, 1, we have

¢ p(x;10) p(x;160)
W ;:/ _ P Po(0)do
" B(e,,ﬁ){ Z z|9)} {HP( z|9)} ( )

i=1

= Z/[o » du | — i €,0))” expl—nu® + /aBuk €, ()} |ba ().

‘We evaluate the value of

53[Xn:10 p(x;10,) _ WD + 0p(exp(—+/n))
e p(xilg(u)) W, + op(exp(—/n))

(9.23)

where we have performed a variable transformation with ¢ = nfu®*. Using exp

(VBtéa)) =1+ /Bt&(u) + Op(B) as B — 0, and excluding the term
(lognB)"~!
(npB)A

op( ), we obtain
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W
S [ [Tae (L= ZeON e wna;
acA
(logz:ﬁﬂ));” ! |:1“()\)C(0) + AT+ %)C(”], p=0
b i e s - ks i s

where we define

cw =3 G)Pdul) . p=0,1, TN := [ " exp(-n)dt
[0,1]4 “
a€eA I 0

We shall define Y := C"/C©. Then, for constants a, b, ¢, d witha # 0,as § — 0,
we have

C+\/Bd_£ ad — bc
T = etV (T) o

Settinga=T(\), b= A+ 1/2)Y,c=I'(A+ 1),andd = (A — 1/2)T (A + 1/2)Y,
we obtain

c_re+y
a T

and
db—F)\)\lr)\ 1Y I‘)\lYF)\l—lr‘)\F)\lY
a—C—()-(—5)(—1—5)—(+§)‘(+)——5()(+5)-

Therefore, Eq. (9.23) can be written as

puld) . A \
E —+ U, |— + 0p(1),
”’[Z % D Galgy) ~ 5+ U5 T Or®)

i=1

where we define

e _Yra+1/2)
SNV
Substituting 3 = (y/ logn into this equation, we obtain Eq. (9.3). From the defini-

tion of &,(u), we get Ex, x,[Y] =0 and Ex, x,[U,] = 0. Furthermore, since the
sequence &1, &, . .. converges in distribution to the Gaussian process &, the sequence
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of random variables U;, U,, ... also converges in distribution to a normal distribu-
tion. This completes the proof. |

Proof of Proposition 46

In order to prove this proposition, we use the following lemma.

Lemma 1 Let U be aneighborhood of 0, € ®,, andl, m,n > 1. Suppose Ty, T, T
are mappings from U — R>™" U — R>" U — R™ " matrices respectively, and
|| - || are their norms. Then,

1. If P € R™™ Q € R™™" areinvertible, then when considering PT Q as a function
assigning the matrix PT (u) Q € R™*" to elements u of U, there exist a, 3 > 0
such that o||T || = [|PT QI = BIIT]I.

2. If T is bounded (||T]| < o0), then there exist «, 3 > 0 such that o(||T}]|> +
IT211) < ITall> + 1T + T T11* < BAT? 4 1 T21%).

Proof of Lemma 1: Refer to the next section.
Proof of Proposition 46*: Firstly, let 6 = (A, B), 0, = (A, By), and S := BA —
B.A.. Then

1
K(0) = SExy [IY = BAX|® = |Y — B.AXI]
1
= 5Exy [IY = B.AX + (B.A. = BAX|® = IY = B.AX|’]
1 2
=5 | ISxI’g(x)dx
2 Jx

(considering Y — B,A,X ~ N (0, 1)), the problem of finding the poles off@) K@)
(6)d0 is equivalent to finding the poles of f(_) |S11%2(0)d6. To show this, let S =
(sx). Then, there exists a matrix X such that

1 1 1
K@) = 5 Z[X(Zsijxj)zq(x)dx = 5 Zzzsijsika_kaq(x)dx = ETr(SXST)
i j i j Kk

and without loss of generality, X can be assumed to be positive definite. Then, there
exist constants ¢y, ¢, > 0 such that

cillSIF = a1 Tr(SST) < K(0) < 2Tr(SST) = 2 |IS|I*.

(For example, take the minimum and maximum eigenvalues of the matrix X as
2c1, 2¢;, respectively.) Therefore, the equivalence has been shown.

4 An attempt has been made to derive this in a simple way so that non-experts can understand.
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Let A= (a; ;) € RF>*M B = (b; ;) € RV*# and assume that the rank of B, A,
isr, and let || - || denote the Frobenius norm of the matrix (the square root of the sum
of squares of the components). First, since the rank of B, A, is r, there exist regular
matrices P € RV*V 0 € R¥*M gych that

. A
rno-[4!]

and we have

I p-lp _ B B3 . -1 _ A] A3
B =P B_[BQB4 andA" ;= AQ = Ay Ay |7

Let A1 c Rrxr’ A2 c R(H—r)xr’ A3 c Rrx(M—r)’ A4 c R(H—r)x(M—r), Bl e Rrxr,
B, e RN="xr By e R™*E-7) and B, € RW—)*H=") We can further transform

o [ LO] _[BiB|[AA] [LO

I:=54 [OO}_[B234]|:A2A4] [00}
_[Ci €+ 1 = BsA) AT As + By Ay
Cy  (Cy— ByAy)AT'As + ByA,

_[CiCiAT Ay + AT A5 + B3 A
BRKe C2AT A3 + By A,

Ci Ci(A; — B3A)) + A,
C, Cz(Ag — B3A£1) + B4A2

Let Cy := BjA1 + B3Ay — I, C, :== By A + B4A», Aﬁ‘ = —A2A1_1A3 + Ay, and
Al = Af1A3 + B3 Aj. Also, for any neighborhood U4’ gy of (A’, B") such that

Al I, 0
BA_|:OO:|‘

According to Lemma 1 1, there exist o, 8 > 0 such that o||T|> < |PTQ|* <
BIIT|*. Also, since

PTQ = P(B'A — [g 8])Q = BA — B,A,,

let’s define ¥ := || BA — B, A,||*. Then, the poles of the integral

/ Wi(0)do
U gy

coincide with the poles of the integral

f ” [Cl Ci(Ay — B3A,) + A, ] %0d6
U LC2 Ca(Ay — BsA)) + BuA
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Furthermore, using Lemma 1 2, if we define

ren[8] ] e
4

then the poles of the integral

C] A/ 2z
I [ 3, } I (0)do
/U(A,,B,) Gy B4A,

also coincide. Moreover, from C; € R™", C, € RV=*" and A} € R™*M—),
we can construct the matrix C? :=[Cy, C,, Aj] € R>*WN+M= O .— B, ¢
ROV=XH=D - and - AQ = A} € RE=M=0 0 we Jet &© = |CO|2+
| B@A©] 12 then the poles of the integral

/ (@O O)p(0)d0
U )

also coincide.

The following demonstrates thatforeachs = 0, 1, ..., min{H — r, M — r}, there
exist C® ¢ Rrx(NJerr), A® ¢ R(Hfrfs)x(Mfrfs)’ B(s)eR(Nfr)x(Hfrfs)’ ng‘)’ o
DY e RM*M=r=s) p® b € RN~ such that

K ’ L )

O :=ud. . ud <||C(S’I|2 +Y BT+ 1) 6T DY + B<S>A<S>||2> (9.24)

i=1 i=1

To demonstrate that a similar ®“+1 can be obtained by blowing up one component of
A®) g RH=r=x(M=r=s) \e without loss of generality consider the top-left compo-
nent u,,1 of A® to be the one to be blown up. The other components of A, as well
as the components of C® and bV, . . ., b, are transformed by multiplying by 1 ;.
By factoring out u,,; from ®©), we can express C® as C¢*D, b as b and
Yo bl.(s)Dfs) + B9 A® in terms of suitable ¢ € RH-7=s-Dx1 7 ¢ RIx(M—r—s—1)
and A € RUH-r=s=Dx(M=r=s=1) a5 follows:

where we assume B®) = [b, B6tD] and Di(s) =[D;1,Dia, ..., Diym—r—s] . By
defining the leftmost column as

s

Z bi(SJrl)[Di,l’ Dia, ..., Diy—r_s]+[b B“TV] [

i=1

BN

1
a

S
1 1
b =b+ B Va+ > bV Dy,

i=1

we can rewrite the remaining columns as
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s
S oS0, D] + b+ BOFDA
i=1
N N

1 1 1 ~ 7
= 0D, D) + OO = BETDa =360V, ja + BEFDA

i=1 i=1

s
s+1 ~ s+1) ~ -~ ~
=Y oD 5. .. Dy p—r—s] = Dia) + bV + BOTD(A — aa)

i=1

s+1
— Zbl{S-H)Di(S-H) + BG+D A(+D ,

i=l
where we have set AS*D := A — 4 and defined D" € RI*M—r=s=1 4

D,-(SH) =1[Dj2,..., Dipy—r—s] — Dj1a
for1 <i <s,and Dx(fll) := . Therefore, we can express ®“*1 in the form of Eq.
(9.24) with s replaced by s + 1.

When s = min{H — r, M — r} is reached, the term B® A vanishes. However,
this operation does not find all local coordinates of the branching manifolds. Choose
some component of C®) or o) as v, and multiply all the other components of C*,
b, and A® by v. This transformation forms a normal cross in this neighborhood,
thus obtaining the desired local coordinates.

At this time, all components of C®), A®), and bgs), ..o, b in ®© are divided by
v,and u; .. .u, becomes u; . ..u,v. Furthermore, at each s, C®, b, and A® each
have (N + M — r)r,(N —r)s,and (M —r — s)(H — r — s) elements, respectively,
for a total of

Is) =(N4+M—-r)yr+s(N—r)+M—r—s)(H—r—y3)
=s>~-(M+H—-N-r)s+(N—H)r+MH

elements. The Jacobian when each variable is divided by the variable u | is ui_(i)l_l
The final Jacobian is «\® ™" ... u!6=D=1,/0=1 and K () = u? ... u2v?. Therefore,

the poles of uy, ..., us, v are

1(0) 1(s)
TR 7
Also, the number of times the former blow-up is performed, s =0, 1, ..., min{H —

r, M — r}, is determined by when C® or b*® is blown up, and can be freely chosen.
Finally, since I(s) is a quadratic function for 0 < s < min{H — r, M — r}, if the
minimum point is included in the interval, if M + H — N — r is even (equivalent
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to M + H + N + r being even), it is minimum ats = (M + H — N — r)/2, and if
it is odd, it is minimum ats = (M + H — N —r = 1)/2. When M + H < N —r,
it is minimum at s =0, when (M +H — N —r)/2> H —r and H < M, it is
minimum at s = H —r,and when M + H — N —r)/2>M —rand M < H, it
isminimumats = M —r. Andsince N >r, M +r > N + H means M > H and
H+r>M+Nmeans H > M,soM +r >N+ Hand H +r > M + N donot
occur simultaneously.

Proof of Lemma 1

In general, for

a
A=| : | eR™ B=[b,...,b] e R

Am

wehave |AB|* =), > ilai, b2 <Y, > lai 12116;11* = I AlI*|I BII*, where || - |
is the Frobenius norm. Thus, there exist 3, v > 0 such that

IPTQI* < IIPIPITIPIQI* < BITI
and
ITI>=11P~'PTQQO " II> < IPT'IPIPTQIPIIQ"I* < vIPT QI

If we set o := ~~!, the first item is satisfied. Next, if || T'||> < oo, then similarly, there
exist 3, v > 0 that satisfy the following:

ITU? + 1T + T T < TP+ 207207 + 20T TN < BAIT? + 1 T211%),

I <2(IT + TiTI2 4+ | = TiTI*} < 201 T2 + TiT* + AT 1%
and
I + 12017 < 2072 + TiT >+ 2y + DITiI? < 2y + DUIT> + TiTIP+IT 1)

If we set o := (2 + 1)~!, we have the second item as well.
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Proof of Proposition 47

We want to show that the maximum pole of the function

((z) = f K (0)*+/det I1(0)d0
)

is at —\ = —d /2 (multiplicity m = 1) or —\ < —d /2. In general, there are mul-
tiple local coordinates. Choose arbitrary local coordinates (61, ..., 64) such that
K@) = 0%’” 9?‘2 ... 0%"»‘ , for some positive integers k1, k, . . ., k. Therefore, the log-
likelihood ratio function can be written as

o pxld) PR
f(x,0):= log———— =ax,0)0,'65 ...6_.
; e 1% -5
Define
a0 f; + kia(x, 0), k; # 0
ri(x,0) == da(x.0) k=0 (9.25)
0, i =Y.
We have

Of(x,0)  [rix, 08" ... 007" .05 ki #0
89,‘ - r,~(x,9)011” ...054, ki =0

Define the elements of the matrix J(0) = (J; ;(0)) as

Ji i (0) :=/Xri(x,e)rj(x,ﬂ)p(xW)dx.

Then, we have

Vaet(1 @) = [T 679" VdetJ 9)). (9.26)

Jki#0

In fact, the elements of 1 () = (I; ;(6)) are

— p(x|6)dx

[ Of(x.0) Of(x,6)
I’*f(e)_/x 00; 06,

= g% ...93“9;“""#0)9;“"/#0’/ ri(x, 0)r; (x, 0) p(x|0)dx ,
X

where I (k; # 0) takes the value 1 if k; 2 0 and O if k; = 0. In this case, when
the indices (i, j) = (i1, j1), ..., (ia, ja) of I; j(0) are chosen so that there are no
duplicates in each of iy, ..., iy and ji, ..., jg; their product can be written as
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d d
l_[ L., (0) = 1_[ ;72 l_[ Jiyin (0). (9.27)

h=1 1:k; #0 h=1

Therefore, (9.26) is obtained. Moreover, when k; # 0, k;, ..., k; =0, K(0) = ka '
from (9.26), we have

det 1(0) = 01"~ /det J(0) = c1 (61, ..., 007",
where ¢ is an analytic function. Thus, we have
((z) = / K(@)*y/det I(6)db, ...dby,
)

= / 10y, ..., 00070 a0, ... do,
j

O

_ h(z)
C kQz+d)’

where h(z) is an analytic function of z. Therefore, if a pole of ((z) exists, it is
at z = —d/2 with multiplicity m = 1. In the general case where there are more
than two i for which k; # 0, we perform the following coordinate transformation.
For simplicity of discussion, assume &y, ..., ks > 0, ks11, ..., kg = 0,and K (0) =
9]1“ ... 0% Furthermore, with respect to K (6), the property of normal crossing is
preserved even when we change the local coordinates to

Oh=u, r=uuy, ..., 0 =uy...u

via a blow-up transformation. We denote this transformation as g(u), where u =
(uy,...,us). If we define o := k; + - - - + k;, then we can express

K(gw) =[]

J=1

. 00; . . . .
Also, since —— forms a lower triangular matrix, the Jacobian of the transformation
"
j
is

s 80 s .
gl =[]+ =[Tu"

Furthermore, if forany 1 <i <s —1,u; =0, then 8, =0 forh =s — 1, s. From
(9.25), rp(x,0) = kpa(x, ) holds for h =s — 1, s. Thus, the jth column of the
h =s — 1, s rows of J () are respectively

kh/ a(x, 0){8—a€j +kja(x,0)}px|0)dx ,
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which means that the s — 1 and s rows are proportional, causing the rank of the
matrix J(#) to decrease by 1. Therefore, det J (g(u)) = 0. Also, since J(g(u)) is an
analytic function, using an analytic function ¢, (uy, ..., us), we can express

det J(g(u)) = cr(uy, ..., us)uf . ~~”§717

which means

Vdet I(gw) = ea(uy, . .., s)l_[btl H{Hu yki !
j=1 h=l1

d doj—s+j
=c(uy, ... us)uy™" Huj’ .

Therefore,
det I(g(u))|g (u)| = u2ossdos=! l—[ 2o
When integrating with respect to each of uy, ..., u,, the poles of {(z) atu; (1 < j <

s — 1), uy are understood to be respectively

doj+1 d

20']‘ ’ 2 '

Exercises 87-100

87. Show that there exists an inverse temperature 5 > 0 such that the free energy
F, and WBIC, are equal.
88. Show that for p =0, 1,

W= 30 f o [t @) explong e )1 1o o)
(0,1}

can be represented as
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89.

90.

91.

92.
93.

94.

95.

96.

S
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W(p)
[ [
% [m)c(o) +V/Br(+ %)C(l)], p=0
- % [F(/\ +1)CO £ /BIro+ %) ~TO\+ %)}C(l)] .p=1
Here,
v = (Z/ gn(u)f’du;;) , p=0,1, T\ = /ootA’leXP(—t)dt.
acA 0,13 0

In the proof of Proposition 42, why does the lower bound of Z (n)n¢/? converg-

ing to a positive value contradict with the first point of Proposition 41?

In the derivation of Proposition 44, where are each of the three conditions for
regularity used?

In Example 77, derive Egs. (9.12) and (9.15). Also, how is Eq. (9.16) derived
from a Jacobian?

Derive each value in Table 9.1.

In the procedure for estimating A in Example 78, what would the estimated
value of \ be if we use the values from 10, ..., 60 divided by log n as (3 instead
of 100, ..., 600? Also, which variable in the program represents the estimated
value of A?

When M = N = 1 and H, = 0, prove the following inequality for when v H
is an integer. Also, when does the equality hold? Here, [a] is the largest integer
not exceeding a > 0:

WHP +[VH]+ H
4[VH]+2

1
+min{(N + D(H = H), M(H — H.), > (M(H = H) + 2M (N + D)}].

%[H (M+N-+1)

[Hint]: For H > 2, it is enough to show that 2H + v'H < %(H +4)(2VH +
1). Note that both sides can be divided by 2/H + 1.

Derive Eq. (9.19) from Eq. (9.18). Also, referring to the Stan manual, explain
the details of lines 40 and 53 in the Stan code.

What does the function 1g_decomp output when given a matrix A? Investigate
the meanings of the functions gr, gr . Q, and gr . R and explain each step.

1g decomp <- function(a) {
QR_decomp <- gr(t(a))
L <- t(gr.R(QR_decomp))
Q <- t(gr.Q(QR_decomp))
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917.

98.

99.
100.

return(list(L = L, Q = Q))

}

A <- matrix(c(1l, 2, 3, 4, 5, 6), nrow = 2, ncol = 3)
result <- 1lg decomp(a)

L <- resultsSL

Q <- resultsQ

[Hint]: There exist an orthogonal matrix Q and an upper triangular matrix
R such that AT = QR, so if we set L := R' (lower triangular matrix) and
S := Q7 (orthogonal matrix), we can writt A = RT QT = LS.

From the values of /(s) obtained in the appendix, derive Proposition 46. Also,
even if the s of ® in (9.24) is updated to the maximum value, a normal cross
cannot be obtained. Why?

Referencing the Stan code in model1l4. stan, generalize modell7.stan
so that the K elements each have a common standard deviation o > 0 instead
of variance 1. Then, confirm that the same results are output when applying
modell4 . stan as Stan code for the case of K = 2.

Show invariance of Jeffreys’ prior for § = t* in Example 83.

In the proof of Proposition 47, when selecting the indices (i, j) = (i1, ji), ...,
(ig, ja) of I; j () in such a way that there are no duplicates in iy, ..., iy and
Ji, - -, ja,respectively, why can their products be multiplied like in Eq 9.27)?
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