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Understanding the Sedimentation 
Process of the Maeinee River 
for Developing a Future Drainage Plan 
Using Mathemetical Model 

S. M. R. Newaz and M. A. Islam 

Abstract Mathematical model is widely used tool for planning and design of water 
resources project [1]. One-dimensional morphological modeling provides a scenario 
of sediment transport phenomena and morphological behavior in-terms of trend in 
long term bed level changes. Since two- and three-dimensional model provides better 
results but large extent of data requirement where one-dimensional morphological 
model can be applied for the general understanding of river system in long run 
river morpho-dynamics [2]. In this study 1D morphological model is developed for 
Maeinee River, which is one of the major rivers that feed Kaptai Lake. And Kaptai 
Lake is the reservoir of Karnafuli Hydroelectric Power station (230 MW). The model 
is calibrated with observed suspended sediment concentration by IWM. The key 
finding of the study is that the Maeinee River system shows that the perfect equi-
librium has not yet been obtained, rather a dynamic equilibrium has been observed. 
This study shows upstream reaches of Maeinee River are likely to be under erosion 
process whereas downstream reaches mostly under deposition process in the bed. the 
results should be taken as indicative rather considering its quantitative outputs. Better 
result could be obtained if comparison between more approach could be analyzed. 
Lack of adequate data is one of the main problems faced during this study. The results 
are useful in investigating the response of a river system to large changes in the flow 
regime. 

Keywords Transport sediment ·MIKE 11 ·Mathematical modelling · Drainage 
plan ·Maeinee river

S. M. R. Newaz 
Flood Management Division, Institute of Water Modelling, BD Dhaka, Bangladesh 
e-mail: smz@iwmbd.org 

M. A. Islam (B) 
Research and Development Unit, Institute of Water Modelling, BD Dhaka, Bangladesh 
e-mail: asf@iwmbd.org 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Arthur et al. (eds.), Proceedings of the 6th International Conference on Advances in 
Civil Engineering, Lecture Notes in Civil Engineering 368, 
https://doi.org/10.1007/978-981-99-3826-1_1 

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3826-1_1&domain=pdf
mailto:smz@iwmbd.org
mailto:asf@iwmbd.org
https://doi.org/10.1007/978-981-99-3826-1_1


2 S. M. R. Newaz and M. A. Islam

1 Introduction 

The objective of the morphological study is to understand the sedimentation process 
of the main drainage system for developing a sustainable drainage improvement plan. 
River morphology largely depends on the longitudinal slope, channel conveyance, 
off take of the sediment load, sediment transport rate, mean diameter of the sedi-
ment, particle settling velocity. For developing the sediment transport model required 
sediment data have been collected from secondary sources like BWDB, BMD. The 
analysis of sediment data, development of sediment model and assessment the sedi-
mentation process of the rivers have been described in the methodology part. The 
combined flow of Maeinee and Kasalang river falls to Kaptai lake which fulfill water 
demand of the Kaptai Hydro Power Plant (230 MW). Therefore, Maeinee river play 
an important role in the operation of Kaptai Hydro Power plant. It is also important for 
supplying irrigation water in the surrounding area. There are cultivable lands on both 
the banks. The land is medium high land and subject to occasional flash flood during 
the rainy season. But the flood water usually recedes within a short time. Farmers 
are not able to grow rice due to scarcity of irrigation water [3]. The Maeinee river is 
flashy and carries sand (coarse & fine mixed) during flush flood. It is observed that 
the sand is mostly deposited in the river bed. By using sediment transport module of 
MIKE 11, total sedimentation process of the river can be observed. One dimensional 
morphological model needs comparatively less data and time to simulate though it 
has limitation of overlooking bend scour. But for long term simulation it is convenient 
to get sediment transport and bed level change as an indicative solution for the plan-
ning process [4]. Thus, it is helpful for decision maker and planners for the long-term 
planning relevant to river restoration. The study area and overall methodology are 
shown in Figs. 1 and 2.

2 Study Area 

The Maeinee River is located at Dighinala Upazila of Khagrachhari district. The 
river is originated from the hilly area of Tripura, India and rolls down to Dighinala 
Upazila of Khagrachhari district of Bangladesh. The Maeinee River is about 109 km 
long and width varies from 72 m to 45 m. The average depth of the river is about 1 m. 
The river flows to Rangamati district at Babushara UP and falls to Kasalang river 
at Kheder mara UP of Baghai Chhari UZ. The Maeinee river is a perennial river, 
however, during the dry months the flow comes down to as low as 2.82 m3/s (field 
measurement). It is perennial and flashy in nature. Three temporary gauge stations 
have been established by IWM under a project on Maeinee at km 0.0 near Beltola, 
at km 21.40 near Dighinala Steel Bridge & at km 73.35 near Maeinee Mukh. The 
average bed slope of the River is 41 cm per km within the project area. It is mentioned 
earlier that the Maeinee river is flashy and carries sand (coarse & fine mixed) during 
flash flood. Map of the study area is shown in Fig. 1.
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Fig. 1 Map of the study area

3 Methodology 

Relevant publications and project reports have been reviewed to finalize this method-
ology. A one-dimensional morphological model has been developed coupling with 
hydrodynamic simulation using secondary hydrological data and recently collected 
topographic data. In this study, the non- cohesive sediment transport and morphology
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Review of literature 

Data collection from various sources 

Development of Hydrologic and hydrodynamic model 

1-D Sediment transport model development 

1-D morphological model development and calibration 

Fig. 2 Methodology flowchart of the study

module of mike 11 is used. By using this module, we have the understanding of 
sediment transport phenomenon and morphological behavior. The computation of 
sediment transport rate depends on the development of 3 modules:

• Computation of rainfall-runoff using MIKE 11-NAM
• Computation of hydrodynamic behavior using MIKE 11-HD
• Computation of sediment transport and bed level change using MIKE-11 NST 

The hydrological and hydrodynamic Model input data have been collected from 
various source like IWM, BWDB. Historical data from 1992 to 2019 have been 
used to computation of hydrodynamic model and calibrated for year 2019. Develop-
ment and validation of Eastern Hilly Regional Model (EHRM) have been carried out 
regularly by IWM. Our model network system has been developed on the basis of 
Eastern Hilly Regional Model (EHRM), where an upstream boundary is the Dighinala 
Maeinee catchment runoff and downstream boundary is Water level of Maeinee mukh 
is used. Sediment samples data have been collected by IWM under a study and anal-
ysis project of IWM. Simulation of the sediment transport model is carried out for the 
period of Jan 2019 to September 2019 to assess the sediment during monsoon season. 
To get the agreement with the model simulated and observed sediment concentration, 
it is required to calibrate the model. 

4 Hydrological Model Development 

The hydrological model data is collected from IWM feasibility study model on the 
area. The hydrological model covers 11 sub-catchments located both in India and 
Bangladesh. Total area of these 11 sub-catchments is 10810 sq.km. The catchment 
area covers mainly hilly terrain with heavy vegetation. The catchments generate flash 
flood flow during any rainfall event in the upstream hill area. The sub-catchment 
delineation is needed to compute the runoff generated in the study area. The delin-
eation has been done from the land level data collected from the secondary source 
(SRTM) using MIKE Hydro Basin software (a water management tool of DHI) 
(Fig. 3).
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Fig. 3 Sub catchments of the project area (Source IWM) 

The rainfall-runoff model has been calibrated comparing with observed flow 
measured near the outlet of the “Dighinala-Maeinee Sub-Catchment”. The compar-
ison plot of the computed runoff with measured discharge is shown in the following 
Fig. 4.

From the comparison, it has been observed good agreement between the field 
measured discharge and model simulated runoff (discharge).
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Fig. 4 Comparison of simulated runoff with observed discharge (Q) at the outlet of the Dighinala-
Maeinee Sub-Catchment. (Source IWM)

5 Hydrodynamic Model Development 

The project model of the study has been developed for area covering the entire 
Maeinee River of Dighinala Upazila. The project model comprises of lump infor-
mation of study area and it has been utilized for simulation of hydraulics in Maeinee 
River. Figure 5 shows schematized River network and cross section setup of the 
project model.

For our project we used Dighinala-Maeinee catchment runoff taken from the 
hydrological model as upstream boundary and water level at Maeinee much as down-
stream boundary. Maeinee mukh water level is collected from calibrated hydrody-
namic model used by IWM for adjacent project. The project has been calibrated 
comparing simulated water level with the observed water level at location Beltola 
and Dighinala. Comparison plot of the simulated and observed water level at location 
Beltola and Dighinala are shown respectively in the Figs. 6 and 7.

From the above figures we can say that model predicted result is quite close with 
the observed result. The observed data was collected from IWM. 

6 Sediment Transport Modelling 

Bed samples were collected from Maeinee River using Van Veen grab sampler. 
Laboratory analysis is carried out in IWM Laboratory. The model has been run using 
a number of grain sizes (D50) representing grain size fractions of individual reaches 
of Maeinee River system shown in flowing Fig. 8.

The non-cohesive sediment transport module of MIKE 11 [5] has been developed 
and used to evaluate the sediment transport rate and accumulated sediment transport 
data. The model run was carried out using Van Rijn sediment transport formula.
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Fig. 5 Model network of Maeinee river

The model run was carried out for the long period of 28 years from 1992 to 2019 
based on the availability of boundary data. The sediment transport calculations are 
based on the results of the HD model. There is no feedback from the sediment 
transport calculations to the HD model. Results are in the form of transport rates and 
accumulated volumes (per meter width) of deposition or erosion (Fig. 9).
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Fig. 6 Water level comparison at Beltola on Maeinee river 

Fig. 7 Water level comparison at Dighinala Steel bridge on Maeinee river

Fig. 8 The median grain size distribution (d50) of bed material samples (Source IWM)
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Fig. 9 Parameter setup and approach adopted for the sediment transport model 

7 Sediment Transport and Morphological Modelling 

A 28 years (1992 to 2019) simulation was made using the existing topography. 
The main objective was to observe the long-term development of bed levels. So, 
the model results were saved every day though the bed levels were updated every 
time step of model simulation. To get the agreement with the model simulated and 
observed sediment concentration, it is required to calibrate the model. We could get to 
compare our result only in one location due to lack of observed data. In this purpose, 
the sediment model was calibrated near Dighinala steel bride on Maeinee River. 
We collected the observed data from Feasibility Study report of IWM. Suspended 
sediment samples were collected from Maeinee using pump sampling at selected 
locations during flow measurements. Laboratory analysis of sediment samples have 
been carried out to obtain total concentration as well as concentration of wash load 
(silt) and of bed material load (sand) (Fig. 10).

8 Result and Discussion 

The key finding of the study is that the Maeinee River system shows that the 
perfect equilibrium has not yet been obtained, rather a dynamic equilibrium has 
been observed. The trend of bed level changes (Sedimentation and erosion pattern) 
along the Maeinee river system is shown in the Fig. 11. From the figure it is clear that 
the upper reach of the river system shows mainly erosion pattern whereas the lower 
part of the reach shows mainly deposition pattern. For the first 30 km of the reach
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bridge on Maeinee river

Fig. 11 Bed level changes along the Maeinee river system 

shows erosion, where the range of bed level change varies from −1.181 to 0.594 m. 
From 31 km to up to 74.4 km shows mainly deposition pattern, where the range of 
bed level change varies from 0.55 to 1.65 m. 

9 Conclusions and Recommendations 

Erosion tendency is observed in the upper reaches of the river system whereas depo-
sition tendency is observed in the lower reaches. Better Hydrodynamic model results 
can be achieved in case of adequate data. Due to lack of enough sediment data
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the model is calibrated only in one location. More sediment transport calculation 
approach can be adopted to find the best possible methods. It should be mentioned 
that the one-dimensional morphological models generally have limitations and is 
developed and calibrated with limited sediment data and information, thus the results 
should be taken as indicative rather considering its quantitative outputs. Neverthe-
less, the results are useful in investigating the response of a river system to large 
changes in the flow regime. It is, therefore, believed that the present development of 
the morphological model would be useful in planning activities such as assessment 
of trend of sensitive morphological features, any intervention made in the river. 
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GIS and Remote Sensing-Based 
Agricultural and Meteorological Drought 
Assessment in Rajshahi Division 

M. Ferdousi and A. Narzis 

Abstract Drought in the northwest region of Bangladesh is mostly influenced by 
several climatic parameters such as rainfall, evapotranspiration, temperature, etc. 
To adapt the unfavorable climatic conditions, it is vital to use alternating cropping 
patterns and land use, even during the rainy season. From this context, the present 
study aims at monitoring agricultural and meteorological drought patterns during 
Kharif II (mid-July to mid-November) season in the Rajshahi division. Satellite 
images (Landsat and Sentinel-2A) were collected at two years intervals to monitor 
agricultural drought within the study area using the Normalized Difference Vege-
tation Index (NDVI). Then the values were categorized into six different classes: 
extreme dry, dry, moderate, wet, and extremely wet soil conditions that governed 
the crop growth and indicate agricultural drought severity. To assess the meteorolog-
ical drought condition Standardized Precipitation Index (SPI) is calculated using the 
SPI tool. Calculated SPI values were then divided into six different classes from no 
drought to exceptional drought. The coupling effects of rainfall and vegetative condi-
tions were then determined using NDVI anomalies and plotted against SPI values. 
The month of September is noticed to be the most critical crop period as the NDVI 
values are at the peak representing the fullest crop growth. It is also observed that 
Naogaon, Natore, Bogra, and Sirajganj experienced dry, hot to extremely dry soil 
moisture conditions indicating agricultural drought almost every year from 2010– 
2020. The negative NDVI values in 2010, 2012, and 2014 suggest that there was a 
drought in those years because there was less available rainfall. Both indices show 
that crop production is possible when rainfall is available. In 2018, there was less 
rainfall but a positive vegetation index suggesting irrigation/water storage. Future 
studies may combine crop yield data with the findings from this study to better 
understand drought in Rajshahi. 
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1 Introduction 

Drought is a complicated process that can last for a long period. It is usually measured 
in months or even years and occurs when the moisture availability at a certain location 
falls far short of what is climatically predicted or adequate [1]. Drought should 
not be confused with related concepts such as aridity, in which low rainfall is a 
permanent feature of the climatic environment, seasonality, in which water scarcity 
is a normal part of the annual climatic regime, or desertification, in which an arid 
region shifts due to poor management [2] The southern and south-eastern portions 
of the Rajshahi division, as well as the southern portion of the Rangpur division, all 
faced a severe drought that caused agricultural damage, particularly to rice and jute, 
according to earlier studies. These studies were done using MODIS and Landsat 
data for years before 2010. Using data from Landsat and MODIS, M. Aziz created a 
drought severity SPI map for the entirety of Bangladesh in 2012 [3]. For the entirety 
of Bangladesh, M. Mondal et al. created an SPI map between 1981 and 2010[4]. Since 
the sentinel-2A product was launched in 2014, there has been no such research using 
Sentinel-2A images to detect drought in the north-western region of Bangladesh. 
NDVI from LANDSAT images and precipitation data collected from ground stations 
were used for the identification and extraction of drought risk in these areas on a large 
scale. The main objective was to find the correlation between precipitation and NDVI 
to estimate how smoothly and effectively the drought-prone regions can be calculated 
[5]. 

54 rivers traverse both Bangladesh and India; these are referred to as trans-
boundary rivers. Most of these rivers enter the nation from India and Myanmar 
and travel through the north and southwest. The upstream withdrawal of water for 
industrial, domestic, and international water management structures causes trans-
boundary rivers’ natural flow to be disrupted. As a result, the Tista, Punarbhaba, and 
Ganges (at Farakka) experience an interruption in their regular water flow. 

Bangladesh is a low-lying country located downstream and faces the consequences 
of these changes upstream. These restrict the groundwater level from adequately 
filling and prevent surface water from being available in north-western locations and 
cause a water shortage [6]. With an average of just 100 cm from June to October, 
the northwest experiences the least amount of seasonal precipitation nationwide [7]. 
Compared to the rest of the region, these areas have seen consistently high temper-
atures and dry weather [8]. Large amounts of groundwater are mostly harvested in 
this area for irrigation purposes. The amount of surface water has been drastically 
decreasing. The study’s goals are to identify meteorological drought using Stan-
dardized Precipitation Index (SPI) and remote sensing methods, to identify agricul-
tural drought using NDVI (Normalized Difference Vegetation Index), and to assess 
drought in the north-western region by combining agricultural and meteorological 
drought.
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Fig. 1 Location of study area (Rajshahi division) 

1.1 Study Area 

The Rajshahi division is situated in western Bangladesh (Fig. 1). It covers an area of 
18,174.40 square kilometers and is located between 23°48’ and 25°16’ north latitudes 
and 88°01’ and 89°48’ east longitudes [9]. The country is entirely flat plains, with a 
few swaths of forest remaining. The Padma River forms the international boundary 
with India to the west, and the Jamuna River forms the international border with 
Bangladesh to the east. These rivers meet in the Pabna district, at the southeastern 
tip of the Rajshahi division [10]. 

2 Materials and Methods 

2.1 Data Acquisition 

The majority of the data came from two sources: available satellite images from 
USGS and rainfall data collected from BMD (Table 1).
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Table 1 Collected data and their sources 

Data type Source Period 

Remote sensing products (satellite images: Sentinel 
2A, Landsat 4–8) 

USGS Global 
Visualization Viewer 
(GloVis) 

2010–2020 
(2 years interval) 

Meteorological data (monthly rainfall) of six rainfall 
stations (Rajshahi division: Pabna, Sirajganj, Natore, 
Naogaon, Nawabganj, Jaypurhat) 

Bangladesh 
Meteorological 
Department (BMD) 

2010–2020 
(2 years interval) 

The processing of data and analysis was carried out using the Standardized 
Precipitation Index (SPI) tool and ArcGIS 10.8. 

2.2 Data Processing and Analysis 

For the years 2010, 2012, 2014, 2016, 2018, and 2020 correlation and regression 
approaches were employed to see if there was a link between NDVI and rainfall 
patterns in the N-W area of Bangladesh. For agricultural areas in the northwest 
region, district-level NDVI anomalies were linked to SPI and crop yield. Finally, 
the agricultural and meteorological droughts were integrated to determine the total 
drought for the research region (Fig. 2). 

Review of Previous Works 

Data Collection and Pre-Processing 

Monitoring Agricultural Drought 
using NDVI 

Meteorological Drought Assessment 
using SPI 

Overall Drought Assessment of the 
Study Area 

Satellite (Sentinel 2A 
& Landsat) Images 

Meteorological Data 
(Monthly Rainfall) 

Classify Agricultural 
Drought based on 

NDVI Ranges 

Classify 
Meteorological 

Drought using SPI 
Values 

Linking SPI and 
NDVI Anomaly to 

Assess Overall 
Drought Risk 

Calculation of SPI 
using Rainfall Data 

in SPI tool 

Calculation of NDVI 
and NDVI Anomaly 
f Kh if II S  

Fig. 2 Methodological framework of the study area
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Fig. 3 NDVI value for the selected coordinates in the study area 

2.2.1 Preprocessing of Satellite Data 

Earth Explorer or USGS Global Visualization Viewer (GloVis) is be used to retrieve 
Sentinel-2 data and Landsat 7–8 imagery. Only a portion of the available ESA acqui-
sitions is represented in the USGS Sentinel-2 collection. To meet the stated goals, 
data was gathered from several sources. All of the data was examined using ArcGIS. 
The processing includes several steps like-

1. Mosaic dataset 
2. Cloud cover removal 
3. Clipping to extent 
4. Computation of NDVI 

2.2.2 Post-Processing of Satellite Data to Derive Vegetation Indices 
and NDVI Calculation 

To derive the seasonal pattern of NDVI for the selected years, firstly, the average 
NDVI for each year was computed by using Eq. (1). 

Average NDVIy = (NDVI7 + NDVI8 +  · · ·  +  NDVI11)/5 (1)  

where, NDVIy is the NDVI for y year, and NDVI7, NDVI8……….. NDVI11 refers 
to the NDVI of specific months during that year. Equation [2] was used to get the 
mean NDVI for 6 years. 

Mean NDVI = (Average NDVIy1 + Average NDVIy2 + · · ·  +  Average NDVIy6)/6 (2) 

where Average NDVIy1……….. Average NDVIy9 is the 6-year yearly average 
NDVI value. The maximum NDVI of 2010, 2012, 2014, 2016, 2018, and 2020 was 
used to calculate the NDVI anomaly using Eq. (3). 

NDVI max i = (NDVI 1, NDVI 2, . . .  NDVI n) (3)
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Table 2 Classification of 
NDVI [12] NDVI range Drought 

<0 Extreme dry 

0–0.2 Dry 

0.2–0.4 Moderate 

0.4–0.6 Wet 

≥0.6 Extremely wet 

where the maximum NDVI in the ith year is NDVI max i and NDVI n is the difference 
between the NDVI in month 1 and the NDVI in month n of the ith year. The data 
was a monthly composite, but it was nearly cloud-free and editable. To reduce the 
effects of cloud contamination, the maximum NDVI for the growing season has 
been established each year. By using the highest value compositing procedure, NDVI 
composites are less affected by cloud contamination, shifting sun zenith angles, and 
surface topography [11]. After the NDVI max was calculated, the mean NDVI max 
values over the past six years were determined by averaging these NDVI max photos. 
Equation [4] was used for computing the NDVI anomaly. 

Anomaly NDVI i = (NDVI max i − mean NDVI max)/ (mean NDVI max) ∗ 100 
(4) 

where Anomaly NDVI i denotes an NDVI anomaly in the ith year, NDVI max denotes 
the maximum NDVI, and mean NDVI max denotes the average of maximum NDVI 
across the study period. Finally, images are subset as district-wise for 16 districts in 
the N-W area to compute district-wise NDVI anomaly for all 6 images. 

NDVI values are divided into five categories to classify NDVI results using 
Table 2. The categorization of NDVI values is done to distinguish between vegetated 
and non-vegetated areas, and it is also used to assess dry and wet areas. Negative 
NDVI values indicate below-normal vegetation conditions, implying a drought situa-
tion such as severe or extreme drought. Reclassification of drought severity of Kharif 
season is done for each year which indicates the locations of wet and dry areas [5]. 

2.3 SPI Calculation 

SPI is calculated using Eq. (5): 

SP  I  = 
(Xi  − Xm) 

o′ (5) 

The station’s average monthly rainfall is Xi, it’s mean is Xm, and its standard 
deviation is ó. Six rainfall stations’ monthly precipitation data are used as input to 
the SPI software for the chosen years. Input data are arranged in the three-column
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Table 3 Drought Severity Classification (modified) [5] 

Category Description Standardized precipitation index (SPI) 

D0 No drought −0.50 and above 

D1 Abnormally dry −0.51–0.70 

D2 Moderate drought −0.71–1.10 

D3 Severe drought −1.11−1.50 

D4 Extreme drought −1.51−1.99 

D5 Exceptional drought −2 or less  

format is yyyy mm pppp. Where pppp = precipitation, mm = month, and yyyy = 
year. 

Few observations were made during SPI calculation using the SPI tool. (i) The 
precipitation quantities entered contain decimals after being multiplied by 100. 
Actual precipitation should only have two decimal places because the real input 
precipitation data should be integers (after being multiplied by 100). (ii) The input 
file does not contain enough values. There should be a minimum number of readings 
for precipitation each month. However, if only one year’s worth of data is submitted, 
an error will be found, and nothing will be calculated. It is unclear how many is the 
minimum. 

For this study, only monthly rainfall data for the crop growing season from 2010, 
2012, 2014, 2016, 2018, and 2020 were used to calculate at each of the six rainfall 
stations (July–November). The cutoff point established by the U.S. Drought Miti-
gation Centre for determining the severity of the meteorological drought has been 
implemented. The drought severity classification chart (Table 3) category column 
has been changed to account for the SPI map reclassification [5]. 

2.4 Developing a Linkage Between NDVI Anomaly and SPI 
Value 

Divisional NDVI anomalies in the N-W region have been linked to divisional SPI. 
Linear regression between NDVI anomaly has been computed for the entire region 
to assess the impact of rainfall on the crop, which leads to agricultural drought. 
Positive SPI indicates that water has been accessible to plants in just the correct 
amount, resulting in a positive NDVI value, while negative SPI indicates that water 
has not been available to plants in just the right amount, resulting in a negative NDVI 
value. The coupling effects of precipitation and vegetation conditions were then 
determined by creating a graph to show the relationships between SPI and NDVI 
anomaly [5].
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3 Results and Discussions 

3.1 Crop Seasons in the N-W Region of Bangladesh 

Five random coordinates were selected from the study area. Monthly NDVI for five 
random coordinates of 2010, 2012, 2014, 2016, 2018, and 2020 were entered into 
an excel spreadsheet, and crop cultivation trends were created (Fig. 2). The Kharif-2 
season begins in July and ends in October/November. According to the graph, there 
is one peak NDVI value throughout the Kharif-2 season. The duration of a crop 
season is calculated using the start and endpoints of a peak. The peak is at its highest 
in September, with a few exceptions in October. As a result, September is a critical 
month for Bangladesh’s northwestern region. 

3.2 NDVI and Agricultural Drought 

From + 1.0 to −1.0, the NDVI scale is used. In places of a dead plant or gravel, 
NDVI values are often relatively low. NDVI values between 0.2 and 0.4 typically 
correspond to areas with sparse vegetation; moderate vegetation ranges between 0.4 
and 0.6, and anything above 0.6 indicates the highest possible density of green leaves. 
We estimated the variation of NDVI throughout the Kharif season for the years 2010, 
2012, 2014, 2016, 2018, and 2020 (Fig. 4). 

NDVI values were highest in September which indicates dense vegetation in 2012, 
2016, 2018, and 2020. The NDVI values range from −0.83 to 0.99, −0.70 to 0.99, 
−0.25 to 0.66, −0.32 to 0.90, −0.28 to 0.91, and −0.28 to 0.99. The average high 
value of NDVI is 0.86 in six years. Wet area increased in 2018 and 2020 which falls 
between the NDVI range of 0.4 and 0.6. 

According to our research, the Rajshahi division experienced severe drought in 
2010, 2012, 2014, and 2018. No drought or moderate drought was experienced in 
2016 and 2020 (Fig. 5).

Fig. 4 Range of NDVI values of 2012, 2016, 2018, and 2020 for September (Monsoon season) 
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Fig. 5 Classification of Agricultural drought of 2010, 2012, 2014 and 2018 

3.3 SPI and Meteorological Drought 

In this study, 1-month SPI was calculated for 6 rainfall stations using monthly rainfall 
data of 6 years only for the crop growing season (July–November). Monthly rainfall 
data from six rainfall stations are utilized as input to the SPI program for the selected 
years. 

The SPI value of the entire region was determined by interpolation (Inverse 
Distance Weighted method) using ArcGIS. If the SPI value is low, it indicates less 
rainfall in that area. In the year 2010, there was a severe drought in Nawabgonj 
in August, a severe drought in Pabna and Sirajgonj in September, and no drought 
in October. There was a severe drought in August 2012 in Pabna, Sirajganj, and 
Nawabganj. Pabna experienced an abnormal drought in September and a moderate 
drought in October. In 2014, Pabna and Nawabganj witnessed an abnormal drought 
in September and a severe drought in the Naogaon district. It can be seen that there 
was almost no drought in 2016 according to our research. In August of 2018, parts of 
Sirajgonj and Pabna were hit by severe drought, while Nawabgonj was hit by severe 
drought in September. In October of the same year, a moderate drought struck almost 
the whole Rajshahi division. In August 2020, Nawabgonj faced an abnormally dry 
spell. 2016 is a wet year, while the others are dry years. 

3.3.1 SPI and Drought Severity 

Based on the interpolated SPI values in September, a threshold from the modified 
SPI table (Table 3) for the N-W region was computed for each of the 6 years, and 
meteorological drought risk was thus classified as slight, moderate, or severe. Slight 
drought has a value of > −0.71, moderate drought has a value of > −1.11, and 
severe drought has a value of −1.11 (Fig. 6). A severe meteorological drought was 
witnessed on a large scale in 2010.

2020 and 2016 is the wet year and 2010 is a dry year (Fig. 6). Many research has 
shown that short-term (1 month) and long-term (3 and 6 months) drought indicators 
can be used in agriculture and hydrology [13].
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Fig. 6 Classification of Meteorological drought for 2010 (Dry year) a August b September 
c October

3.3.2 Relationships Among SPI, NDVI Anomaly 

For the entire N-W region, NDVI anomaly and SPI have been computed, and it 
shows that when SPI is positive, NDVI anomaly is also positive, indicating that 
NDVI anomaly and SPI have a linear correlation (Fig. 7). Because SPI represents 
scarcity of water or excess, a positive SPI indicates that just the right amount of water 
was available to plants, resulting in a positive NDVI. And a negative SPI refers to the 
deficit of water resulting in negative NDVI. Even though the SPI value was negative 
in 2018, the NDVI value was positive. The reason for this is that wetlands increased 
in 2018, and soil moisture content was high. It is seen that when the NDVI anomaly 
is −13.7%, the SPI value is −0.97, and when the NDVI value is near −3.4%, the 
SPI value is −0.55. These correspondingly refer to the years 2010, 2012, and 2014. 
NDVI anomaly and SPI both are positive in the years 2016 and 2020 indicating there 
was almost no drought in these years. 

Fig. 7 Relationship of 
September 1 month SPI with 
NDVI anomaly
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4 Conclusions 

Using GIS and remote sensing, it became possible to calculate both the agricultural 
and meteorological drought using the NDVI and SPI index. 

Kharif ll season drought has been evaluated in this study. In 2010 and 2012, 
Nawabganj, Sirajganj, and Pabna experienced severe meteorological drought (SPI 
ranges from −1.4 to −0.04). The southern part of the Rajshahi division was affected 
by an abnormal drought during 2012 (SPI ranges from −1.4 to −0.55). The majority 
of the Rajshahi district was hit by mild drought in October, while there was no 
drought in other months of 2014. Pabna, Nawabganj, and parts of Sirajganj were 
hit by severe drought in 2018 (SPI ranges from −1.3 to 1.1), while other parts 
experienced moderate and abnormal drought. Although the meteorological drought 
must have happened geographically in certain locations, it has not altered drought 
severity due to irrigation projects, effective land management practices, and other 
considerations. 

The NDVI is a standard remote sensing metric for agriculture that captures how 
more near-infrared radiation is reflected than visible red light. If there is drought 
resolved with supplementary irrigation, we can not determine those areas facing agri-
cultural drought. The NDVI and precipitation indicator has a close connection where 
moisture is a major constraint for plant development. Agricultural drought is evident 
in some areas, although analysis for these areas does not represent meteorological 
drought because there is lack of rainfall stations in those areas. For instance, severe 
agricultural drought was seen in some places of Rajshahi, Naogaon, and Natore, but 
these areas experienced moderate meteorological drought. In this study, drought risks 
were estimated for 6 years (2010, 2012, 2014, 2016, 2018, 2020), but a minimum of 
20 years of data are required to evaluate drought accurately. The SPI values from the 
six rainfall stations do not accurately represent the rainfall conditions in the entire 
N-W region due to the shortage of rainfall stations. So, it is suggested to use more 
stations to detect meteorological droughts. Landsat-4, 5, 7, 8, and Sentinal-2 images 
have been used in this research. Recently in 2021, Landsat-9 has been launched which 
has a higher resolution. Future researchers can use Landsat-9 for further research. 
For this study, the Kharif-ll season was used. All cropping patterns, including those 
for the Rabi, Kharif-l, and Kharif-ll seasons, are recommended for future studies. 
For a more accurate outcome, this study might be expanded by using the information 
on crop yields with NDVI and SPI indices.
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Adsorption of Chloride Ions 
from Aqueous Solution Using Activated 
Carbon Obtained by Chemical 
Activation of Jute Stick 

S. Tarannum, M. N. Abir, A. F. Mita, B. K. Banik, M. A. Hoque, 
and M. I. Kabir 

Abstract The coastal belt of Bangladesh is severely impacted by salinity intrusion. 
One way to address this problem is to use efficient and low-cost materials as adsor-
bents to remove saline ions from water. Activated carbon (AC) is the most efficient 
adsorbent in water treatment among those materials. This study demonstrates the 
effectiveness of activated carbon, derived from jute stick (JS), as an adsorbent and its 
adsorption performance in removing salinity. Both column and batch adsorption tests 
were carried out to evaluate the performance of AC on the synthesized saline water. 
As part of the column adsorption process, five experimental filters with a continuous 
flow were set up for five different initial concentrations of chloride ions. The best 
two AC samples obtained from the batch adsorption process (out of 32 samples), 
each having triplicates, were selected for further analysis. In batch adsorption, the 
removal efficiency of activated carbon was evaluated for chloride concentrations 
ranging from 500–900 mg/L. It was found that AC impregnated with ZnCl2 (1:1) at 
600°C and FeSO4 (1:1) at 700°C showed the maximum removal efficiency of 48% 
for optimum dosing of 4.4 g/L and 46% for optimum dosing of 4.8 g/L respectively. 
As for the column adsorption process with continuous flow having the same initial 
chloride concentration as the batch experiment, AC impregnated with ZnCl2 (1:1) at 
600°C and FeSO4 (1:1) at 700°C showed removal efficiencies of 58.13% and 56.91% 
when subjected to initial chloride ion concentration of 500 mg/L.
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1 Introduction 

Bangladesh has an abundance of water, but almost one-fourth of the population lacks 
access to clean water for drinking. People in the coastal region are at risk of saline 
water due to climate change, rising sea levels, population growth, and decreasing 
freshwater supply. Direct medical issues, including hypertension and preeclampsia, 
skin conditions, acute respiratory infections, diarrheal disorders, and the transmis-
sion of mosquito-borne diseases, are all linked to an increase in water salinity [1]. 
According to a World Health Organization (WHO) study, the concentration of chlo-
ride in the main or second aquifer in most coastal areas ranges from 103 to 12,433 
parts per million (ppm) during the dry months and 34 to 11,366 ppm during the wet 
season. Sodium chloride might taste salty; however, calcium or magnesium chloride 
is usually identifiable by taste up to 1000 mg/L [2]. Reverse osmosis, electrodial-
ysis, ion exchange technology, and thermal technology are examples of conventional 
desalination methods that are effective in removing salt from drinking water but are 
unsuitable for rural communities [3]. 

Bangladesh is a country with a large agricultural sector and produces a lot of 
agricultural trash every year, especially jute sticks, which are made by separating 
the fibers [4]. Jute stick, a typical agricultural by product in most Asian countries, 
was used as a precursor for chemical and physical activation methods to make acti-
vated carbon [5]. Activated carbon can be used to eliminate chlorine [6]. Activated 
carbons are effective adsorbents for purifying drinking water and wastewater as well 
as extracting hazardous components from gases [7]. Adsorption by activated carbon 
is the most popular method due to its highly developed interior surface area and 
porosity, as well as its straightforward design and simplicity of use [8]. The funda-
mental goal of this work is to develop workable desalination methods utilizing adsor-
bents made from materials that are widely available locally to reduce the scarcity 
of safe drinking water. Moreover, the performance of utilized adsorbents is deter-
mined by two parameters in the adsorption process: maximum adsorption capacity 
and maximum elimination of contaminants; to examine the adsorbent for various 
parameters utilizing both batch and column adsorption techniques.
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2 Materials and Methods 

2.1 Sample Preparation 

Producing activated carbon from jute stick with high cellulose and lignin content 
consists of steps like washing, pretreatment, impregnation, activation, and acid 
leaching to get carbons with micropores and high specific surface area. The steps of 
processing have been described accordingly. 

2.2 Washing of Raw JS 

At first, the jute sticks are washed thoroughly with water to remove dirt and other 
contaminants. Then they are oven-dried at about 110 °C for 24 h to eliminate excess 
water content. 

2.3 Pre-treatment of JS 

The JS are ground with a mixer grinder and sieved through ASTM #30 sieve to 
achieve a consistent particle size of 0.6 mm, which was later used to produce granular 
activated carbon. 

In this study, about 20 g of granular jute stick is added with 660 ml of 0.25 M, 
0.5 M and 1 M sodium hydroxide solution. A portion of the sample has not been 
mixed with sodium hydroxide to further investigate the effect of base leaching on the 
produced AC. According to studies done on similar lignocellulosic materials, this 
solution provides a minimum amount of NaOH to produce silicate with SiO2/NaOH 
ratio = 1 [9]. JS powder is subjected to immersion in NaOH solution for 1 h with 
constant stirring on a magnetic stirrer hotplate. After the base solution is drained, 
JS powder is rinsed with deionized water until the pH reaches 7. Since the Na2SiO3 

formed is soluble in water, it can be easily removed by water washing. After washing, 
the leached jute stick is oven-dried at 110 °C for 24 h. to remove excess water. 

2.4 Impregnation of JS for Activation 

To activate the leached JS, two different samples have been prepared by mixing 200 
ml of 10% (w/w) ZnCl2, and 10% (w/w) FeSO4 as activating agents with 20 g base 
leached JS in each case. Impregnation is carried out at 70 °C in a thermostatic water 
bath for all two samples until excess water gets evaporated.
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2.5 Carbonization of Impregnated JS 

For carbonization, the impregnated JS is inserted into a stainless-steel tubular reactor 
6 inches in length and 2 inches in diameter. After placing JS into the reactor, an inert 
atmosphere is created using nitrogen gas. Then the reactors are placed into the furnace 
where carbonization is performed at 300 °C, 400 °C, 500 °C, 600 °C and 700 °C for 
1 h.  

2.6 Acid Washing of AC 

For acid washing, the AC is immersed in a 3 M HCl solution. Then the slurry is 
magnetically stirred for 30 min at ambient temperature. After the acidic solution is 
drained, the samples are washed with hot distilled water several times until neutral-
ization. The washed samples are dried at 100 °C for 24 h. and stored in zip-locked 
bags for further use. 

At the end of this step, thirty types of activated carbons are obtained, characterized 
by three concentrations of the base (0.25 M, 0.5 M, and 1 M), two activating agents 
(ZnCl2 and FeSO4), and five activation temperatures (300 °C, 400 °C, 500 °C, 600 °C 
and 700 °C). These samples are then used as adsorbents in the preparation of filter 
media. 

2.7 Adsorption Process 

As a part of the experimental work on a laboratory scale, two types of adsorption 
techniques have been adopted:

. Column adsorption with continuous flow

. Batch adsorption in suspension 

2.8 Experimental Setup for Column Adsorption 

For the removal of salinity, the performance of produced AC as an adsorbent is 
checked on an experimental basis. Five different filtration units have been established 
for column adsorption, having chloride concentrations of 500, 600, 700,800, and 900 
mg/L respectively. Each of the filters is set up using a total of 10 types of AC samples 
containing triplicate for each to conduct the filtration process in laboratory scale. The 
filtration is carried out for 21 days to check the efficiencies of the adsorbents.
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2.9 Experimental Setup for Batch Adsorption 

The adsorption capacities of 32 types of activated carbons are checked in suspension 
for dosing of 2 g/L, 4 g/L, 6 g/L and 8 g/L. Among them, the top two activated 
carbons obtained from using different activating agents have been selected for further 
analysis. Suspension batches are made by mixing the required amount of sample with 
1L saline solution of initial chloride concentrations of 500 mg/L, 600 mg/L, 700 mg/ 
L, 800 mg/L, and 900 mg/L ensuring a contact time of 180 min. 

Figure 1 shows the flow chart of the significant steps regarding activated carbon 
production and the adsorption process. 

3 Results and Discussions 

The quality of the JS derived activated carbon is influenced by pre-carbonization 
conditions, type of activating agent, impregnation ratio, inert atmosphere, activation 
temperature, and activation time. As such, these factors need to be carefully controlled 
to obtain activated carbon with the desired adsorption properties. 

In this section, the adsorption capacities of different adsorbents have been summa-
rized. Also, the effect of activating agent, concentration of base, different concentra-
tions of ion, and temperature have been discussed. In addition to this, the effect of 
dosing and effect of temperature on suspension have also been described. 

Table 1 represents the notation and salinity removal efficiency of derived ACs 
using column and batch adsorption. From Table 1, it has been found that AC with

Fig. 1 Overview of the study 
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Table 1 Removal efficiencies of derived activated carbons 

Notation Initial Salinity 
(g/L) 

Final salinity (g/L) Removal efficiency (%) 

Column 
adsorption 

Batch 
adsorption 

Column 
adsorption 

Batch 
adsorption 

FS(7)-5 0.82 0.35 0.44 56.91 46.34 

FS(7)-6 0.99 0.44 0.53 55.89 46.46 

FS(7)-7 1.15 0.50 0.62 56.52 46.09 

FS(7)-8 1.32 0.60 0.72 54.80 45.45 

FS(7)-9 1.48 0.68 0.81 54.05 45.27 

ZC(6)-5 0.82 0.34 0.42 58.13 48.78 

ZC(6)-6 0.99 0.44 0.51 55.89 48.48 

ZC(6)-7 1.15 0.51 0.60 55.94 47.83 

ZC(6)-8 1.32 0.60 0.71 54.80 46.21 

ZC(6)-9 1.48 0.69 0.80 53.83 45.95 

FS(7)-5, FS(7)-6, FS(7)-7, FS(7)-8, and FS(7)-9 represents AC with FeSO4 (1:1) at 700 °C for 
chloride concentration of 500, 600, 700, 800, and 900 mg/L respectively. 
ZC(6)-5, ZC(6)-6, ZC(6)-7, ZC(6)-8, and ZC(6)-9 represents AC with ZnCl2 (1:1) at 600 °C for 
chloride concentration of 500, 600, 700, 800, and 900 mg/L respectively. 

ZnCl2 (1:1) at 600 °C has the best salinity removal efficiency (58.13%). Hence the 
most efficient activating agent is ZnCl2 (1:1) for producing AC in Column adsorption. 

3.1 Effect of Temperature for Different Dosing in Suspension 

The samples carbonized at five different temperatures (300 °C, 400 °C, 500 °C, 
600 °C, and 700 °C) show different thermal responses. ZnCl2 (1:1) and FeSO4 (1:1) 
produces AC most efficiently at 600 °C and 700 °C respectively. Figure 2 exhibits 
that both ZC(6) and FS(7) have the best salinity removal efficiency at a dosing of 
4 g/L. When the temperature is lower than 700 °C, the active reaction increases with 
the increase of temperature and a large number of pores are formed, so the specific 
surface area increases. However, when the temperature rises higher than 600 °C, the 
destruction of pores plays a principal role to decrease the specific surface area [10]. 
Despite using three samples for each case having a standard deviation value close to 
0.01, in Fig. 2, FS(7) shows an increasing trend for 4 g/L and 6 g/L dosing, which is 
irregular. Further experiments are required using higher activation temperatures to 
evaluate the effect on removal efficiency for temperatures greater than 700 °C.
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Fig. 2 Comparison of the effect of activation temperatures 

3.2 Effect of Dosing for FeSO4 (1:1) 

The best adsorption capacity of AC impregnated with FeSO4 (1:1) at 700 °C has 
been found for a dosing of 4 g/L. 

From Fig. 3, In case of 2 g/L dosing, the amount of adsorbent is not sufficient to 
remove the saline ion in a greater proportion. Thus, the removal efficiency becomes 
lower. Conversely, for a dosing of 8 g/L, the amount of adsorbent is more than 
required which causes the agglomeration of adsorbent particles. This results the 
decreased removal efficiency of AC with FeSO4 (1:1). From Fig. 3, the optimum 
dosing is found to be 4.8 g/L. 

Fig. 3 Relationship between 
removal efficiencies and 
dosing for FeSO4
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Fig. 4 Relationship between 
removal efficiencies and 
dosing for ZnCl2 

3.3 Effect of Dosing for ZnCl2 (1:1) 

The best adsorption capacity of AC impregnated with ZnCl2 (1:1) at 600 °C has been 
found for a dosing of 4 g/L. 

From Fig. 4, In case of 2 g/L dosing, the amount of adsorbent is not sufficient to 
remove the saline ion in a greater proportion. Thus, the removal efficiency becomes 
lower. Conversely, for a dosing of 8 g/L, the amount of adsorbent is more than 
required which causes the agglomeration of adsorbent particles. This results in the 
decreased removal efficiency of AC with ZnCl2 (1:1). From Fig. 4, the optimum 
dosing is found to be 4.4 g/L. 

3.4 Analysis of Carbon Yield 

The yield of AC with different activating agents at three temperatures are calculated 
by Eq. (1). 

Carbonyield(%) = (Massof  activatedcarbon/Massof  driedricehusk) × 100 
(1) 

For two chemical activating agents and three base concentrations, the yields of carbon 
decreases with the increase of reaction temperature as shown in Fig. 5. By increasing 
the reaction temperature, the gasification becomes severe, and ultimately leads to a 
reduction in the yield.
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Fig. 5 Effect of temperature 
on carbon yield 
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Figure 5 also shows that the carbon yield for 0.25 M base concentration is higher 
than 0.5 base concentration. Similarly, 0.5 M base concentration has a higher value 
of yield compared to 1 M base concentration. This is because the lignin tissue is 
removed after base-leaching of the JS, and this causes a decrease in the carbon yield. 

4 Conclusion 

The porous structure of AC can be optimized with the alteration of the activation 
parameters such as the type of activation (physical and chemical), choice of acti-
vating agent, activation temperature, impregnation ratio, and activation sequence. 
The optimization of the activation parameters yields the desired physicochemical 
properties and consequently the highest adsorption capacity. AC impregnated with 
ZnCl2 (1:1) at 600 °C has the best salinity removal efficiency (58.13%) for 500 mg/L 
in column adsorption process with continuous flow. With increasing concentrations 
of saline water, removal efficiency slightly decreases. AC impregnated with ZnCl2 
(1:1) at 600 °C shows the maximum removal efficiency of 48% can be obtained for 
an optimum dosing of 4.4 g/L in suspension. 1 M NaOH is the best for base leaching 
of granular JS among the concentration of 0.25 M, 0.5 M, and 1 M NaOH. 

AC impregnated with ZnCl2 and FeSO4 represents the best adsorption capacity 
at 600 °C and 700 °C among the five activation temperatures. 
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Assessment of Carbon Footprint 
for the Bricks Manufactured 
in Bangladesh 

Pritom Bhowmik Akash, Md. Jahedul Islam, and Md. Reaz Akter Mullick 

Abstract To meet the ever-increasing demand for construction materials for various 
development projects and for the housing of growing population, the brick produc-
tion trend is always upward. However, emission from brick industries is a significant 
concern, particularly in a developing country like Bangladesh. Carbon Footprint 
(CF) is an important and widely used environmental indicator defined as the equiva-
lent carbon dioxide emitted into the environment from the direct or indirect activities 
linked with the manufacturing process of a product. This study reports a detailed eval-
uation of CF of brick technologies and compares comprehensive carbon efficiency 
of different types of kilns currently operating in Bangladesh from the perspective of 
Carbon Footprint analysis. A field survey of six different types of brick kilns was 
conducted to collect information regarding fuel, electricity, soil, and water used in 
various operations of the brick manufacturing process. The assessment was carried 
out by the Intergovernmental Panel on Climate Change (IPCC) guidelines. Among the 
four different technologies, two Zigzag kilns showed the lowest CF values, 217.561 
gm CO2-eq/kg fired brick and 218.798 gm CO2-eq/kg fired brick, accordingly, for the 
production of 100,000 bricks. In comparison, the two Fixed-Chimney Kilns (FCK) 
obtained a higher value of 291.096 gm CO2-eq/kg and 265.547 gm CO2-eq/kg. 
Despite being the most efficient technology, Tunnel Kiln showed a higher CF value 
than Hybrid Hoffman Kiln (HHK). Their CF values are 284.170 gm CO2-eq/kg fired 
brick and 266.795 gm CO2-eq/kg fired brick, respectively. This study also identi-
fied HHK with the lowest CF value of 203.768 gm CO2-eq/kg if fired with natural 
gas. Being the first carbon footprint study of the brick industry of Bangladesh as 
per the authors’ knowledge, this paper aims to help policymakers taking appropriate
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policy interventions to progress specifically in the implementation of the Sustain-
able Development Goal 10, i.e., take urgent action to combat climate change and its 
impacts. 

Keywords Brick kiln · Carbon footprint · CO2 emissions ·
Chattogram–Bangladesh 

1 Introduction 

Human activities are bringing on a rise of 0.2 °C of warming every ten years, thus 
making Global Warming one of the most globally critical issues [1, 2]. As CO2 

accounts for about 79% of all human-caused greenhouse gas emissions [3], measuring 
the gas while producing various goods and assessing different products for their 
contributions to climate change has now become a burning necessity. Carbon foot-
printing is the primary method for doing this. Carbon Footprint (CF) is a significant 
environmental indicator to compare the greenhouse gas emission rate from different 
goods or activities. Usually, it is defined as the amount of equivalent carbon dioxide 
emitted into the environment over a timeframe or the entire life span of the direct 
or indirect activities of a single person, organization, or community. Carbon dioxide 
(CO2), methane (CH4), nitrous oxide(N2O), and various fluorinated gases are the 
vital greenhouse gases released into the atmosphere as a consequence of human 
activities, thus contributing the most to the carbon footprint [3, 4]. Even though CO2 

has the least capacity to absorb heat in the atmosphere, it is released in such large 
amounts that all greenhouse gases are converted to CO2 equivalent (CO2-eq) to make 
the total footprint of all gases easier to quantify [5]. 

Bangladesh has some of the worst air quality globally, and brick kilns are a 
significant contributor to deteriorating air quality [6]. The brick-making industry is a 
critical component of Bangladesh’s severe air pollution crisis [7]. Improvements in 
living conditions, continuous technological progress, and growing demand for new 
infrastructure have contributed to a globally substantial rise in construction material 
consumption in recent years [8]. Being a developing country, such continuous incre-
ment in Bangladesh’s housing industry has forced its construction industry to depend 
on bricks as the primary construction material and thus making the country world’s 
fourth largest brick manufacturer with an annual production of 23 billion bricks [6, 
9]. So, the brick industry of Bangladesh is highly accountable for the country’s total 
CO2 emission. 

Although there are a few estimates of carbon emissions from various brick kilns 
used in Bangladesh, as per author’s knowledge, no precise estimate of Carbon Foot-
print analysis from any kiln in the country is available. Imran et al. [10] estimated 
CO2 emissions from the coal/natural gas combustion in the kilns of four different 
technologies (Bull’s Trench Kiln, Fixed Chimney Kiln, Zigzag Kiln, and Hoffman 
Kiln) in Bangladesh. However, over a while, there has been a change in the existing 
brick technologies in the country. As of June 2017, the country has 6744 brick kilns,
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where Fixed-Chimney Kiln (FCK), Zigzag Kiln, Hybrid Hoffman Kiln (HHK), and 
Tunnel Kiln are the leading four technologies holding the country’s 99.91% of all 
types of brick kilns [9]. These four types of brick technologies are different from 
one another in terms of kiln structure, type of fuel used, production capacity, and 
many more. As a result, an approach has been taken to cover this gap by measuring 
the CF of different types of brick technologies currently operating in Bangladesh 
and comparing their carbon efficiency according to their type from the perspective 
of Carbon Footprint analysis. Moreover, the study also tries to identify and compare 
the major sources that have the greatest impact on the carbon footprint as a whole. 
For collecting data regarding all the site activities, a field survey was conducted in 
the six kilns of four different types of brick technologies in Chittagong. The calcu-
lations of CF due to various activities in brick kilns were done using guidelines 
provided by IPCC & other related resources. However, being the pioneering study 
on estimating carbon footprint of brick industry of Bangladesh this paper aims to help 
policymakers suggesting appropriate policy interventions to progress specifically in 
the implementation of the Sustainable Development Goal 10, i.e., take urgent action 
to combat climate change and its impacts. 

2 Materials and Methods 

The study region Chattogram located in southern Bangladesh, has all the main 
types of brick kilns currently available in the country. Hence, six brick kilns of 
the main four brick technologies of Bangladesh shown in Fig. 1 are designated as: 
Wood powered FCK (F-1), Coal powered FCK (F-2), Zigzag kiln with electric brick 
molding machine (Z-1), Zigzag kiln with no brick molding machine (Z-2), Tunnel 
kiln (T-1), Hybrid Hoffman Kiln (H-1). Before the monsoon season, a field survey 
was carried out between March and May of 2021. For all six kiln sites, data on the 
activities involved in the brick manufacturing process, different unit operations, the 
size and weight of bricks, and the amounts of fuel consumed in various activities are 
gathered during the field survey.

The "Cradle to Gate" technique estimates the current study’s carbon footprint, 
considering all unit operations and activities until the burned clay brick is prepared for 
transmission to its final destination from the kiln site [11]. For this study’s carbon foot-
print assessment, Fig. 2a depicts several activities in the brick manufacturing process 
inside a specific system boundary. Clay bricks are either dried under sun or dried by 
reusing temperature of firing chamber. So, this is not included in the system boundary. 
Depending on the data availability for an activity, Tier—I or Tier—II approach has 
been followed while selecting the emission factors and calculation formulas. For 
the ease of calculation and data representation, the activities are classified into four 
sources of CF depicted in the Fig. 2b.
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Fig. 1 Location of sampling sites (Chattogram–Bangladesh)

2.1 Emission from Coal/ Natural Gas Combustion 
and Transportation 

This study used the following Eq. (1) given by the IPCC (1995) to determine the CO2 

emissions from coal/ natural gas combustion and transportation (except Shipping of 
Coal) depending on the parameters such as energy usage, emission factors of carbon, 
and the fraction of oxidized carbon in the fuel. 

CEt 
i =

E
CEt 

ij =
E

Et 
ij × EFj ×

(
1 − CSjt

) × Oj × M (1)  

where, CEi 
t stands for total CO2 emissions in year t (in tons, t),

E
CEij 

t for total CO2 

emissions of the I sector in year t (in tons, t),
E

Eij 
t for total energy consumption in 

year t (in tons, t), EFj for carbon emission factor of the j fuel (in tons/ton of energy 
consumed), CSjt for a fraction of jth fuel that is not oxidized as raw materials in year 
t, Oj denotes the percentage of carbon according to fuel type that has been burned, 
and M the molecular weight ratio of carbon dioxide to carbon (44/12) [12, 13]. 

As all the kilns are using Indonesian coal, the net calorific value (NCV) of 25.75 
TJ/kt was used [14]. Whilst NCV of diesel is 0.00003594 TJ/L [15]. Table 1 shows 
the fraction of carbon that has been burned and the carbon emission factors. Fuel was
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Fig. 2 Schematic flowchart for carbon footprint analysis a system boundary b research framework

taken out of the total amount of paper’s overall energy usage because it was a raw 
material for producing the end product [13]. Therefore, this analysis also accounted 
for the complete oxidation of fuels. Although HHK is usually powered by natural gas 
[9] but H-1 uses coal to fire brick due to delay in getting approval and arrangement of 
gas supply. Therefore, for a typical gas powered HHK H-1(G), CO2 emission from 
gas combustion is calculated using Eq. (1). Here the energy consumption,

E
Eij 

t is 
assumed to be equivalent to the energy consumption due to coal firing in H-1. 

Table 1 Carbon emission factor and fraction of carbon oxidizeda 

Fuel Carbon emission factor, EFj (tC/TJ) Fraction of carbon oxidized, Oj 

Coal 25.8 0.98 

Diesel 20.2 0.98 

Natural gas 15.3 0.995 

a [12, 13]
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2.2 Emission from Timber Combustion 

Equation [2] is used to determine the carbon emission produced by the combustion 
of timber in kilns [16]: 

Carbon emission = Quantity × NCV × CO2emission factor (2) 

where, NCV of wood is 0.015 TJ/ton [17]. 

2.3 Emission from Electricity 

The following Eq. (3) is used to find  the CO2 emission from electricity consumption 
[16]: 

Carbon emission = Electricity consumption × Grid emission factor (3) 

2.4 Emission from Soil Mix 

Kulkarni & Rao (2016) [11] assumed the clamps’ firing temperature is to be over 
840ºC, which causes CaCO3 of brick-making soil to break down into CaO and CO2. 
Hence, the current study estimated the emission from this sector is according to 
Eq. (4) [11]. Soil samples were collected in a triplicate manner from each site and 
percentage of CaCO3 estimated via titration method [18]. 

CO2(soil) = MCO2 

MCaC O3 

× %CaC O3(soil) (4) 

where, CO2(Soil) stands for CO2 emission from soil mix, MCO2 and MCaCO3 stands 
for molecular weight of CO2 and CaCO3. 

2.5 Emission from Shipping of Coal 

As per field survey, all the sites use Indonesian coal. Hence shipment of coal from 
Indonesia to Chittagong port is calculated by Eqs. (5) and (6) [19]. 

GW = F × gw (5)
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Table 2 Emission factors of various fuels for CO2, CH4, N2O 

Fuel CO2 CH4 N2O 

Coal 0.001 tCH4/TJa 0.0015 tN2O/TJa 

Timber 112 tCO2/TJa 0.03 tCH4/TJa 0.004 tN2O/TJa 

Diesel 0.003 tCH4/TJa 0.0006 tN2O/TJa 

Electricity 0.67 tCO2/MWhb 0.00001095 tCH4/MWhc 0.000008283 tN2O/MWhc 

Natural gas 0.001 tCH4/TJa 0.0001 tN2O/TJa 

a [16]; b [23]; c [24] 

F = W × D × E (7)  

where, GW stands for Well-to-wheels GHG emissions CO2 equivalents, F for energy 
consumption, gw for emission factor, W for weight, D for distance, and E for specific 
energy consumption. 

For bulk ships carrying coal in Asia E is 0.0014 kg/tkm [19, 20]. The shipping 
distance of coal from Indonesia to Bangladesh is 2306 nautical miles [21]. 

2.6 Calculation of Carbon Footprint 

For the calculation of CH4 and N2O emission from each sector Eq. (7) is used [16]. 

EmissionGHG, fuel = Fuel Consumption × Emission FactorGHG, fuel (7) 

The estimated CH4 and N2O emission for each kiln are taken into their CO2 

equivalent (CO2-eq) value applying global warming potential value of CH4 as 86 
and N2O as 268 [22]. Hence the Carbon footprint of a site expressed as gm CO2-eq 
per kg of fired brick for the production of 100,000 bricks is the summation of all CO2 

and its equivalent emission from each sector. Following Table 2 depicts the emission 
factors of different fuels for CO2, CH4, and N2O. 

3 Results and Discussions 

Figure 3a displays that CO2 emissions are much higher than N2O and CH4. Due  to  
the higher global warming potential value, the average N2O emission of all kilns 
is larger than CH4. F-1 showed a higher emission of all three gases resulting in its 
highest position in CF analysis depicted in Fig. 4. Although F-1 showed the highest 
value of CF, but coal-powered FCK (F-2) holds the fourth highest position in the CF 
analysis. This is because of the higher emission factor of timber than coal. The usage
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of electric machines may affect the CF values. It is observed that electric machines 
are used in the updated technologies like T-1 and H-1 for transporting bricks and 
excavated soil from one operation site to another inside the brickfield, molding of 
soil, and chimney fan, whereas conventional brick technologies like F-1 and F-2 
use labor for these operations. Thus use of labor in different activities lessens the 
energy input and thus results in a lower CF value since human energy infusions into 
various operations are mentioned by BSI (2011) to be excluded from the boundary 
system [11, 25]. This is why modern technologies Tunnel kiln(T-1) and HHK (H-1) 
ranked second and third, respectively. Another reason for the higher value of T-1 is 
the lower brick production, as the kiln was not being operated at full capacity due 
to some maintenance works. However, the gas-powered HHK showed the lowest 
CF value of all. From Fig. 3b, it can be stated that firing in the kiln is the primary 
source of CF. As the carbon emission factor of coal is almost 1.67 times higher than 
natural gas, this is why H-1(G) yielded a much lower value than H-1. In the two 
zigzag kilns, usage of both labor and machines was seen. Also, a smaller distance of 
soil transport was reported during the field survey. The lower height of the chimney 
might be another reason why the zigzag kilns showed the lowest values than others. 
Z-1 having an electric brick molding machine, shows a higher CF value than Z-2 
with no brick molding machine. 

Combustion of Coal/Timber for firing brick is the most responsible source of CO2 

emission, followed by Soil Mix, Transportation, and Electricity, illustrated in Fig. 3b. 
The emission of CO2 due to soil mix plays a significant role in the overall CF of 
the brick kiln. Only FCKs use local soil and bring soil from a smaller distance of 
0.5 km. This lessens the diesel consumption to transport soil. Hence emission from 
transportation in F-1 and F-2 is much lower than in the others. The results of this 
study are in line with the previous worldwide studies. For example, Kulkarni & Rao 
(2016) [11] reported CF of a UK tunnel kiln having as 234.24 gm CO2/kg of fired 
brick which is a bit lower than the CF value of T-1, which is 284.17 gm CO2/kg of

Fig. 3 Emission from brick kilns for production of 100,000 bricks a CO2, N2O, CH4 emission 
b CO2 emission from the sources of CF
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Fig. 4 CF of brick kilns (for production of 100,000 bricks)

fired brick found in this study. Whilst, tunnel kilns of the USA and Canada have CF 
of 232.25 gm CO2/kg of fired brick (powered by natural gas) and 338.19 gm CO2/ 
kg of fired brick (powered by light-fuel oil) [11]. A previous study based on the CO2 

emission from energy consumption in the firing chamber also designated Zigzag 
kilns as the best kiln in Bangladesh for its both energy and carbon efficiency [26]. 
The study also showed the gas-powered Hoffmann kiln as the least carbon-emitting 
kiln in the country. The current study also identified the HHK with the lowest CF 
value if fired with natural gas. The average CF of the six sites estimated in the paper 
is 257.33 gm CO2/kg of fired brick, slightly greater but in line with the average CF 
of brick in the UK is 239.4 gm CO2/kg of fired brick [27]. 

In an announcement in 2019, the Ministry of Environment, Forest and Climate 
Change took an initiative to construct all public construction projects by replacing 
clay bricks with concrete blocks and thus aimed for the gradual phasing out of bricks 
in governmental construction projects by 2025 [28]. For the production of every unit 
volume of concrete blocks, a CF value of 290 kg CO2-eq has been evaluated [29], 
which is higher than the average CF value of bricks estimated in this paper. Another 
study defined hollow cement block (HCV) as the most harmful building material, 
showing an elevated CF value of HCV than bricks [30]. However, replacing Portland 
cement in concrete with fly ash results in a net reduction in GHG emissions as 0.006 
CO2-eq kg/ ton of fly ash is recorded only to collect the fly ash from the power plant 
station [31]. Although fly ash is designated as an industrial waste of thermal power 
plants, the production of total ash is roughly 10% of the amount of coal fired in the 
plant, of which 80% is estimated to be fly ash [32]. Therefore, the life cycle carbon 
analysis of fly ash should be studied before highlighting fly ash bricks as the best 
alternative to clay bricks from the carbon footprint perspective. The study relates 
to the fifth theme of Bangladesh Climate Change Strategy and Action Plan 2009 
(BCCSAP 2009), which is “Mitigation of Low Carbon Development.” Concerning
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CO2 emissions, natural gas is the greenest energy source [33]. The current study also 
highlighted Hoffman Kilns as the least CF brick technology if fueled by gas, so using 
natural gas in firing bricks can be associated with the first program of the fifth theme 
of BCCSAP (2009). However, firing coal in the kiln accounts for higher CF values. 
Hence using clean coal technology in this sector can be linked with the third program 
of the theme. Lastly, using solar energy in the brickfield for various operations can 
serve both the fourth and the tenth programs of the fifth theme of BCCSAP (2009). 

4 Conclusion 

According to this baseline estimate, two Zigzag kilns showed the lowest CF values 
among the four different technologies. In comparison, wood-powered FCK showed 
the highest of all, whereas coal-powered FCK showed a lower value. Hybrid Hoffman 
Kiln holding a third-highest position, showed a lower CF value than Tunnel Kiln. 
However, Hybrid Hoffman Kiln would be the best choice in terms of CF analysis 
if natural gas is fired instead of coal. Additionally, it is estimated that the average 
carbon footprint of bricks made in Bangladeshi kilns is 257.33 g CO2-eq/kg of 
burnt brick, which is comparable to values for the US, Canada, and the UK, but 
somewhat higher than the average CF of brick in the UK. The primary source of 
CO2 emissions has been discovered to be the burning of coal or wood, or natural 
gas, followed by soil composition, transportation, and power. Although from CF 
analysis, it can be recommended that using bricks produced from gas-powered HHK 
and Zigzag kilns is sustainable. Nevertheless, further studies should be carried out 
to compare the quality and economic analysis of the bricks of the Zigzag with the 
modern brick-making technologies, i.e., Tunnel and Hybrid Hoffman kilns. The study 
is a pioneering study of this kind in Bangladesh to analyze CF of different types of 
brickfields in Bangladesh. The limited sample size can hardly projectile the overall 
scenario of the country; however, the study covered all the types of kilns that are in 
practice in Bangladesh. Therefore, further research, primarily based on the CF from 
brickfields across the country, can be done focusing on implementing a larger sample 
size to have a more accurate outcome from statistical analysis. This study can guide 
decision-makers to adopt the right policies to advance specifically in the application 
and realization of SDG 10. 
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Investigation on Pre-cracked RC Slab 
Strengthening in Flexure Region Under 
Patch Loading by CFRP  

S. M. Z. Islam, M. M. Islam, M. Ahamed, M. M. H. Rakib, M. R. Hasan, 
and M. M. Rahman 

Abstract Reinforced concrete (RC) slabs may often experience deficiency due to 
steel corrosion, temperature effect, increased live loads, fatigue cracking by impact 
loading, variation in utilizations, a mistake in design and calculation, and error in 
construction. Carbon Fiber Reinforced Polymer (CFRP) is one of the most important, 
effective, potential, and advanced composite materials for retrofitting and strength-
ening metal structures. The objective of this research is to investigate the structural 
strength and behaviour of CFRP-strengthened RC slabs subjected to patch loading. 
A series of tests have been conducted on RC slabs which are strengthened by CFRP. 
Sixteen RC slabs including two reference specimens and CFRP-strengthened speci-
mens were tested in this study. The specimens of the reinforced concrete (RC) slabs 
were cast with dimensions of 1050 × 700 × 75 mm. Different lengths and config-
urations of CFRP strips are placed along the slabs. Hydraulic contorted universal 
testing machine were used for patch loading. The collapse loads, collapse modes, 
and the load-deformation behaviour of the reference specimen and CFRP strengthen 
specimen are also presented in this paper. Strengthening of pre-cracked RC slabs at 
flexural region using CFRP provided better performance than reference slab. Based 
on test results, it was found that the structural performance of CFRP strengthening 
pre-cracked RC slab including deflection, and stiffness cracking load is more signif-
icant than reference RC slab. The flexural capacity load carrying capacity as well 
as serviceability improved significantly and varied for different strengthening tech-
niques. Therefore, it can be concluded that better performance can be attained by 
CFRP strengthening in the flexural region damaged RC slab with the appropriate 
technique.
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Keywords Fibre reinforced polymer · Punching load · Reinforced concrete slab ·
Strengthening and repair 

1 Introduction 

Concrete is weak in tensile stress; hence RC slab may often experience flexural 
cracking due to poor quality of the material’s workmanship, a mistake in design, 
and changes in uses. Retrofitting and/or strengthening can be considered to restore 
the structural strength and load-bearing capacity of the defected RC slab [1, 2]. 
Recently, strengthening and retrofitting of RC slabs have gotten extra importance for 
the reduction of strength and load-carrying capacity of structures due to unpredictable 
climatic conditions, use of sub-standard materials, impact loads, corrosion or deteri-
oration of concrete, settlement, and poor workmanship. For retrofitting and strength-
ening of RC slab, many different techniques are available such as ferro-cement, 
cement steel plates, epoxy injection, grout, and externally adhesive bonded fiber 
reinforced polymers. Fiber-reinforced polymers for structural retrofitting are increas-
ingly used in different concrete structures. There are many disadvantages to conven-
tional slab strengthening and retrofitting techniques, namely bulky, heavyweight, 
laborious, complex and fatigue prone, etc. In the literature review, the different 
researchers applied different techniques for RC slab strengthening [3–9]. Strength-
ening/retrofitting is needed to retain the slab under serviceable conditions instead 
of newly constructed slabs and structures. Fiber-reinforced polymers for structural 
retrofitting are increasingly used in different concrete structures [10]. Several failure 
modes have been observed for RC slab bonded with FRP soffit plates in various exper-
imental studies to date. Strut and GFRP anchor were used for strengthening of RC 
slab [10, 11]. Anchoring technology was proposed for one-way reinforced concrete 
slabs by the external fiber-reinforced polymer tendons [12]. The investigation was 
carried out on reinforced concrete one-way slabs strengthened by CFRP sheets in the 
flexural zone by a few researchers [13–16]. Different failure modes were observed 
for RC slab bonded with FRP soffit plates in previous various experimental studies. 
Smith and Kim [17] researched strengthening one-way RC slabs using cutouts by 
FRP composites. Research on two ways concrete slabs strengthen by FRP composite 
laminates by Mosllana [18]. Cracks were developed on the top surface of the slab 
deck and the bottom face of the slab soffit of the Bangabandhu multipurpose bridge 
over the Jamuna River due to shrinkage. This crack in Bangabandhu Jamuna multi-
purpose bridge at the slab deck was repaired by CFRP retrofitting [19]. Moreover, 
the Kanchpur bridge deck slab was also developed cracked, and retrofitted by FRP 
[20]. In the literature review, the strengthening of concrete slabs with FRP composite 
is described in previous research. Still, a few researches have been conducted on the 
effectiveness of retrofitting and strengthening RC slab failure by CFRP materials. 
FRP composites are advanced composite materials used as retrofit materials has 
gained much outstanding success in recent years. However, little research has been 
conducted on the application of CFRP materials for strengthening and retrofitting
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pre-crack RC column failure. Therefore, it is an innovative approach to study on 
strengthening and retrofitting of pre-crack RC slab by CFRP. 

The purpose of this research is to investigate the structural strength and behaviour 
of CFRP-strengthened RC slabs subjected to patch loading. A series of tests have been 
carried out to CFRP-strengthen the RC slab by CFRP patch loading by a universal 
testing machine. Sixteen RC slabs including one reference slab and another nine 
initially cracked slabs were tested in this study with varying different lengths and 
configurations of CFRP strips applied. Hydraulic contorted universal testing machine 
were used for the patch loading system. The flexural regions of the RC slab have 
been strengthened and retrofitted by CFRP materials to observe the failure mode, 
deflection, and ultimate load-carrying capacity. CFRP materials can be applied for 
strengthening and retrofitting of Pre-crack RC slab effectively for better performance 
against flexural. 

2 Material Properties 

External bonded strengthening highly depends on the properties of adhesive and 
CFRP materials. The effective bond strength, elastic modulus, and elongation are the 
key mechanical properties of adhesive for strengthening structures. CFRP material 
is a composite material that typically consists of fibers embedded in a resin matrix. 
Epoxy resin is the most widely used resin for CFRP. CFRP could be more than 120 
times higher in strength than concrete in terms of tensile strength. Four materials 
have been used to prepare the specimens such as primer and saturant, CFRP fabric, 
adhesive, and RC slab as shown in Fig. 1. 

According to manufacturer specification, carbon CFRP fabrics Kor-CFW450 is 
used in this research having fiber strength of 4900 MPa, fiber stiffness of 230 GPa, 
an areal weight of 450 g/m2, and fabric thickness of 0.255 mm. Primer and saturant 
were used having density 1.14 gm/cm3, 1.8 gm/cm3; pot  life 30 min, 1 h 30 min,  
tensile strength 1350 MPa, 4875 MPa, Modulus of elasticity 99.37 GPa, 238.00 GPa, 
respectively. Adhesive Kor-CPA 10 Base Resin and hardener used in this research 
have a tensile strength of 49.8 MPa, shear strength of adhesive of 29 MPa, and pot 
life of 70 min. The concrete slab was cast targeted at 25 MPa concrete.

Primer 
CFRP 

Adhesive 

Fig. 1 Primer, CFRP fabric, and adhesive 
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3 Experimental Program 

A series of concrete slabs were made for testing to meet the main aim of this research 
to find the effectiveness of CFRP strengthening of pre-crack RC slab at flexural 
region. A total of 16 slabs were cast and tested for this research. The targeted concrete 
was 25 MPa. The slab was cast using cement, sand, and reinforcement 3.75 mm as 
shown in Fig. 2. Reinforcement and framework for slab casting are shown in Fig. 2. 
Slab was 711.2 mm in width and 1050 mm long. In slab design, the BNBC code 
required reinforced will be provided in the tested slab. In all the slabs, the tension 
steel reinforcement ratio was 0.56%, within the range of minimum and maximum 
amounts of reinforcement ratio required by BNBC codes, which are respectively 
0.20% and 4.39%. Distribution reinforcements were designed in the slabs to avoid 
punching shear failure. The casted slab specimen maintains strip cutting 600 and 
750 mm as well as square and rectangular 300 × 300, 300 × 375 and 300 × 450 mm 
Pre-cracked RCC slab specimen is sown in Fig. 3. Figure 4 shows the mixing of 
primer and base resin and hardener adhesive. Applying primer and adhesive and 
cutting and then attaching are shown in Figs. 5 and 6 respectively. 

The specimens were labelled as Sl1050C0F0, Sl1050C0F1, Sl1050C500F0, 
S11050C500F1, Sl1050C600F0, Sl1050C600F1, Sl1050C750F0 and Sl1050C750F1, where,

Stone 

ReinforcemenCement Wooden frame Casting slab 
Sand 

Fig. 2 Binding material (cement), fine aggregate (sand), coarse aggregate (stone chips), and mixing 
with water for concrete reinforcement and framework for slab casting 

Casted slab Pre-crack slab Pre-crack slab 

Fig. 3 Casted slab specimen, 600 and 750 mm pre-cracked RCC slab specimen 300 × 300, 300 × 
375and 300 × 450 mm pre-cracked RC slab specimen
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Adhesive 
Mixing adhesive 

Mixing adhesive 

Fig. 4 Mixing primer and base resin and hardener adhesive 

Primer on slab 
Primer on slab 

Adhesive on slab 

Fig. 5 Applying primer on slab specimen and applying adhesive on slab specimen 

CFRP Cutting CFRP Attaching 

Fig. 6 Cutting and attaching CFRP with adhesive on slab specimen

Sl1050 indicates slab length 1050 mm, C0 indicates reference slab no pre-
crack and Fo indicate no CFRP, moreover C500, C600, CF750 indicate pre-
crack strip length 500, 600, and 750 mm. Slabs also have been consid-
ered square and rectangular area CFRP strengthen such as 300 × 300, 300 
× 375 and 300 × 450 mm2 respectively as shown in Fig. 9. Square and 
rectangular area CFRP strengthen specimen is symbolized as Sl1050C0F0R, 
Sl1050C0F1R Sl1050C300×300F0, Sl1050C300×300F1, Sl1050C300×375F0, Sl1050C300×375F1, 
Sl1050C300×450F0, Sl1050C300×450F1. In Sl1050C0F0R and Sl1050C0F1R ‘R’ indicate
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repeat test and C300×300, C300×375, and C300×450 indicate crack and CFRP strengthen 
area 300 × 300, 300 × 375 and 300 × 450 mm2 respectively. Slab strengthening 
strip, square and rectangular area by CFRP as shown in Fig. 7. Schematic front, top 
and bottom view of test setup of the specimen as shown in Fig. 8. 

In patch loading, vertical concentrated loads in a specific area were applied to the 
slab specimen. The vertical load was applied by patch loading a specific rectangular 
area (127 mm × 228.6 mm) as shown in Figs. 8 and 9. The quality of the bond 
between the concrete surface and adhesive interface depends on adhesive properties 
and surface treatment. According to the required bonding length, the primer and 
then adhesive was then applied uniformly on the slab surfaces. The thickness of 
the adhesive layer was kept uniform. For most of the strengthened RC slabs, the 
adhesive thickness was around 0.65 mm. Test setup, testing and failure mode of 
CFRP strengthen pre-crack slab are shown in Fig. 9.

Strip CFRP 

Square CFRP Rectangular CFRP 

Strip CFRP 

Rectangular CFRP 

Fig. 7 Slab strengthen strip, square and rectangular area by CFRP 

Front View 

Bottom View 

Top View 

Fig. 8 Schematic front, top and bottom view of test setup of specimen
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Test Setup 

UTM Testing 
Machine Failure of Slab 

Fig. 9 Test setup and testing and failure mode of CFRP strengthen the pre-crack slab

4 Results and Discussions 

A series of tests have been conducted to investigate the flexural behavior of pre-
cracked RC slabs strengthened using CFRP by patch loading. Sixteen RC slabs 
including two reference slabs and another twelve initially cracked slabs were tested 
in this study with varying different CFRP lengths and strengthened areas. The 
failure loads, failure modes, and the load-deformation behavior of the reference 
slab and CFRP strengthen slab are observed in this research. The failure modes of 
the unstrengthened and CFRP-strengthened RC slab at the flexural region are shown 
in Fig. 10. At the reference slab, the first visible crack appeared at the base of the 
slab, directly beneath the loading point. The number of cracks started to increase 
more frequently after that, although their numbers eventually stabilized. Following 
that, the primary crack quickly spread to the top of the slab and the slab almost 
completely ruptured as the load increased to some extent. The entire load–deflec-
tion curve was graphed for each tested specimen, and the development of cracks 
was tracked. To investigate the impact of the type of strengthening material on the 
mechanical behavior of the slab under punching loads, the attained outcomes were 
analyzed and discussed. The experimental results on the reference and strip CFRP 
strengthening slab are given in Table 1. Test results show that the ultimate load-
carrying capacity of the pre-crack slab (l × b × t-1050 × 700 × 75) was increased 
by 188%, 200%, 212%, and 244% compared to reference strengthen with CFRP strip 
lengths 500, 600, and 750 mm respectively.

The experimental results of reference and square and rectangular area CFRP 
strength are presented in Table 2. Test results show that the ultimate load carrying 
capacity of the pre-crack slab (l × b × t-1050 × 700 × 75) was increased by 164%, 
177%, 195%, and 216% compared to reference strengthen with the square and rect-
angular area of CFRP 300 × 300, 300 × 300, 300 × 375 and 300 × 450 mm respec-
tively. A comparison of crack and ultimate loading for strip and square-rectangular 
area CFRP strengthen is shown in Fig. 11 respectively. It is revealed that the initial 
crack was started around half of the ultimate loading.



54 S. M. Z. Islam et al.

Failure of Slab 
Failure of Slab 

Debonding CFRP Failure of slab 

Fig. 10 Failure mode without CFRP attached slab and with CFRP attached slab 

Table 1 Initial crack load, ultimate load, and enhancement of load carrying capacity by CFRP strip 
strengthening with respect to reference slab 

Sl. No. Specimen Initial crack 
load (kN) 

Ultimate load Po 
and Pu (kN) 

Initial load 
enhancement 
Pu/Pu0 

Ultimate load 
enhancement 
Pu/Pu0 

1 Sl1050C0F0 13.01 25.02 – – 

2 Sl1050C0F1 18.85 47.00 1.45 1.88 

3 Sl1050C500F0 12.1 22.05 – – 

4 S11050C500F1 19.11 44.04 1.58 2.00 

5 Sl1050C600F0 11.88 20.5 – – 

6 Sl1050C600F1 22.09 43.60 1.86 2.12 

7 Sl1050C750F0 11.76 19.60 – – 

8 Sl1050C750F1 23.16 47.80 1.97 2.44

Table 2 Initial crack load, ultimate load, and enhancement of load carrying capacity by CFRP 
square and rectangular strengthening with respect to reference slab 

Sl. No. Specimen Initial 
crack load 
(kN) 

Ultimate load 
Po and Pu 
(kN) 

Initial load 
enhancement Pu/ 
Pu0 

Ultimate load 
enhancement Pu/ 
Pu0 

1 Sl1050C0F0 12.55 24.80 – – 

2 Sl1050C0F1 17.31 40.67 1.38 1.64 

3 Sl1050C300×300F0 11.98 21.96 – – 

4 Sl1050C300×300F1 17.13 38.86 1.43 1.77 

5 Sl1050C300×375F0 11.35 20.05 – – 

6 Sl1050C300×375F1 17.36 39.08 1.53 1.95 

7 Sl1050C300×450F0 11.02 19.25 – – 

8 Sl1050C300×450F1 18.18 41.58 1.65 2.16
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Fig. 11 Comparison of crack and ultimate loading for slab strip and rectangular strengthen by 
CFRP 

Fig. 12 Enhanced load carrying capacity for slab CFRP strip strengthening

Enhanced load carrying capacity for slab CFRP strip rectangular area strength-
ening is graphically represented in Fig. 12a and b respectively. The load–displace-
ment curve of the CFRP strip and rectangular strengthening slab is shown in Fig. 13. 
CFRP strengthening increased the ductility and stiffness of the RC slab. Based 
on experimental observation, it can be revealed that by increasing CFRP length, 
load-carrying capacity enhancement also is increased. Deformation is also increased 
due to CFRP strengthening. The strength enhancement in terms of load-carrying 
capacity significantly varied from 188–244% and 164–216% for different CFRP 
strip lengths and rectangular strengthening techniques, respectively. Therefore, better 
performance can be attained by CFRP strengthening in the flexural region damaged 
RC slab with appropriate technique. 
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Fig. 13 Load–displacement curve of comparison for reference and CFRP strip strengthening slab 

5 Conclusion 

In this paper, a series of tests on strengthening the pre-crack RC slab by CFRP 
has been presented. Failure mode, maximum load, maximum deflection, and load-
deformation behavior improvement of load-carrying capacity are also presented 
in this research. CFRP-wrapped sheet strengthening provided better results. CFRP 
strips also provide better performance techniques with an effective length of strength. 
Unstrengthen RC slab failed by common flexural pattern while pre-cracked CFRP 
strengthened RC pre-crack failed by flexural. Based on experimental results, it was 
found that CFRP strengthening pre-cracked RC slab provides significant performance 
compared to reference RC slab. The percentage increase in load-carrying capacity 
significantly. Based on experimental observation, it can be revealed that by increasing 
CFRP length, load carrying capacity enhancement also increased the value of load 
carrying capacity improved, and it varied from 188–244% for strip and 164–216% 
square and rectangular strengthening techniques, respectively. Deformation is also 
increased due to CFRP strengthening of the pre-crack slab. The test results revealed 
that externally bonded uni-directional CFRP strips strengthen and increase the flex-
ural capacity and strength of the two-way slab. Therefore, it can be concluded that 
the flexural region damaged RC slab can be strengthened efficiently by CFRP with 
an appropriate method. 
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Performance Evaluation of Different 
Intercity Trains of Bangladesh Based 
on Punctuality 

Md. Rifat Hossain Bhuiyan , Shah Aymaan Ibtihal , Md. Tanvirul Islam, 
Shanjidul Hassan Shakif, and Kashfia Nahrin Nokshi 

Abstract The punctuality of train services being a critical measure of performance 
plays an important role in service quality and passenger satisfaction. In this study, 
a comprehensive scientific approach has been followed to evaluate and rank the 
performance of 20 major intercity trains operating under the East zone of Bangladesh 
Railway (BR) based on their punctuality. The railway punctuality data was obtained 
from the regional office of the East zone from 2015 to 2019. Afterward, the five-
year data was analyzed to attain information such as on-time arrival and departure 
punctuality, average arrival and departure delay, and maximum arrival and departure 
delay. The analysis revealed how each of the intercity trains performed in the form 
of descriptive statistics. In the next step, FAHP (Fuzzy Analytic Hierarchy Process) 
was adopted to estimate the weight of six performance criteria—average departure 
punctuality (%), average arrival punctuality (%), average departure delay (h), average 
arrival delay (h), maximum departure delay (h) and maximum arrival delay (h). As 
a multi-criteria decision-making method, FAHP performs better than the traditional 
AHP method because of its ability to deal with inconsistency and vagueness while 
developing the pair-wise comparison matrix. In this study, the pair-wise comparison
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matrix was developed by the co-authors along with two experts in the related field 
using the TFN (Triangular Fuzzy Number). The calculated fuzzy weights were de-
fuzzified and normalized by the centroid defuzzification method to obtain a crisp 
numeric weight for each criterion. Once the crisp numeric weights were obtained, 
the weights were multiplied by the criteria values achieved from the descriptive 
analysis to calculate the overall punctuality score of each train. Results showed 
that Suborno Express achieved a maximum score of 62 followed by Bijoy Express 
and Turna Express which achieved 55.73 and 54.77 respectively. Trains residing 
at the bottom of the chart were Kalni Express, Jamuna Express, and Mohanagar 
Godhuli with a score of 31.73, 30.74, and 28.77 respectively. Scores of all the 20 
intercity trains were calculated in a similar process and were ranked based on it. The 
methodology proposed in this research offers the decision-makers a tool to evaluate 
the performance of train services founded on scientific grounds. The findings of this 
research call for action on the policymakers’ end to improve the overall punctuality 
of the trains residing at the bottom of the list and control delays to make the following 
trains more popular among passengers. 

Keywords Punctuality · Delay ·Multi-criteria decision-making method · Fuzzy 
AHP · Ranking 

1 Introduction 

The appeal of the train as a mode of transportation has been increasing since its inven-
tion, considering its ease, fuel efficiency, less travel time, and sustainability. From FY 
2004–05 to FY 2013–14, Bangladesh railway experienced a significant rise (about 
25 million) in passenger count [1]. Despite this heavy demand, it currently has only 
2,877 route kilometers of railways connecting 44 districts [2]. The level of service 
provided is another cause of concern in this sector. Thus, the government has under-
taken a 30-year master plan which started in 2016 to rebuild the rail transportation 
system [3]. The primary objective of this modernization process is to convert the 
railway communication system into a mass-friendly one with improved service and 
passenger satisfaction. Though any public organization like Bangladesh Railway 
(BR) must prioritize the current service quality to adjust the issues or shortcomings 
in the upcoming/ongoing projects, the performance of the existing trains of BR has 
not seen any light of measurement yet. Moreover, most of the existing literature on 
Bangladesh Rail Transport System either focuses on accident and safety [2, 4–6] or  
ongoing metro rail project [7–9]. 

Many factors have emergent controls on the operation quality and consumer satis-
faction of a public transportation, among them robustness, reliability and punctuality 
are one of the most influential attributes [10]. Punctuality is the measure of having 
a predetermined vehicle arrive, leave, or pass at a predetermined location and time 
[11]. It can be denoted as the deviation between scheduled arrival/departure time (ts) 
and the real arrival/departure time (tr ) [12]. Since trains of a certain route usually
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operate infrequently, on-time arrivals and departures play an important role in vehicle 
performance. Rahaman and Rahaman [13] identified, punctuality as one of the eight 
service quality characteristics of public transport. Chen et al. [14] considered punc-
tuality index as on the reliability measures of public vehicles to analyze the urban bus 
service quality. Researchers have emphasized the punctuality of the train services 
since decades. Sobota and Żochowska [15] developed a transportation network based 
mathematical model to analyze punctuality of public transport. Grechi and Maggi 
[16] established a comprehensive classification of train delays based on the rela-
tionship between drivers, stimulates, and accountability. However, till now no math-
ematical tool has been developed to evaluate the performance of different railway 
transports based on punctuality. 

Tomas Saaty pioneered the Analytic Hierarchy Process (AHP) approach, that 
has been widely utilized for decision-making for over 25 years, and that allows 
to approach intricate decision-making problems with substantial criteria and time 
periods [17]. Nevertheless, the conventional AHP appears to be insufficient and 
imprecise to capture the correct judgements due to the ambiguity and uncertainty 
on judgments of the evaluator. To address this shortcoming in the traditional AHP, 
triangular fuzzy number convention is incorporated to the crisp pair-wise comparison 
of AHP [18]. Several researchers utilized FAHP for multi-criteria decision-making, 
i.e., for hospital site selection, university ranking, transit system performance, and 
transportation corridor safety performance evaluation [19–22]. In railway system, 
performance assessment tool for freight transportation and rail transit operation was 
previously developed with FAHP application [17, 23]. 

This study aims to assess and score 20 intercity trains from East zone of 
Bangladesh Railway stressing on punctuality with descriptive statistics and Fuzzy 
Analytic Hierarchy Process (FAHP). East zone is of significance interest due to its 
geographical coverage, which covers Dhaka, Chittagong, Mymensingh, and Sylhet 
Division. The administrative and commercial capital of Bangladesh reside in the 
Dhaka and Chittagong Division, respectively. The capital of Mymensingh division 
is ranked first in terms of population density in Bangladesh. Chittagong and Sylhet 
divisions are well-known as top tourist places in Bangladesh. The approach presented 
in this study gives decision-makers a framework to assess the effectiveness of train 
services. The observation of this experiment combining with the previous studies on 
influencing factors of railway punctuality [24] and punctuality enhancing techniques 
[25] will urge policymakers to take effort to increase the overall punctuality and 
reduce delays of the poor performing trains. 

2 Materials and Methods 

Monthly punctuality data of successive five years starting from 2015 to 2019 was 
collected from the East zone regional office of Bangladesh Railway. The data 
comprises (i) no. of days operated, (ii) on-time departure in days, (iii) maximum 
departure delay in hours, (iv) on-time arrival in days, and (v) maximum arrival delay
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in hours for 20 intercity passenger trains. Five-year average departure punctuality, 
average departure delay, average arrival punctuality, average arrival delay, average 
maximum departure delay, and average maximum arrival delay were derived from 
the obtained data and represented as descriptive statistics. Here, departure punctu-
ality (Pd ) and arrival punctuality (Pa) denotes the percentage of on-time departure 
(Nd ) or arrival (Na) with respect to no. of days operated (N). 

Pd = Nd 

N 
× 100 (1) 

Pa = Na 

N 
× 100 (2) 

The first step of the fuzzy AHP approach is to determine the crisp relative weights 
of each pair of elements within the same hierarchy on a scale of 1–9. Crisp relative 
importance was assigned by the judgement of the co-authors and two experts from the 
relevant field. A 6 ×6 matrix with crisp numeric values was formed using pairwise 
comparison. Let M = (mi j  )k×l a crisp paise wise matrix, where if mi j  = x , then m ji  
will satisfy 1/x . The next step is to convert the crisp numeric values into the triangular 
fuzzy numbers. The notation for each crisp numeric value and its corresponding 
triangular fuzzy numbers are presented in Table 1. 

For inverse comparison, let M = (mi j  )k×l is a pair-wise comparison matrix, where 
for crisp numerical value mi j  = x , the triangular fuzzy number satisfy (p, q, r). Then 
for m ji  = 1/x , the corresponding fuzzy number will be (1/r , 1/q, 1/p). 

Then the fuzzy geometric mean was estimated for each row of the matrix 
using the following formula. Suppose y1 a row in the pair-wise compar-
ison matrix M, where ( p1, q1, r1), (p2, q2, r3), … (pn, qn, rn) are the triangular 
fuzzy numbers. Then the geometric mean for y1 will be (( p1 × p2 ×  · · ·  pn) 1 4 , 
(q1 × q2 ×  · · ·  qn) 1 4 , (r1 × r2 ×  · · ·  rn) 1 4 ). The geometric mean was then utilized to 
determine fuzzy weights for each component of the matrix. Let M a fuzzy pair-wise 
comparison matrix, where for rows yi , y j , yk, . . .  yn, the corresponding geometric 
mean can be denoted as zi , z j , zk, . . .  zn then the fuzzy weights (wi ) for yi will be

Table 1 Relation between crisp relative importance and triangular fuzzy relative importance 

Relative importance Crisp numeric value Triangular fuzzy numbers 

Equal importance 1 (1, 1, 1)  

Moderate importance 3 (2, 3, 4)  

Strong importance 5 (4, 5, 6)  

Very strong importance 7 (6, 7, 8)  

Extreme importance 9 (9, 9, 9)  

Intermediate values 2, 4, 6, 8 (1, 2, 3); (3, 4, 5); (5, 6, 7); (7, 8, 9) 

Values for inverse comparison 1/3, 1/5, 1/7, 1/9 (1/4, 1/3, 1/2); (1/6, 1/5, 1/4) 
(1/8, 1/7, 1/6); (1/9, 1/9, 1/9) 
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(zi × (z j + zk + . . . ..  + zn)−1 ). The estimated fuzzy weights were then de-fuzzified 
into crisp weights using Center of Area (COA) methods. Suppose for element yi the 
fuzzy weight is ( pi , qi , ri ), then crisp weight will satisfy ( 

pi+qi+ri 
3 ). 

The weight for each component was normalized by the summation of the crisp 
weights. The normalized weights were multiplied by the criteria values obtained 
from the descriptive statistics and then the multiplied values were summed up to 
determine the overall score of each train. More details on FAHP can be found on 
[26, 27]. 

3 Analysis and Results 

3.1 Descriptive Analysis 

Figure 1 reveals the performance of 20 East zone intercity trains based on average 
departure and arrival punctuality. Suborno Express, Mohanagar Godhuli, Turna, and 
Bijoy Express had high departure and arrival punctuality. Tista, Egarosindhur, and 
Haor Express showed satisfactory performance in arrival punctuality, but substandard 
performance in departure punctuality. Mohanagar Godhuli, Jamuna Express, and 
Kalni express were found to be the lowest performing railways considering average 
departure and arrival punctuality. 

Some other attributes of descriptive analysis are presented in Table 2. It is seen  
that, Suborno Express, Tista Express, and Egarosindhur Express had the least avg. 
departure and arrival delay whereas the passenger of Udayan Express experienced 
the highest average arrival and departure delays. The average of maximum arrival 
and departure delays from 2015 to 19 indicated that Parabat, Udayan, and Bijoy 
express required much longer time than scheduled to depart or arrive at the station.

0 
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40 
60 
80 

100 
120 

%
 

Avg. Departure and Arrival Punctuality (2015-2019) 

Avg. Departure Punctuality (%) Avg. Arrival Punctuality (%) 

Fig. 1 Average departure and arrival punctuality of the intercity trains 
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Table 2 Performance of the intercity trains based on the descriptive analysis 

SI Train 
No. 

Train name Avg. 
departure 
punctuality 
(%) 

Avg. arrival 
punctuality 
(%) 

Avg. 
departure 
delay (h) 

Avg. 
arrival 
delay 
(h) 

Avg. max. 
departure 
delay (h) 

Avg. 
max. 
arrival 
delay 
(h) 

1 701 Suborno 
Express 

95.45 85.51 0.87 1.95 4.1 6.15 

2 703 Mohanagar 
Godhuli 

84.26 75.21 1.1 2.28 4 6.17 

3 709 Parabat 
Express 

79.41 72.78 1.44 2.54 8.85 7.68 

4 739 Upaban 
Express 

58.99 80.42 1.76 2.49 5.23 6.37 

5 741 Turna 
Express 

87.88 71.74 1.41 2.95 5.48 7.95 

6 707 Tista Express 45.3 88.37 0.82 1.92 1.8 4.58 

7 717 Jayantika 
Express 

50.81 62.52 2.98 3.7 6.49 7.7 

8 721 Mohanagar 
Provati 

85.24 61.49 1.55 3.02 6 6.5 

9 722 Mohanagar 
Godhuli 

30.7 63.01 2.9 3.73 6.57 8.07 

10 723 Udayan 
Express 

52.21 58.3 3.51 5.03 7.6 10.65 

11 743 Brahmaputra 
Express 

39.98 75 1.58 2.48 3.13 5.13 

12 711 Upakul 
Express 

95.08 59.62 0.75 2.64 2.8 4.97 

13 735 Agnibina 
Express 

37.81 70.56 1.74 2.81 4.63 5.83 

14 737 Egarosindhur 
Express 

48.47 89.19 0.96 1.76 2.57 5.33 

15 745 Jamuna 
Express 

35.33 61.59 1.85 2.68 3.93 4.58 

16 749 Egarosindhur 
Godhuli 

46.94 74.99 2.13 2.76 5.9 6.25 

17 773 Kalni Express 34.41 67.07 2.02 3.02 5.39 6.13 

18 777 Haor Express 36.01 84.58 1.46 2.11 2.9 5.07 

19 781 Kishoregonj 
Express 

42.9 60.1 1.41 2.4 2.78 4.81 

20 785 Bijoy Express 80.5 86.68 2.03 3.11 8.04 7.92
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3.2 FAHP for Ranking 

The FAHP framework has been adopted in this study to further analyze the perfor-
mance of the intercity trains. This first step into the FAHP approach requires devel-
oping a pair-wise comparison matrix which delineates priority of each evaluation 
criteria in comparison to another. This step requires subjective judgement from the 
experts. A panel of experts were involved in developing the comparison matrix for 
this study based on data collected through social media surveys. The crisp and fuzzy 
values for pair-wise comparison matrix can be seen in Table 3 and Table 4, respec-
tively. While designing the study, avg. departure punctuality was given more impor-
tance than the avg. arrival punctuality. This hypothesis was verified through an online 
survey, which revealed passengers found departure delays more annoying compared 
to arrival delays. Thus, most and least weight was assigned for the avg. Departure 
Punctuality and avg. maximum arrival delay, respectively. 

The crisp numeric values of the initial pair-wise comparison matrix were later 
converted to fuzzified pair-wise comparison matrix using the TFN (Triangular Fuzzy 
Number). Fuzzification reduces the uncertainty of the judgement since the numer-
ical scores are not sharply defined. The range of values provided against linguistic 
variables in FAHP help curtail imprecision and vagueness making this methodology 
more acceptable than the traditional AHP. Table 4 shows the fuzzified pair-wise 
comparison matrix. 

The de-fuzzified normalized scores obtained from Table 4 was utilized to deter-
mine the rank of competing trains services. From FAHP, 40.6% weightage was

Table 3 Crisp pair-wise comparison matrix 

Pair-wise comparison matrix 

Criteria Avg. 
departure 
punctuality 

Avg. arrival 
punctuality 

Avg. 
departure 
delay 

Avg. arrival 
delay 

Avg. maxm. 
departure 
delay 

Avg. maxm. 
arrival delay 

Avg. 
departure 
punctuality 

1 2 4 5 7 9 

Avg. arrival 
punctuality 

1/2 1 3 4 5 7 

Avg. 
departure 
delay 

1/4 1/3 1 2 4 6 

Avg. arrival 
delay 

1/5 1/4 1/2 1 2 4 

Avg. maxm. 
departure 
delay 

1/7 1/5 1/4 1/2 1 2 

Avg. maxm. 
arrival delay 

1/9 1/7 1/6 1/4 1/2 1
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obtained for criteria avg. departure punctuality, and 28% weightage for avg. arrival 
punctuality. These two criteria were identified as the most crucial in performance 
evaluation. The percentage avg. arrival and departure punctuality being the indi-
cator of an individual train’s overall punctuality out of about 1560 operational days 
within five-year span justifies the high weightage allocation. Another key observation 
was high weightage allocation in departure delay criteria compared to arrival delay 
criteria. This is nothing but the reflection of general passengers’ opinions collected 
through online surveys where the majority suggested that departure delay affects 
passenger satisfaction more than arrival delay. Table 5 shows the overall score of the 
intercity trains and their ranks evaluated by consideration of six mentioned evaluation 
criteria.

The findings from the analysis showed that Suborno express (701) ranked first 
among 20 intercity trains in the east zone with an overall score of 62. Suborno 
Express offered noticeably better performances in all the evaluation criteria in both 
descriptive and FAHP analysis to attain the top spot in the list. The scores of second 
to fifth position holder intercity trains were almost identical (55.73–54.51). Bijoy 
Express (785), Turna Express (741), Upakul Express (711), and Mohanagar Godhuli 
(703) were found to occupy second to fifth spots in the table by offering overall 
better performance in terms of punctuality. Most of the bottom rank trains showed 
poor records of departure Punctuality ranging between 30.7 and 36.01%. Mohanagar 
Godhuli (722) was at the bottom end of the table with an overall score of 28.77, and 
average departure and arrival punctuality of 30.7% and 63.01% respectively. 

4 Conclusions and Policy Implications 

The aim of this study was to develop an evaluation framework to rank the major 
intercity trains operating under East Zone of Bangladesh Railway and to identify 
trains residing at the bottom of the list so that actions can be taken in improving 
the service quality. State of an art prioritization algorithm FAHP has been applied 
in this study complemented by expert’s participation and social media surveys. The 
trains were evaluated under six punctuality specific criteria named—avg. departure 
punctuality, avg. arrival punctuality, avg. departure delay, avg. arrival delay, max. 
departure delay, and max. arrival delay. The methodology proposed in this research 
offers the decision-makers a tool to evaluate the performance of train services founded 
on scientific ground. The findings of this research call for action on the policymakers’ 
end to improve the overall punctuality of the trains residing at the bottom of the list 
and control delays to make the following trains more popular among the passengers.
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Flood Susceptibility Assessment 
in Southwest Coastal Region 
of Bangladesh Using an AHP-GIS Based 
Approach 

M. Z. Hossain and S. K. Adhikary 

Abstract Floods are one of the deadliest types of natural calamities that result in 
huge losses of lives and cause significant economic and property damages. Flood 
hazards are expected to persist in the future, posing severe threats to humanity. 
As climate change continues, the severity and frequency of floods have become a 
major concern in many areas of the world. Bangladesh, being located in a low-lying 
topography, has been facing flood disasters over the years like many other nations 
around the world. The country’s southwest coastal region, in particular, is one of the 
most vulnerable to flooding. Flood management, control, and prevention measures 
are crucial to minimizing the likelihood of damage to agriculture, infrastructure, 
and other natural resources. Flood mitigation efforts and early warning systems may 
depend heavily on the flood vulnerability assessment. Therefore, the objective of 
the current study is to identify the flood susceptible zones in the six administrative 
districts covering Khulna, Satkhira, Pirojpur, Bagerhat, Jhalokati, and Barguna in 
the southwest coastal region of Bangladesh. Flood-susceptible zones are determined 
using a multi-criteria decision technique that has adopted an integrated geographic 
information system (GIS) and analytical hierarchical process (AHP)-based approach. 
Ten different flooding causal factors, including elevation, topographic wetness index, 
land use/land cover, slope, soil type, distance from the main river, surface runoff, 
geology, soil drainage, and soil texture, are used to identify flood susceptible zones. 
The flood susceptible areas with very low, low, moderate, and high risk attributes and 
river regions are found to be 318 km2 (2%), 1553 km2 (10%), 3556 km2 (23%), 7190 
km2 (47%), and 2784 km2 (18%), respectively. It is expected that the flood-prone 
zones identified by this study will be used to undertake immediate countermeasures 
aimed at reducing flood-related losses.
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1 Introduction 

Floods are one of the most damaging natural catastrophes among all other natural 
disasters. It destroys infrastructure for communication and property, and results in 
a major loss of human and cattle lives, and destroys agricultural products, farm-
land, and important properties [1]. Waterlogging and flooding are caused by sudden, 
broad, and continuous rainfall [2]. Future flood risks are anticipated to persist, and 
as climate change progresses, the severity and frequency of floods will become 
a problem in many regions of the world. Bangladesh, having low-lying land like 
many other countries of the world, has been facing flooding disasters over the years. 
One of Bangladesh’s most seriously flood-prone regions is the southwest coastal 
region. Some major flood events in Bangladesh occurred in 1988, 1998, 2004, 2007, 
and 2014. During these occurrences, there has been a major loss of property and a 
fatality [3]. Floods are created by the rapid accumulation of flows from upstream 
and the release of runoff waters downstream as a result of extremely heavy rainfall. 
Discharges quickly reach a peak and then drop off just as swiftly. The breakdown of 
drainage management systems and major rivers are the causes of severe flood occur-
rences. Failure of drainage management systems and major rivers are the causes of 
these flood occurrences [4]. To minimize the likelihood of damage to infrastructure, 
agriculture, and other natural resources, flood control and prevention measures are 
required. Therefore, assessing flood susceptibility is crucial for future early warning 
systems and flood mitigation [5]. Water logging and flooding are caused by sudden, 
broad, and continuous rainfall. Numerous studies employ a variety of comprehen-
sive approaches for mapping flood susceptibility, including the multi-criteria decision 
support approach (MCDA), the analytical hierarchy process (AHP), the weights of 
evidence (WoE) model, the frequency ratio (FR) model, artificial neural networks 
(ANN), and so on [2]. The AHP method, which has received the most attention, 
has been used to develop a unique framework for making decisions regarding flood 
susceptibility mapping. In AHP, distinct flood vulnerability criteria are prioritized 
according to the impact of those parameters, using various considerations. The chosen 
methodological framework formulates each criterion’s cumulative character, which 
is useful for generating flood data that are subject to the spatial scale at local, regional, 
and national levels [6]. An effective way to give people the chance to analyze, acquire, 
store, combine, manipulate, retrieve, and display possible threat regions is through 
the use of geographic information systems (GIS) and remote sensing (RS) [7]. The 
objectives of the current study are to prepare maps of factors that are responsible for 
flood-susceptible zones as well as to detect flood-susceptible areas in the southwest 
coastal region of Bangladesh.



Flood Susceptibility Assessment in Southwest Coastal Region … 75

2 Description of the Study Area 

This research covers a relatively larger area located in the southwest coastline of 
Bangladesh, which includes both urban and rural land, by considering a large number 
of flood-influencing factors. Six administrative districts, namely Khulna, Satkhira, 
Pirojpur, Bagerhat, Jhalokati, and Barguna, are selected for the current study. The 
location of the study area is illustrated in Fig. 1. The total area of the study area is 
15402 km2. The geographical location of the area is between 88° 52' and 90° 23'
east longitudes and between 21° 38' and 23° 1' north latitudes. The study area is 
bounded by West Bengal on the west, India on the east, and the Bay of Bengal on 
the south. On the west side there are Barishal and Patuakhali districts, and on the 
north side there are Jessore, Narail, and Gopalganj districts. The annual rainfall of 
the study area ranges from 1380 to 2950 mm, with a mean of 2165 mm. Most of the 
rainfall occurs from May to September. The average temperature of the region varies 
from 15.5 to 36.2 °C. Where the warmest month is April and the coldest month is 
January [8]. The study area has a large portion of Sundarban, a mangrove forest that 
is among the biggest in the world. This is a beautiful example of how people may 
live in harmony with both land and aquatic flora and fauna. This forest has remained 
largely unmodified due to the great commitment of the government under various 
preservation measures. Although the recorded net decline of mangrove forests is 
not particularly high, the changing pattern indicates that turnover due to erosion, 
aggradation, reforestation, and deforestation was significantly bigger than the net 
change. Both human and natural elements that cause the forest’s degeneration pose 
a threat to it, especially illnesses like top-dying and overuse of its resources [9].

3 Methodology 

The development of numerous conceptual frameworks that identify numerous indi-
cations and so implicitly demonstrate the complexity of vulnerability assessment is a 
distinctive feature of the science of flood and water-logging vulnerability assessment 
[10]. The current study is based on an integrated AHP and GIS-based approach. The 
RS data are adopted and processed on the ArcGIS platform for flood susceptibility 
mapping. The process of flood susceptibility mapping starts with the collection of 
maps for different flood-influencing factors. Ten flood-influencing factors, namely 
rainfall, land use/land cover (LULC), topographic wetness index (TWI), eleva-
tion, slope, distance from the river, normalized difference vegetation index (NDVI), 
drainage density, distance from the road, and soil type, are used in the current study. 
Considering the characteristics of the study area described in Sect. 2, the current study 
has considered both urban and monsoon floods. The factors including rainfall, slope, 
drainage density, etc. are mainly responsible for causing monsoon flooding, whereas 
the factors including rainfall, soil type, land use/land cover, etc. are accountable for 
causing urban flooding. The source of the collected data is presented in Table 1. After
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Fig. 1 Location of study area in the southwest coastal region of Bangladesh

the collection of data from different sources, a thematic map of each factor is prepared 
by processing the collected maps in the GIS environment. ArcGIS software is used 
for the processing and analysis of data and the generation of thematic layers based on 
the aforementioned impacting factors. The thematic map of different factors is then 
classified into different sub-classes depending on their effects on flood susceptibility. 
After the preparation of thematic maps for the factors, the AHP technique is used to 
assign weight to the sub-categories of the impacting factors. AHP is one of the most 
widely adopted multi-criteria decision analysis (MCDA) techniques. The technique 
is adopted by many researchers worldwide for ranking the priority-based factors [2, 
6, 11–13].

In AHP, the priority or weighting of the factors is determined using a pairwise 
comparison matrix. A linear scale of 1–9 based on Saaty [14] is used to assign 
scores for building pair-wise comparison matrix. In Saaty’s linear scale, 1 denotes 
equal importance, whereas 9 designates something extremely more important, and 
1/9 indicates something extremely less important. The meaning of each score is 
tabulated in Table 2.

The pairwise comparison matrix of different factors is tabulated in Table 3. Based 
on the importance obtained from the pairwise comparison matrix (i.e., the AHP 
analysis), each factor’s priority is determined. According to the Saaty approach [14], 
a perfect pairwise comparison matrix should have a consistency of less than 10%. 
In this experiment, the consistency is found to be 8.96%, which justifies the use of 
the pairwise comparison matrix. Next, the sub-categories of each factor are assigned
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Table 1 Sources of flood susceptibility factors 

Factors Source Resolution 

Rainfall Bangladesh Meteorological 
Department (BMD) 

DEM US Geological Survey (USGS) 
Shuttle Radar Topography Mission 
(SRTM) data 

30 m × 30 m 

Elevation, slope, TWI, drainage 
density 

Generated from the DEM 30 m × 30 m 

LULC Landsat 8 satellite image, USGS 
online portal 

30 m × 30 m 

NDVI USGS 30 m × 30 m 

Soil type, distance from main river, 
distance from road 

Bangladesh Agricultural Research 
Council (BARC)

Table 2 Saaty’s linear scale 
Decrease in row importance over Column Equal Increase in row importance over Column 

= 
1/9 1/7 1/5 1/3 1 3 5 7 9

weight based on the ranking priority, which is presented in Table 4. Finally, the 
weighted overlay analysis of the factors is performed in the ArcGIS platform based 
on the assigned weights to achieve the flood susceptibility map. 

Table 3 Pair-wise comparison matrix based on flood susceptibility 

TWI EL Slope RF LULC DD NDVI DRi DRo ST 

TWI 1 1 1 1 3 3 3 1 3 5 

EL 1 1 1 1 2 5 4 1 3 5 

Slope 1 1 1 1 3 5 3 1/2 3 3 

RF 1 1 1 1 3 3 2 2 4 5 

LULC 1/3 1/2 1/3 1/3 1 3 1 1/3 3 1 

DD 1/3 1/5 1/5 1/3 1/3 1 3 1/3 1 3 

NDVI 1/3 1/4 1/3 1/2 1 1/3 1 1/5 5 5 

DRi 1 1 2 1/2 3 3 5 1 3 3 

DRo 1/3 1/3 1/3 1/4 1/3 1 1/5 1/3 1 1/3 

ST 1/5 1/5 1/3 1/5 1 1/3 1/5 1/3 3 1 

Note EL Elevation, TWI Topographic Wetness Index, LULC Land Use/Land Cover, RF Rainfall, 
DD Drainage Density, DRi Distance from Major River, NDVI Normalized Difference Vegetation 
Index, Dro Distance from Road, and ST Soil Type
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4 Results and Discussion 

4.1 Analysis of Influenting Factors 

This study attempts to locate the flood-susceptible zone in the southwest coastal 
region of Bangladesh. Among so many hydrological factors based on analysis, 
ten major flood-influencing factors are selected. They are land use/land cover 
(LULC), topographic wetness index (TWI), slope, elevation, rainfall, drainage 
density, distance from the river, normalized difference vegetation index (NDVI), 
distance from the road, and soil type. The factors are then subdivided into different 
classes and assigned a weight based on AHP to obtain the reclassified flood suscep-
tibility influencing factors. The area covered by each of the regions along with the 
weight assigned to the subclass is presented in Table 4. The spatial analysis of the 
factors responsible for flood susceptibility is detailed in the following sub-sections. 

TWI: TWI is a wetness index that is employed to evaluate the topographic manage-
ment of hydrological processes. The index is a feature of each slope and the 
region upstream that contributes in a direction orthogonal to the waft direction 
[15]. According to the AHP result, it secured the fourth position among the factors. 
The index is derived using DEM via several steps. The maps are divided into five 
subclasses. Figure 2a shows the TWI categorized map for the research area.

Elevation: The elevation is also a strong factor regarding flood susceptibility 
mapping. It denotes the contour of a location. The higher value indicates the upper 
place where the chances of water-logging are low, and the lower value indicates 
the lower region where the chances of water logging are higher. Therefore, it has 
an inverse relationship with flood susceptibility. According to the AHP result, it 
achieved the second position among the factors. The index is derived using DEM. 
Figure 2b presents the classified elevation map for the research area. 

Slope: The slope is also considered as a strong factor regarding flood susceptibility 
mapping. It denotes elevation at a detailed level. The higher value indicates the upper 
place where the chances of water-logging are low, and the lower value indicates the 
lower region where the chances of water logging are higher. Therefore, it has an 
inverse relationship with flood susceptibility [16]. According to the AHP result, it 
achieved the fifth position among the factors. The index is derived using DEM. 
Figure 2c shows the classified map of slope for the research area. 

Rainfall: One of the most important factors that cause flooding is rainfall. It is an 
indication of the availability of water. Rainfall has a proportional relationship with 
flood susceptibility. According to the AHP result, it achieved the first position among 
the factors. The collected rainfall records from BMD were used to derive the rainfall 
zone using IDW in the GIS domain. The maps are divided into five subclasses. 
Figure 2d displays the classified map of rainfall for the research area.
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Fig. 2 Thematic maps of the study area a topographic wetness index (TWI), b elevation. Thematic 
maps of the study area c slope, d rainfall, e LULC, f Drainage density, g NDVI, h distance to major 
river, i distance to road, and j soil type
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Fig. 2 (continued)

LULC: The Landsat-8 satellite image, which is obtained from the USGS Earth 
Explorer at 30 m resolution, is the source of the LULC map. The satellite image is 
used to derive a map of land use and land cover using the supervised classification 
method. The derived map identifies various land uses that have varying degrees of 
potential for groundwater recharge. According to the AHP result, it achieved the 
seventh position among the factors. Figure 2e shows the classified map of LULC for 
the research area. 

Drainage Density: Another influencing factor responsible for flood susceptibility is 
the drainage density. It shows where the storm drainage channels are in relation to 
one another. Higher drainage density denotes that speed and water get the advantage 
in early removal from a region. Lower density means there is a lack of flow paths 
for water to be drained out. Therefore, it has an inverse relationship with flood 
susceptibility. According to the AHP result, it achieved the fifth position among the 
factors. The index is derived using DEM. The classified map of Fig. 2f presents the 
classified map of the drainage density for the research area. 

NDVI: A well-known and often used index is NDVI. It is a significant vegetation 
index that is frequently used in studies on climatic and environmental change on a 
worldwide scale. The vegetation’s sensitivity to the environment has been found to be 
a powerful defense against natural disasters, as it not only influences the ecological 
balance but also the climate [17]. According to the AHP result, it achieved the sixth 
position among the factors. The index is derived using the near and far infrared bands 
of the Landsat 8 satellite image. Figure 2g displays the NDVI map for the research 
area. 

Distance to Major River: Another mighty factor used in floor susceptibility analysis 
is the distance from the river map. It indicates the path for water to be drained out 
of a region. A higher distance indicates a higher time to discharge. Hence, there is a 
peak of water, and a flood occurs. On the contrary, the lower distance indicates less 
time for water to be drained out, i.e., a lower probability of flooding. Therefore, it 
has an inverse relationship with flood susceptibility. According to the AHP result, it
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achieved the second position among the factors. The index is derived using the river 
map. Figure 2h presents the classified distance to the river map of the study area. 

Distance to Road: A tiny factor for flood susceptibility is distance from the road 
map. This factor denotes the availability of a road network where many of the roads 
work as a dam or water barrier for a region. Therefore, it has is an inverse relationship 
with flood susceptibility. According to the AHP result, it achieved the tenth position 
among the factors. The index is derived using the road map. Figure 2i provides the 
classified distance to the road map for the research area. 

Soil Type: Another less-influencing factor for flood susceptibility is soil type. It is 
commonly acknowledged that different soil types affect groundwater recharge in 
different ways. For instance, less clay soil results in a higher rate of recharge [18]. 
According to the AHP result, this factor gets the ninth position among the factors. 
Figure 2j shows the classified soil type for the research area. 

4.2 Assessment of Flood Susceptibility 

The aforementioned influencing factors were weighted using the AHP analysis and 
overlaidusing the weighted overlay analysis using the ArcGIS platform for the deriva-
tion of the flood susceptibility map. The map is then divided into four regions, which 
are categorized as very low, low, moderate, and high risk areas. Another portion 
that is subtracted from the map is the river region. The map of flood susceptibility 
is presented in Fig. 3. The area extended by each region is 318 km2, 1553 km2, 
3556 km2, 7190 km2, and 2784 km2 for very low, low, moderate, high risk, and river 
regions, respectively. The percentage of the total area covered by this region is 2%, 
10%, 23%, 47%, and 18%, and their corresponding classifications are very low, low, 
moderate, high-risk, and river regions, respectively.

Furthermore, it is seen from the current study that Khulna district has a higher 
risk of flooding compared to other regions. The lower-risk region covers the upper 
part of the Bagerhat district, along with the Pirojpur and Jhalokati districts. The 
influence of TWI is clearly shown in the final output, where higher TWI in the 
upper part has a lower risk. Furthermore, the most dominating factor in the study 
is the elevation. The final output has a clear similarity with the different elevation 
regions where the relationship is proportional. The lower-risk region is shown in the 
moderate-slope area. The middle of the Bagerhat district has shown a higher risk, 
where the main responsible factor is rainfall, which is higher in this region. The 
LULC does not have enough significance in the final output as the majority of itis 
covered by the Sundarbans. Though the AHP result gives drainage density a lower 
ranking compared to other factors, the higher drainage density region exhibits a lower 
flood risk. In addition to this, an NDVI of less than 0.15 is responsible for a higher 
risk of flooding. Although the distance to the river is an important factor, it does not 
demonstrate enough influence on the flood susceptibility. It is also found that flood 
plain soil is responsible for causing comparatively higher flood susceptibility. Lower
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Fig. 3 Flood susceptibility map of the study area

risk is seen near the areas having peat soil, but the overall influence of soil type is 
lower in the flood susceptible map of the study area. 

5 Conclusions 

The current study focuses on the quantitative assessment of flood susceptibility in the 
southwest coastal region of Bangladesh. The most widely used multi-criteria decision 
analysis technique, namely AHP integrated with GIS, is adopted in the current study 
using the remote sensing data and information to determine the flood-susceptible 
zones. Several flood-influencing factors are selected, namely elevation, topographic 
wetness index, rainfall, slope, drainage density, land use/land cover, distance from 
the river, NDVI, distance from the road, and soil type. Based on the results of the 
current study, the following conclusions can be drawn: 

• The area covered by the region is 318 km2, 1553 km2, 3556 km2, 7190 km2, and 
2784 km2 for very low, low, moderate, high risk, and river regions, respectively. 
The percentage of the total area covered by this region is 2%, 10%, 23%, 47%, 
and 18% for the very low, low, moderate, high risk, and river regions, respectively. 

• It is found from the current study that Khulna district has a higher risk of flooding 
compared to other regions. The lower-risk region covers the upper part of the 
Bagerhat district, along with the Pirojpur and Jhalokati districts.
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Identifying Waterlogging Risk Zones 
in an Urban Area of Bangladesh Using 
AHP-Fuzzy Rule Based Approach 

M. A. Azad, S. K. Adhikary, and M. M. Rana 

Abstract Waterlogging is a very common problem during the rainy season in 
Bangladesh, which often causes physical, social, and economic losses in both urban 
and rural areas. The problem is more severe, particularly in the urban areas of the 
country. Khulna City Corporation (KCC), being the third-largest city of the country, 
is located on a low-lying area on the west bank of the Rupsha River. The city has been 
suffering from water logging problems due to the rapid growth of the city and urban-
ization, the disruption of natural drainage system, high-intensity rainfall, increased 
population, an unplanned urban drainage system, the siltation of nearby river beds, 
etc. and so on. Therefore, the aim of the current study is to explore the waterlogging 
situation and identify waterlogging risk zones in the KCC. At first, social, economic, 
and hydrological data were collected from the Bangladesh Meteorological Depart-
ment (BMD), the Bangladesh Bureau of Statistics (BBS), and KCC data sources. 
Various hydrological data such as inundation depth, drainage density, slope, etc. 
have been processed from the digital elevation model (DEM) through spatial anal-
ysis in the geographic information system (GIS) platform. After data collection and 
processing, several indicators are identified, and a criteria weight for each indicator is 
obtained by the analytical hierarchy process (AHP) technique. Then a fuzzy inference 
system (FIS) was developed in the MATLAB platform to determine the vulnerability 
index of three factors, such as social, economic, and hydrological. After determining 
the vulnerability index of three factors, a final water logging vulnerability index was 
determined. Finally, the waterlogging risk zones were delineated based on the index, 
which was interpreted by the GIS mapping. From the analysis, it is found that about 
20% of the KCC area lies in the high water logging risk zone, about 42% of the
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KCC area is in the medium water logging risk zone, and the remaining areas cover 
the low water logging risk zones. Overall, this study demonstrates that the integrated 
AHP-fuzzy rule based approach can be effectively used for identifying waterlogging 
risk zones. 

Keywords Water logging · AHP · Fuzzy rule · Vulnerability index · GIS · Khulna 
City Corporation 

1 Introduction 

Bangladesh is located on the extensive floodplains of the Ganges–Brahmaputra-
Meghna (GBM) basin, where flooding is a natural part of life. Floods and waterlog-
ging problems are a very common incidence in Bangladesh due to its geographical 
location in the lower downstream part of the GBM basin. The country is affected 
by flooding with either small or large ranges almost every year [1]. Due to the melt-
water from the Himalayas, approximately 18% of the country is inundated annually, 
which results in the death of over 5,000 people and the damage of over seven million 
dwellings [2]. In addition to flood problems, the country has been dealing with a 
number of environmental concerns, including waterlogging, solid waste disposal, 
black smoke emissions from industries and vehicles, air and noise pollution, and 
water body contamination by the discharge of industrial effluents, and so on. 

Bangladesh is a country of heavy rainfall and receives upstream river flows over 
which it has little or no control. Thus, waterlogging in urban areas is a frequent 
occurrence in the country, particularly during the rainy season, which has been a 
vital concern to city authorities. This is now a part of the life of city dwellers, and 
the frequency of this problem is increasing day by day. Most of the urban areas in 
the country have been experiencing waterlogging problems for the last few years, 
and even a little rainfall causes serious waterlogging in certain areas of the urban 
centers [3]. When a city experiences rapid urbanization, it becomes unable to manage 
the changing environment. Uncontrolled development in urban areas cannot satisfy 
sufficient drainage of excess rainwater, which eventually results in waterlogging parts 
of urban areas being inundated for a few hours to several days [3, 4]. In Bangladesh, 
waterlogging is one of the major problems in urban areas, particularly during the 
rainy season. With the rapid growth of population and unplanned urbanization in 
the country, the drainage and sewer infrastructures in Bangladesh have not been 
developed accordingly [3]. In our nation, waterlogging happens most frequently as 
a result of insufficient drain sections, outlet closures, and inappropriate maintenance 
of existing drainage systems. Most of these natural drains have been either filled in or 
have had human activities encroach upon them during the past decades. During the 
monsoon period, a huge amount of stormwater runoff is generated, which increases 
the runoff frequency. Only a small amount of that runoff can drain out successfully, 
and the remaining portion often causes waterlogging in urban areas [3, 5].
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In order to minimize the aforementioned problems, identification of waterlog-
ging risk areas and vulnerability assessment are crucial for developing affordable 
adaptation measures. Three different methodologies have been employed to quan-
tify vulnerability assessment: historical loss data (HLD), vulnerability curve (VC), 
and vulnerability index (VI) [6–8]. Vulnerability indexing is the most commonly 
used approach. It is an effective tool that may help urban planners and policymakers 
prioritize waterlogging mitigation methods and raise public awareness by giving 
information and emphasizing hot locations for the flood risk, communities vulner-
able to water congestion, and so on. Vulnerability can be analyzed in many ways 
[6–8]. However, the fuzzy rule-based approach [9] is one of the best tools among 
others and has been extensively evaluated by researchers in flood and waterlog-
ging vulnerability studies [10]. Therefore, the fuzzy logic based approach has been 
selected in the current study for the waterlogging vulnerability study and identifying 
the waterlogging risk zones. 

Urban flooding and waterlogging are very common occurrences in Khulna City, 
particularly during the monsoon season. In the recent years, the city has experienced 
a number of extreme rainfall events, which has resulted in waterlogging in some 
areas of Khulna City Corporation (KCC). For example, such as Royal Mohr, Dak 
Bangla Mohr, KD Ghosh Road, Gollamari, and Sonadanga frequently experience 
urban water logging problems almost every year [5, 11]. In addition to this, the city 
is currently in the development stage, which causes substantial changes in the land 
use and land cover. The combined effect of heavy rainfall in the monsoon season 
and urbanization induced land cover changes results in intense urban flooding in 
the city. Furthermore, the impact of climate change can exacerbate the situation and 
make the city more vulnerable to waterlogging [11]. Therefore, the objective of the 
current study is to study the waterlogging problems in the KCC area and delineate 
the waterlogging risk areas. 

2 Study Area Description 

Khulna is the third largest metropolitan city in Bangladesh, which is located in the 
lower delta of the GBM basin. The urban area of Khulna is located on the western 
bank of the Rupsha River, one of the KCC’s most effective natural drainage outlets. 
The approximate location of KCC is shown in Fig. 1, which covers an area of about 
51 km2. The city is divided into 31 wards and is situated between 22° 49' north 
latitude and 89° 33' east longitude. The city has around 663,342 inhabitants [12]. 
The land elevation in the city is flat and ranges from 1 to 5 m above mean sea 
level [5, 11]. The annual average rainfall of in Khulna city is 1878 mm, and two-
thirds of this rainfall occurs during the monsoon period. During heavy rainfall, it is 
incapable of evacuating the flow of the city, which creates water logging. Because of 
rapid urbanization, many drains have been closed, which puts pressure on existing 
drains. So, the canals (locally named “khals”) should be saved anyway. Existing 
drains should be repaired and maintained properly. It is expected that the outcome of
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the current study would be supportive of the proper development and maintenance 
planning of drainage infrastructure in the KCC and thereby reduce the waterlogging 
problems. 

Fig. 1 The study area with different wards
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3 Methodology 

The methodological framework adopted in the current study is presented in Fig. 2, 
which is demonstrated through the use of KCC as the case study area. As can be seen 
from the figure, the following tasks have been undertaken in this study: 

• Collection, analysis, and processing of data and selection of indicators 
• Standardization of data and estimation of weighting coefficients using the 

analytical hierarchy process (AHP) technique 
• Developing a fuzzy inference system (FIS) using the fuzzy logic toolbox in the 

MATLAB software platform to formulate the fuzzy logic-based water logging 
vulnerability index 

• Identification of waterlogging risk areas in the KCC map and interpretation 
through spatial mapping in the ArcGIS software platform 

3.1 Data Collection and Indicators Selection 

In the current study, various hydrological, social, and economic data are collected, 
and suitable indicators have been selected for the case study. Data collected for each 
of the three components are provided in Table 1. In the case of hydrologic analysis, 
rainfall data, a digital elevation model (DEM), slope, inundation depth, drainage 
density, and soil permeability are gathered. Rainfall data are collected from the 
Bangladesh Meteorological Department (BMD). DEM has been processed from the 
SRTM-DEM data, which is freely available from the USGS website. By processing 
the DEM data on the ArcGIS platform, the slope, inundation depth, and drainage 
density data are obtained and organized ward-by-ward using the GIS-based raster 
analysis.

The soil permeability data are collected from the Bangladesh Agricultural 
Research Council (BARC). On the other hand, social and economic data have been 
collected from the Bangladesh Bureau of Statistics [12]. According to Balica et al. 
[8], an indicator is a trait that is inherent to a system and that estimates the condition 
of the system quantitatively. In this study, there are nineteen indicators selected based 
on the availability of data, which are presented in Table 2. The indicators are then 
clustered into three groups, such as exposure, susceptibility, and resilience.

Fig. 2 The flow chart of methodology adopted in the current study 
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Table 1 Collected data for each components 

Hydrological Social Economic 

• Rainfall 
• DEM  
• Slope 
• Inundation depth 
• Drainage density 
• Soil permeability 

• Population density 
• Age  
• Disabled people 
• Floating people 
• Low income people 
• In house population 

• Kutcha and jhupri types household 
• Institutional and historical buildings 
• Tenant 
• Unemployment 
• Electricity connection 
• Sanitation facility

Table 2 List of the indicators and their clustered group 

Components Exposure Susceptibility Resilience 

Hydrological Flooded area ratio 
Annual maximum rainfall 
No of months heavy rainfall 

Slope 
Soil permeability 

Drainage density 

Social People of 0–9 
People of 60+ 
Disabled people 
Floating people 

Illiteracy rate 
Low income people 

In house population 

Economical Kutcha and jhupri household 
Sanitation facility 
Institutional and historical 
buildings 

Tenant 
Unemployment 

Electricity connection 

3.2 Data Standardization and Weighting Estimation by AHP 

The indicators have different units and measurement scales. Hence, the indicators are 
converted into a standard form ranging from 0 to 1 [13]. There are different methods 
of standardizing data. In the current study, the data were standardized using Eq. (1). 

S = 
In 
Imax 

(1) 

where S is the standardized value. In is the value of the nth number, and Imax is the 
maximum value of each indicator obtained from all wards of KCC. 

After the standardization of the data, the next step is to assign suitable weights 
to each of the indicators. There are several methods of weighting data, such as the 
Analytical Hierarchy Process (AHP), the Delphi Method, and Principal Component 
Analysis (PCA). In this study, the most widely used AHP method is adopted. AHP is 
a multi-criteria decision-making tool that is frequently used for analyzing complex 
decision-related problems in different fields. This is a pairwise comparison method 
for determining the preferred factors [14, 15]. The steps for undertaking AHP are 
shown in Fig. 4. As can be seen from the figure, there are a few steps to follow for 
the successful completion of AHP. The first step is the selection of indicators, which 
have been indicated earlier. The next step is to take an expert opinion survey. A scale
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Fig. 4 Process involved in the AHP analysis technique 

is used to mark the pairwise indicators. This scaling is accomplished by conducting a 
survey of experts in the relevant field. After the survey, a pairwise comparison matrix 
is formed to determine criteria weights. The final step is to check the consistency of 
the criteria’s weight. If the consistency ratio is less than or equal to 0.10, the survey 
is considered consistent, and the evaluations do not require further repetitions [16]. 
If the consistency ratio exceeds 0.10, the decision-maker should repeat or change the 
analysis to improve consistency. 

3.3 Development of Fuzzy Rule Based Model 

In the current study, the waterlogging vulnerability index is calculated using fuzzy 
logic. A fuzzy rule-based model was explored by Zadeh in 1965 [6, 9]. The fuzzy 
method had been developed for analyzing uncertainties. In the case of the hydrolog-
ical events, a model that can organize human knowledge and connect it to other data 
sources, such as linguistic information, is required [17, 18]. There are two types of 
fuzzy models, such as Mamdani FIS and Sugeno FIS. The Mamdani FIS has been 
selected in this study for the calculation of the waterlogging vulnerability index due 
to its worldwide use and acceptance. Moreover, it is simpler to comprehend than the 
Sugeno FIS [17]. The steps involved in the Mamdani FIS are defining fuzzy sets,
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Fig. 5 Process involved with the Mamdani FIS 

selecting membership functions, fuzzification logical rule setting (if–then), fuzzy 
inference systems, and de-fuzzification, which are shown in Fig. 5. 

Fuzzy sets are sets that have degrees of membership. It indicates that the set in 
Boolean logic can only be defined as either 0 or 1, but in the case of fuzzy logic, the set 
can be any value between 0 and 1. In this study, triangular and trapezoidal membership 
functions are used to generate three fuzzy sets, such as low, medium, and high. This 
particular membership function is chosen because it gives more accurate and error-
free results than other functions. In fuzzification steps, crisp input is assigned to 
fuzzy input according to membership functions. Since we have used if-else rules, we 
are familiar with Boolean logic. However, fuzzy logic follows an if–then style for 
its rules. For this study, it can be stated as follows: “If the inundation level is high, 
then the vulnerability is high.” Then output is given based on rules generated by the 
inference engine. As indicated earlier, the data that we collected were clustered into 
three groups, such as exposure, susceptibility, and resilience. Three different fuzzy 
models were developed for these three different groups. Then a final fuzzy model is 
developed to determine the final water logging vulnerability index, taking the three 
fuzzy models into consideration, which is represented in Fig. 6.

Finally, in the defuzzification steps presented in Fig. 7, a unique value of output 
is shown considering all the outputs from the inference engine. The collected data 
have been clustered into three groups: exposure, susceptibility, and resilience. Three 
different fuzzy models are developed for these three indicators. As illustrated in 
Fig. 7, a final fuzzy model has been developed at the end to determine the water 
logging vulnerability index, taking the three fuzzy models into consideration.
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Fig. 6 Final fuzzy model considering exposure, susceptibility and resilience

4 Results and Discussion 

Based on the AHP analysis, a definite weight for the criteria of the indicators has been 
determined. The consistency of the criteria is an important factor. We have used the 
pairwise comparison matrix method to determine the criteria weight. The consistency 
ratio of the matrix must be less than or equal to 0.1. We determined individual 
criteria weights for an individual expert’s opinion survey. Then consistency has been 
checked through the matrix. Those opinions were taken into consideration, and their 
consistency ratio has been found to be per rules. After that, the average criteria 
weight of each indicator has been determined. The average maximum eigenvalue 
for hydrological analysis has been found to be 6.68, and the criteria weights of 
indicators such as the flooded area ratio, annual rainfall, number of months having 
heavy rainfall, slope, permeable ratio, and drainage density are 0.18, 0.15, 0.19, 0.14, 
0.15, and 0.20, respectively. Likewise, for social and economic analysis, the average 
maximum eigenvalues are found to be 7.85, and 6.60, respectively. 

The criteria weights of social indicators such as people from 0–9, people from 60+, 
disabled people, floating people, illiterate people, and low-income people are 0.089, 
0.093, 0.266, 0.236, 0.088, and 0.177. The criteria weights of economic indicators 
such as kutcha and jhupri households, sanitation facilities, institutional and other 
households, unemployed people, non-established people, and electricity connections 
are found to be 0.298, 0.293, 0.112, 0.087, 0.128, and 0.083, respectively. After
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Fig. 7 Estimating water logging vulnerability index (WVI) by de-fuzzification

weighting, all the data were given as input to the fuzzy inference system, which was 
developed using the fuzzy toolbox in the MATLAB platform. After the calculation 
through fuzzy logic, all types of vulnerability indices, including SVI, EVI, and HVI, 
are aggregated using the arithmetic mean method in order to determine the final 
water logging vulnerability index. The result of the vulnerability index is then further 
classified into three categories, such as ‘high’, ‘medium’, and ‘low’. The result is 
then interpreted by the spatial GIS mapping in the ArcGIS platform. The result of 
the analysis is presented in Fig. 8.

In the case of social vulnerability analysis, it has been found that nearly 20% of 
total areas are in highly vulnerable classes. On the other hand, in cases of economic 
vulnerability, the results range from low to medium. From hydrological analysis, 20% 
of total areas of the KCC have been identified as high-risk areas. Then, aggregating all 
the vulnerability indexes, the final vulnerability shows that 20% are in the high-water 
logging risk areas, 42% areas lie in the medium vulnerable class, and the remaining 
parts are in the low categories. Flat slopes and drainage congestion are the main 
factors that make them highly vulnerable to waterlogging according to hydrologic 
analysis. In the case of social analysis, floating people, the elderly population, and 
low-income people are the main reasons for vulnerability.
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Fig. 8 Ward-wise delineation of water logging risk zones in the study area

5 Conclusions 

An index-based approach is chosen in this study for exploring the water-logging 
vulnerability in an urban area such as the Khulna City Corporation (KCC) because 
it is a simple and practical tool for water management and policy makers. This study 
uses the AHP-fuzzy rule-based approach to assess the water logging vulnerability 
index (WVI) and identify the water-logging risk areas in the KCC. For the anal-
ysis, various hydrological, social, and economic data are employed. The fuzzy logic 
toolbox in the MATLAB platform is used to create the fuzzy model, and then the 
vulnerability index of each component is determined for each ward of the KCC, taking
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exposure, susceptibility, and resilience into account. It is found from the analysis that 
6 wards, including ward nos. 4, 5, 14, 18, 28, and 31, are located in high-risk zones 
both socially and hydrologically. It is also found from the study that approximately 
38% of the KCC area is identified as being in the low vulnerable class, and about 
42% of the KCC area falls in the medium vulnerable class. Based on the findings 
obtained in the current study, it can be recommended that the relevant government 
authorities, such as KCC, Khulna Development Authority (KDA), and Bangladesh 
Water Development Board (BWDB), along with different national and international 
non-government organizations (NGO) such as WaterAID, Nobolok, and Practical 
Action, should undertake necessary actions and appropriate measures to maintain 
the undisturbed natural flows in the drainage networks. 
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Microplastics in River Sediments Around 
the Dhaka City: A Case Study 
for Occurrence and Quantification 

M. R. Karim, M. T. Islam, M. S. Islam, H. T. Oishi, and Z. Tasnim 

Abstract Microplastics (MPs) pollution has gained global attention as an emerging 
environmental issue considering ubiquity, chemical inertness and adverse impact. 
Studies on MPs are mostly concentrated on the marine environment and there are very 
limited studies on MPs in freshwater river systems. To understand the distribution 
of MPs in urban rivers, this study has investigated the riverbed sediments in the 
peripheral rivers of Dhaka city. For the purposes, riverbed sediment samples were 
collected from 28 locations considering land use characteristics of the surrounding 
Buriganga, Turag and Balu Rivers. Riverbed sediments at sampling location were 
sampled from the top 10 cm sediment layer using an Ekman grab sampler and then 
placed into aluminum foil bags in order to avoid further contamination. MPs were 
extracted from the samples following a modified NOAA methodology. MPs were 
detected using Stereo Zoom Microscope and mass of microplastics were measured 
by using a digital balance. The mass concentrations of MPs particles were found to 
vary from 13.56 mg/kg to 430.65 mg/kg with an average value of 98.30 ± 70.72 
and median value of 86.37 mg/kg in the river sediment. Comparatively higher MPs 
concentrations were found in highly urbanized and populated Buriganga river (Mean: 
118.04± 108.46 mg/kg) than the Turag (Mean: 88.26 ± 31.04 mg/kg) and Balu River 
(Mean: 72.76± 33.35 mg/kg). This study gives an idea of the degree of MPs pollution
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in the urban rivers surrounding of Dhaka city. This study indicated that microplastics 
pollution in these urban river systems could be an alarming situation and measures 
must be undertaken to control the MPs pollution of these rivers. 

Keywords Microplastic · Freshwater · Urban river sediment · Mass concentration 

1 Introduction 

Plastic has become an increasingly substantial product with the advancement of 
technology and is being used extensively in many spheres of life [1]. Since the middle 
of the twentieth century, manufacturing and use of plastic have been on an upward 
trajectory [2]. About 5 billion tons of plastic have been manufactured globally as 
of 2015, and by 2050, it is predicted that at least 40 billion tons will be produced 
[3]. Plastic debris is prevalent due to the massive amount of production, inadequate 
management, as well as lack of reuse [4]. Plastic waste less than 5 mm in size is 
considered as microplastics (MPs). MPs are found in every place of earth including 
sea, surface water, sediment, soil and living creatures. Microplastics were discovered 
in 94 percent of all surface samples in the northeast Atlantic [5]. In the year of 2016, 
daily microplastic loads of American rivers ranged from 3–23 billions of particles 
[6]. 

MPs are incredibly mobile in aquatic settings due to longevity, low weight and 
insolubility [7]. Aquatic species from various trophic levels and diverse feeding 
strategies mistreat and consume them as food [7]. Marine species, seabirds, and 
mammals all may consume microplastics; once they amass in the food chain, they 
eventually find their way into the bodies of top predators like humans [8]. Even 
microplastics can influence the life cycle of benthic organism by amending bulk 
density, water holding capacity and other physical properties of the riverbed sedi-
ments [9]. Since MPs are unique in size with large surface area and stable in char-
acteristics, microplastics serve as both breeding ground for microbes and vehicle 
for contaminants. Moreover, plastic products can be incorporated with various types 
of performance enhancing additives such as plasticizers, flame retardants and other 
compounds during production [10]. Microplastics may leak these compounds into 
the environment, posing intricate ecological hazards [8]. Various health problems 
including cancer may result from the leaching of these contaminants into living 
things tissues [11]. 

It is well known that MPs are commonplace in maritime environment [12]. 
However, ecosystems in freshwater play a significant part in the movement of 
microplastics. Around 70 to 80 percent of the MPs in the ocean migrated from land via 
river [5]. Furthermore, MPs can be redistributed, stored, processed and absorbed in 
the riverbed sediment [13]. MPs distribution patterns in the riverine environment may 
differ from those in marine environments because they are often smaller and closer 
to sources [14]. Although the contamination from microplastics in many freshwaters 
is severe or worse than other in marine waters, the scientific community has paid
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little attention to the MPs pollution in the freshwater system [15]. From the existing 
literature, Maheswaran et al. [16] identified, quantified, and characterized MPs from 
14 points of Kaveri river, South India [17]. Investigated the seasonal variation in the 
distribution of MPs in the riverbed sediment of Liangfeng River [18]. Evaluated the 
MPs concentration and their correlation with biological oxygen demand (BOD) at 
29 rivers of Japan [19]. Performed a study to observe distribution and traits of MPs 
in Chishui River water column. However, more studies on freshwater MPs at diverse 
part of the world is required to reduce the margin of current knowledge gap. 

Rivers of Bangladesh should always be of significant interest of the researchers 
due to its geographic location. It is situated at the largest river delta and receives 
discharge from the largest sediment producer mountains, Himalayas. Considering 
the present economic boost and industrialization, rivers of Bangladesh should pose 
high risk of microplastic pollution. Surprisingly, very few experiments on microplas-
tics, mostly focusing on beach samples [20] have been performed in Bangladesh 
[21]. Investigated the occurrence of MPs in the riverine environment of Bangladesh 
through literature review. This study aims to investigate the state of MPs abundance 
and concentration in the riverine freshwater systems around Dhaka city. The find-
ings of this research can be utilized to label emergent point and non-point sources of 
microplastic pollutants, improve the existing database on microplastic contamination 
and serve as helpful sources for future studies. 

2 Materials and Methods 

2.1 Study Area and Selection of Sampling Points 

Dhaka is one of the busiest capitals in the world with 7000 industries that release 
wastewater into the surrounding waterways everyday [22]. Riverbed sediment 
samples were collected from 28 sampling points of the riverine settings around 
Dhaka city, that covers three major rivers: the Buriganga (BR), Turag (TR), and Balu 
(BaR), and one canal- Tongi Canal (ToC). The sampling locations are distributed 
along 74 km of length (BR: 23, TR: 23, BaR: 15 ToC: 21) across the rivers and 
canals. Our study area includes three sub-basins as shown in Fig. 1 that combinedly 
envelops 1005.95 Km2 (BR: 251.50 Km2 , TR and ToC: 290.56 Km2 , BaR: 463.88 
Km2 ). The sub-basins were developed from the Digital Elevation models (DEMs) 
collected from US Geological Survey (USGS) using Arc Hydro tools. Since Turag 
River and Tongi canal share the same sub-basin, TR and ToC was considered as a 
single entity in this study.
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Fig. 1 Study area and corresponding river basins 

Selection of sampling points were done focusing on the land-use patterns and 
pollution sources rather than length or catchment area. Thus, only 3 sampling points 
were chosen from Balu River despite being the largest basin among the three rivers. 
Buriganga and Turag (TR and ToC) had 11 and 14 sampling stations, respectfully. 
Land-use features and pollution sources information were extracted from Google 
Earth and USGS (Fig. 1). Figure 1 reveals that Buriganga river basin are mostly 
urbanized and influenced by point sources, whereas Balu river basin has complete 
inverse features in terms of land use characteristics. Turag river basin comprises both 
point (urban) and non-point (agricultural and green fields) sources. More details on 
the study area can be found in Table 1.

2.2 Sample Collection 

About 1.0 kg of sediment was collected from each sampling point from a depth 
of 10 cm. Sediments were picked from the center of the river using an Ekman grab 
sampling tool with a dimension of 15 cm in each direction. Samples were placed into 
aluminum foil bags for storage and transfer to lab for subsequent details analysis.
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Table 1 GPS Coordinates and key features of the sampling stations 

SI. No River Assigned ID GPS coordinates Key features/Remarks Source type 

01 Buriganga BR1 23.664859° N, 
90.452726° E 

Downstream of Pagla 
STP (Commercial and 
Industrial Area) 

Point 

02 Buriganga BR2 23.679284° N, 
90.439381° E 

Upstream of Pagla STP 
(Commercial and 
Industrial Area) 

Point 

03 Buriganga BR3 23.690331° N, 
90.425369° E 

Faridabadh Residential 
Area, Buriganga Bridge 
near Fatullah, Postogola 
Govt. Modern Flour 
Mill 

Point 

04 Buriganga BR4 23.699379° N, 
90.417263° E 

Down Stream of Sadar 
Ghat, Sluice gate near 
Buriganga River, 
FarashGanj Bridge 

Point 

05 Buriganga BR5 23.709795° N, 
90.401527° E 

Commercial area, 
Sawari Ghat, Babu 
Bazar, Sir Salimullah 
Medical College 

Point 

06 Buriganga BR6 23.710026° N, 
90.390533° E 

Downstream of 
Sultanganj Residential 
and Commercial area, 
Kamrangi char 

Point 

07 Buriganga BR7 23.740877° N, 
90.351158° E 

Boshila Residential 
Area, Bangladesh eye 
trust Hospital 

Point 

08 Buriganga BR8 23.751012° N, 
90.330164° E 

Boshila Residential 
Area, Brick Firm 

Point 

09 Buriganga BR9 23.769175° N, 
90.344659° E 

Residential Area: Baitul 
Aman Housing Society, 
Sunibir Housing 

Point 

10 Buriganga BR10 23.777804° N, 
90.337171° E 

Mixed Area: 
Downstream of Gabtoli 
Sweeper Colony, 
BIWTA Landing station 

Both 

11 Buriganga BR11 23.783858° N, 
90.335702° E 

Mixed Area: Gabtoli 
Cattle Market, Amin 
Bazar landing station, 
Gabtoli Bridge (Mix 
Zone Area) 

Point 

12 Turag TR1 23.786274° N, 
90.338190° E 

Mixed Area: Golaptak 
mix zone Area, Boro 
Bazar, Boro Bazar Ghat 

Both

(continued)
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Table 1 (continued)

SI. No River Assigned ID GPS coordinates Key features/Remarks Source type

13 Turag TR2 23.799784° N, 
90.343166° E 

Residential & 
Homestead Plants area: 
Turag City, Bangladesh 
national Zoo, BIWTA, 
Landing Station, 
Diabari Boat Yard 

Both 

14 Turag TR3 23.826958° N, 
90.342968° E 

Residential and Planted 
Garden: Eastern 
Housing, Botanical 
Garden, Tamanna 
Family Park, S4 Sluice 
Gate 

Both 

15 Turag TR4 23.854818° N, 
90.341898° E 

Downstream of Rajuk 
Residential area (Effect 
of Ashulia Industrial 
Area) 

Both 

16 Turag TR5 23.890476° N, 
90.359335° E 

Ashulia Ferry Ghat, 
Ashulia Landing 
station, Ashulia Bus 
Stop (Effect of Ashulia 
Industrial Area) 

Both 

17 Turag TR6 23.893522° N, 
90.362811° E 

Industrial and 
Residential Area 
(Jamaldia, Tongi) 

Both 

18 Turag TR7 23.898066° N, 
90.383805° E 

Industrial and 
residential Area, 
kathaldia Ghat, 
Greenland hospital 

Both 

19 Turag TR8 23.880292° N, 
90.393299° E 

Industrial, Residential 
and Hospital Area: 
Abdullah Sluice Gate, 
Shaheed Mansur Ali 
Medical college & 
Hospital, Tongi Bishwa 
Ejtema Mydan, Near 
Uttara Sector 11 

Point 

20 Turag TR9 23.881708° N, 
90.405556° E 

Mixed Zone: Tongi 
Bridge, Sawdagar Stone 
Mill, Arichpur 

Point 

21 Turag TR10 23.886367° N, 
90.416720° E 

Effect of Industrial 
Area, Tongi Nodi 
Bondor 

Point 

22 Turag TR11 23.898398° N, 
90.435431° E 

Effect of Industrial 
Area, Radix Garments 

Both

(continued)
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Table 1 (continued)

SI. No River Assigned ID GPS coordinates Key features/Remarks Source type

23 Turag TR12 23.861912° N, 
90.474911° E 

Agricultural land & 
Open Plot for Future 
Development 

Non-Point 

24 Turag TR13 23.837315° N, 
90.477250° E 

Effect due to 
construction work of 
300 ft Purbachal Road: 
Boalia Bridge, Balu 
River, Purbachal 
Express Highway 

Both 

25 Turag TR14 23.796113° N, 
90.481048° E 

Beraaid Residential 
Area, Agar Para Mosjid, 
A K H Rahmatullah 
Stadium, 

Both 

26 Balu BaR1 23.762079° N, 
90.482599° E 

Open Area for Future 
Development, Rampura 
Khal, 

Both 

27 Balu BaR2 23.727584° N, 
90.500133° E 

Mixed: Demra 
Residential Area, 
Chanpara Bus Stand, 
Chanpara Bazar 

Point 

28 Balu BaR3 23.718460° N, 
90.499591° E 

Confluence of 
Shitalakshya and Balu 
River, Karim Jute Mill 

Both

2.3 Sample Processing, Laboratory Analysis, and Visual 
Inspection 

Modified NOAA methods was adopted for the laboratory analysis of the sediment 
samples [23]. Necessary adjustment in the standard NOAA methods was made based 
on procedures described by [24–26]. In short, sediment samples were first oven dried 
to a constant weight at 90 ◦ C and then the particles outside the range of 0.3–5 mm in 
size were discarded through the customized sieves. Organic particles were digested at 
60 ◦ C through wet peroxidation (WPO) technique. Wet Peroxidation was performed 
using Fenton’s reagent, a mixture of 20-mL FeSO4.7H2 O solution and 20 mL 
of 30% H2 O2 solution. Two steps density separation with aqueous Zinc Chloride 
(ZnCl2) (density 1.5 g.cm−3) solution was employed to eliminate clay and other 
inorganic particles. First step of density separation preceded WPO, whereas the final 
step succeeded. Extracted particles were visually verified under an OPTIKA SLX-3 
Stereo Zoom microscope at numerous magnifications. Protocols set by NOAA [23] 
and literature reviewed by [27] were followed for the quality control measures during 
the entire experiment.
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3 Results and Discussions 

Total MPs count was found 4190 particles from 28 samples. The abundance of 
microplastics varies from 46 to 534 items per kg (nos./kg) of dry sediment with a 
mean value of 149.64 ± 83.7 nos./kg. Figure 2 shows the mean, median, and standard 
deviation of MPs count of the three rivers. Buriganga (165.45 ± 127.87) and Turag 
River (142.43 ± 37.32) possessed the highest and lowest microplastic abundance, 
respectfully. Buriganga river mostly receives water from point sources (drainage 
outfalls, industrial disposal, etc. (Table 1). Thus, our study findings advocate the 
hypothesis that point sources contribute much to the MPs pollution in contrast to 
non-point sources, which is consistent with the previous literature [28, 29]. 

The mass concentration of MP particles ranged from 13.56–430.65 mg/kg with a 
mean value of 106.52 ± 73.17 mg/kg. Figure 3 shows that Buriganga river (127.13 
± 106.85 mg/kg) also has the highest mass concentration of MPs, followed by Turag 
river (97.55 ± 43.24 mg/kg) and Balu river (72.76 ± 33.35 mg/kg).

Highest number and mass concentration of MPs (534 nos./Kg, 430.65 mg/kg) 
were found at sampling point BR4 (Table 2), the downstream of Buriganga river. 
Sluice gate near BR4 can be one of the possible causes of high occurrence of MPs 
pollution at this station. Lowest MPs abundance and concentration was found at 
TR12 (46 nos./kg, 13.56 mg/kg) as the adjacent land of TR12 is mostly empty and 
grassland. However, BR1 (112 nos./kg; 55.38 mg/kg), TR9 (158 nos./kg; 63.71 mg/ 
kg), and BaR2 (120 nos./kg, 63.27 mg/kg) had higher particles count but lower 
mass concentration as opposed to BR2 (94 nos./kg; 82.74 mg/kg), BR8 (64 nos./kg; 
155.27 mg/kg), and TR14 (90 nos./kg; 203.23 mg/kg) (Table 2). Apart from abun-
dance, mass concentration is largely dependent on the density of the MPs particles; 
thus, this type of observation is justifiable (Fig. 3).
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Fig. 2 Abundance of microplastics (nos./kg) 
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The outcomes of this research were compared with the published data of 
microplastics occurrences in the freshwater sediments, the comparison is provided 
in Table 2. It reveals that all the three-rivers in this study possessed higher MPs 
abundance than the Karnaphuli river in Bangladesh. However, Amazon rivers (range: 
417–817 n/kg), St. Lawrence River (range: 65–7562 n/kg; mean: 832 ±150n/kg and 
Tisza River (mean: 3177 ±170n/kg) experienced significantly severe microplastics 
pollution than the rivers of this study (Table 3).
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Table 3 Global microplastics pollution in comparison with this study 

Study areas Abundance (nos./kg) (d.w.) Concentration (mg/kg) References 

Buriganga 
River, 
Bangaldesh 

65–534r , 165.45 ± 127.87 m 55.38–430.65r This study 

Turag River, 
Bangladesh 

46–178r , 142.43 ± 37.32 m 13.56–203.23r This study 

Balu River, 
Bangladesh 

60–196r , 152.33 ± 68.16 m 45.19–109.83r This study 

Karnaphuli 
River, 
Bangladesh 

22.29–59.5r [21] 

Brisbane River, 
Australia 

10–520r 0.18–129.20r [30] 

Ayaragi River, 
Japan 

24–608r 3.94–282.45r [25] 

Yongfeng 
River, China 

05–72r , 26  ± 23 m 0.5–16.75r , 5.17  ± 16.75r [31] 

Daliao River, 
China 

100–467r , 237 ± 129 m [32] 

Amazon 
Rivers, Brazil 

417–8178r [33] 

Antuã River, 
Portugal 

18–629r 2.6–71.7r [34] 

Atoyac River 
Basin, Mexico 

33.33–400r [35] 

Yushan River, 
China 

30–70r , 44  ± 18 m 3.5–53r , 30.5 ± 23 m [36] 

St. Lawrence 
River, North 
America 

65–7562r , 832 ± 150 m [37] 

Tisza River, 
Central Europe 

3177 ± 1970 m [38] 

r- indicates range (Min to Max). 
m- indicates mean value. 

4 Conclusion 

This study findings reveal that the peripheral rivers of Dhaka city have been contam-
inated by MPs to a larger extend, highest abundance of MPs was found in Buriganga 
river followed by Turag and Balu river. The peripheral rivers’ ecosystem is also 
impacted by MPs from anthropogenic point and non-point sources of the rivers’ 
catchment. Most of the plastic wastes disposed into the open environment in Dhaka 
city is ultimately entered into water bodies, which are disintegrated by weathering
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and photolytic actions into MPs of various sizes and types and retains in riverbed sedi-
ment. Disposal of untreated industrial wastewater also caused MPs in the receiving 
water bodies. Thus, the legislative authorities of Bangladesh should implement strict 
regulatory measures for the uncontrolled disposal of domestic and industrial wastes 
and wastewater, enforcing new policy and measures for the growing amount of 
plastic wastes management, reuse and recycling and protect the water resources 
from increasing plastic and MPs pollution for environmental sustainability. More 
researches are required on the occurrence, ecotoxicity, food chain transfer and fate 
of microplastics in river environment. This research findings will provide useful 
insight to the policymakers to take protective measures and source control against 
the microplastic pollution of the urban rivers in Dhaka city. 
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Uncertainty Based Assessment 
of Drought Using Standardized 
Precipitation Index-A Case Study 

M. F. Rabby and S. K. Adhikary 

Abstract Drought is a recurrent extreme hydrological event occurring almost every 
year in Bangladesh. Particularly, the northwest region of the country has been severely 
affected by the frequent occurrence of droughts. Standardized Precipitation Index 
(SPI) is the most widely used index for meteorological drought assessment because 
of its modest data requirements and ease of use. However, SPI’s reliability in drought 
assessment has been questioned due to the presence of uncertainty in its computa-
tional process. Although past studies have identified various sources of uncertainty, 
only a few have explored their influence on drought calculation. Therefore, the aim of 
this study is to identify the sources of uncertainty in SPI based drought assessment 
and analyze their effects on drought characteristics. The current study is demon-
strated through two selected climate stations, namely Bogra and Ishurdi, located in 
the northwest region of Bangladesh. Two probability distribution functions, such 
as gamma and log-normal distributions, are used to calculate SPI over 6-, 12-, and 
24-month time scales. The maximum likelihood method is adopted to find param-
eters for the distribution functions, and Run’s theory is employed to determine the 
drought characteristics. The results indicate that the uncertainty in the SPI calcula-
tion is greater at smaller time scales and usually decreases with the increase in time 
scale and length of data series. It is also evident from the results that the standard 
gamma distribution performs similarly to the log-normal distribution at larger time 
scales. This demonstrates that the log-normal distribution can be adopted as a viable 
alternative to the standard gamma distribution for drought assessment in the study 
area. The results also show that the uncertainty greatly affects extreme droughts; the 
higher the SPI value, the greater the chances of uncertainty. It is also found that the 
sources of uncertainty greatly impact the characteristics and categorization of the
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drought. The current study thus concludes that a correct and reliable assessment of 
drought using SPI can be achieved by considering diverse sources of uncertainty and 
their impacts on the drought assessment. 

Keywords Uncertainty · SPI · Drought · Maximum likelihood · Gamma 
distribution · Log-normal distribution 

1 Introduction 

Drought is a naturally occurring extreme hydrological event that is mainly caused 
by the scarcity of precipitation. Due to the high spatial and temporal variability of 
precipitation caused by climate change, drought has become an important concern 
for researchers all over the world. Drought is occurring recurrently almost every year 
in Bangladesh. Considering the country’s unique geographical location, dense popu-
lation, low income, and uncontrolled urbanization, as well as the high dependency 
of major income-generating sectors on precipitation patterns such as agriculture 
and fishing in the country, this is regarded as one of the most pressing disasters in 
Bangladesh. In recent years, there has been an increase in the frequency of droughts, 
and a significant number of droughts have occurred in the country since its inde-
pendence in 1971 [1]. In particular, the northwest region of the country is prone 
to drought since the region usually receives very less precipitation than the rest of 
the country [1, 2]. The region regularly experiences meteorological drought, which 
is associated with the precipitation pattern and other climatic factors [1, 3]. It has 
been observed that natural droughts have impacted about 53% of people and around 
47% of the nation in the past [4]. The effect of droughts may be minimized through 
drought preparation and mitigation strategies in which drought indices act as one of 
the vital factors and effective risk control techniques [5–7]. 

Drought indices are the simplest way to monitor drought conditions, as they can 
provide a numerical depiction of the beginning and end of a drought event along with 
its severity [8]. During the last several decades, numerous statistical approaches have 
been employed to quantify meteorological, agricultural, and hydrological droughts 
[9, 10]. Among them, the standardized precipitation index (SPI) is the most widely 
adopted index all over the world [11] to monitor precipitation-based meteorological 
droughts because it requires only precipitation records and can analyze droughts 
across different time periods [12, 13]. However, there are some questionable issues 
with how SPI is calculated. Several factors, including the length of the data series, 
the time scales, the probability distribution function used to fit the data, and the 
parameter estimation approach could be responsible for the induced uncertainty in 
drought assessment using SPI [13–17]. It has been understood that the mostly used 
Gamma distribution function should not be adopted extensively since other distri-
bution functions often perform better than the standard Gamma distribution func-
tion. For example, [18] demonstrates that the Pearson Type-III distribution is the 
optimal fit for American precipitation data, whereas [19–21] found that the weibull,
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log-normal, and generalized-normal distributions are the most appropriate fits for 
European, Guadiana (Portugal), and Brazilian precipitation data, respectively [22]. 
Showed that the Gumbel distribution is best suited for maximum monthly precipi-
tation in India, whereas [23] found the log-normal distribution to be the best-fitting 
distribution function for pre-monsoon precipitation in Bangladesh. 

Variability in parameter estimation methods also induces uncertainty as it would 
yield different SPI values, which would eventually affect the drought estimation. 
Parameter stability and validity have been the focus of research in several published 
works [24]. Discovered that there is a non-linear relationship between the record 
length and the stability of parameter estimation. Moreover, it has been shown that 
the duration and diversity of precipitation data used to fit the probability distribution 
contribute to the uncertainty, and that the larger the variability of precipitation, the 
greater the uncertainty [25]. The World Meteorological Organization (WMO, 2012) 
suggests a minimum time series of 50 or 60 years for this purpose; nevertheless, a 
30-year time series is regarded as sufficient for most purposes. 

Even though all of the aforementioned research has greatly enhanced the uncer-
tainty analysis in drought assessments, the majority of it focused on the implications 
of sources of uncertainty on the drought index itself and the failure to take into 
account their effects on the occurrences and characteristics of droughts. Although 
[13] considered the effects of uncertainty, their analysis was limited to a 12-month 
time scale and 55-year data period. To the best knowledge of the authors, there has 
not been any previous research conducted in Bangladesh that takes into consideration 
the consequences of uncertainty in drought estimation. Therefore, the objective of the 
current research is to evaluate the implications of uncertainty in drought assessment, 
particularly concerning the SPI values and the characteristics of drought. 

2 Materials and Methods 

2.1 Study Area and Data Used 

The northwest region of Bangladesh is particularly drought prone and receives less 
rainfall compared to the other parts of the country. Thus, the current study is mainly 
focused on the two important stations, namely Bogra and Ishurdi, in this region, which 
are shown in Fig. 1. The area includes very pronounced seasonal shifts and has high 
temperatures, moderate rainfall, and typically considerable humidity. Precipitation 
amounts vary both geographically and seasonally in this region. In the study area, the 
highest mean annual rainfall is recorded at about 1743 mm in Bogra and 1545 mm 
at Ishurdi.

Since SPI-based drought estimation requires only the precipitation data, the 
precipitation data for the Bogra and Ishurdi stations are collected from the Bangladesh 
Meteorological Department (BMD) for a period of 45 years, from 1975 to 2019. The 
details of the two aforementioned stations are given in Table 1.
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Fig. 1 The study area with the precipitation stations

Table 1 Details of the BMD climatic stations in the study area 

Station Area covered 
(km2) 

Latitude (Deg.) Longitude (Deg.) Data used Data period 

Bogra 2898.68 24.88 89.39 Precipitation 1975–2019 

Ishurdi 2376.13 24.12 89.04 Precipitation 1975–2019 

2.2 Standardized Precipitation Index (SPI) Calculation 

The SPI [26] is a widely used indicator to assess meteorological drought at different 
time scales (e.g., 3-, 6-, 12-, 18-, and 24-months). The procedure for calculating SPI 
is outlined in the following: 

(a) Given a certain time scale a, the cumulative precipitation at the nth month during 
different years is calculated by: 

xn a (t) = 
j∑

i= j−a+1 

x(i ), j = 12(t − 1) + n (1) 

where x is the monthly precipitation record of N years, t is the annual index (from 1 
to N), and m is a given month (January, February,…, December) 

(b) Then the cumulative precipitation series are fitted by a probability density func-
tion where Gamma and Log-normal distributions are taken into consideration 
for the current study, which are represented by Eqs. (2) and (3), respectively.
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Table 2 Drought 
classification according to 
SPI values 

SPI Value Drought category Probability (%) 

−0.99 to 0.00 Mild drought 34.1 

−1.49 to -1.00 Moderate drought 9.2 

−1.99 to -1.50 Severe drought 4.4 

≤ 2.00 Extreme drought 2.3 

f
(
xn a |μ, σ

) = 1 

σ μ�(μ)

(
xn a

)μ−1 
e− xn a 

σ , xn a > 0 (2)  
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(
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) = 1 

xn a σ 
√
2π 

e

(
− 1 

2

(
lnxn a −μ 

σ

)2
)

, xn a > 0 (3)  

where, � is the Gamma function and μandσ are the shape and scale parameters, 
respectively. 

(c) The cumulative probability of a certain precipitation event is then determined 
for a specified time scale and month. The SPI value is obtained by using Eq. (4) 
to convert the cumulative probability distribution (CDF) into a standard normal 
distribution with a mean of zero and a variance of one. 

xk = ϕ−1 (k) (4) 

where the quantile of the cumulative probability k is denoted by xk , and the inverse 
function of the CDF for a normal distribution ϕ is denoted by ϕ−1. The SPI-based 
drought classification is presented in Table 2. 

2.3 Assessment of Drought Characteristics 

Drought can be described in a variety of ways, including its drought event number, 
and severity, intensity, peak, duration, frequency, etc., which are recommended by 
various researchers to use for drought assessments [13, 27–29] and thus selected for 
this study. According to [30–32], a drought event is defined as a period when SPI is 
continuously below 0, with the lowest SPI value less than -1.0. Once drought events 
are identified, the characteristics of the drought can be calculated using Run’s theory 
[33]. Run’s theory demonstrated that the total sum of all the SPI readings below a 
threshold level represents the severity (Se), which is shown in Eq. (5). Duration is the 
length of time during which the SPI value is continuously below the threshold level. 
The intensity of a drought event (DIe) is the mean value of SPI below the threshold 
level, which may be obtained by using Eq. (6). The worse the drought, the higher the 
DIe value. The peak is the minimum value of SPI below the threshold level.
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Se =
∣∣∣∣∣

l∑

i=1 

SP  I  i

∣∣∣∣∣ (5) 

DI  e = 
Se 
l 

(6) 

where e is regarded as a drought event, i is a month, SP  I  i is the SPI value in 
month i , l, Se and DI e are the duration, severity, and intensity of a drought event 
e, respectively. The frequency of drought can be obtained from Eq. (7) given in the 
following. 

Fd = 
nd 
Ns 

× 100% (7) 

where nd is the number of drought events, Ns is the number of years in the study 
period, and s represents a station. 

3 Results and Discussion 

The SPI values obtained by using two different types of distributions, such as gamma 
and lognormal distributions, at different time scales for the 45 year period at Bogra 
and Ishurdi stations produce the same type of results. Drought estimation in Bogra 
station by SPI-6 (i.e., SPI values for 6-month time scales) and SPI-24 (i.e., SPI values 
for 24-month time scales) is shown in Fig. 2. As can be seen from the figure, the 
SPI values found using these distributions are almost identical to each other for a 
particular type of time scale, except at some extreme ends. Furthermore, it is seen 
that the droughts are more frequent at shorter time scales and get less frequent as the 
time scale gets longer. It is also evident that the lognormal distribution is primarily 
responsible for yielding the higher values of SPI at the extreme ends. 

The differences derived from SPILognormal minus SPIGamma for the selected SPI 
time scales were compared to analyze the irregularity of the SPI values for both 
Bogra and Ishurdi stations, which are shown in Fig. 3. It is seen from the figure that

Fig. 2 SPI-based drought calculation at Bogra station using Gamma and Lognormal distributions 
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Fig. 3 Residuals of SPI calculations for different time scales for Bogra and Ishurdi stations 

the disturbances are more obvious for the extremes and less evident for the normal 
and moderate classifications of dry and wet periods. Furthermore, it is observed that 
this induced uncertainty tends to reduce as the time scale gets larger. On the other 
hand, the parameters of the distributions (i.e., shape and scale) are greatly affected 
by the type of estimation used along with the length of the data and time scales 
considered to compute them. It is found that the parameters vary significantly when 
the distribution is changed from the gamma to the lognormal distribution, as well as 
when the time scales and the data period change. 

The shape (μ) and scale (σ) parameters as given by Eqs. (2) and (3) can be varied 
based on different time scales and data ranges, which results in different values 
of probability distributions (i.e., gamma and lognormal distributions in the current 
study) and hence computations of different SPI values. This ultimately influences 
the drought assessment using SPI. The variation of shape and scale parameters for 
different time scales at Bogra station is presented in Fig. 4. It is observed from the 
figure that due to the change in distribution, the shape parameter varies from 74 to 
80%, while it varies almost 88% when the time scale changes. Furthermore, it varies 
from 4 to 29% when the data period is changed. Similarly, the scale parameters 
change by almost 97%, 60%, and 19% maximum as the distribution, time scale, and 
data period change, respectively. 

The effect of uncertainty has been observed on drought characteristics. The 
drought characteristics obtained for both Ishurdi and Bogra stations are shown in

Fig. 4 Variation of shape and scale parameters for different time scales at Bogra station 
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Fig. 5 SPI based drought characteristics at Ishurdi and Bogra stations

Fig. 5. It is evident from the figure that the lognormal distribution yields a slightly 
greater number of drought events, duration, severity, intensity, and drought peaks in 
comparison to the gamma distribution for a specific time scale and length of data 
period. In addition to this, it is seen that the drought characteristics tend to decrease 
as the time scale increases for a particular length of data period. Furthermore, most 
of the drought characteristics are found to be higher when considering the 45 year 
data period. The result also shows that the uncertainty has less effect on drought 
frequency. However, almost the same frequency of drought is encountered using 
both gamma and lognormal distributions. Though the highest frequency of drought
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Table 3 Most severe droughts obtained in the study area 

Time 
period 

Station Start–End Most 
severe 
drought 

Duration 
(months) 

Intensity Distribution 
used 

35 Y Bogra July 1979—April 
1984 

42.38 23 −1.84 Lognormal 

Ishurdi April 
1994—September 
1996 

38.39 25 −1.54 Lognormal 

45 Y Bogra April 2012—March 
2015 

59.12 35 −1.69 Lognormal 

Ishurdi September 2009-
July 2011 

30.50 19 −1.61 Lognormal 

obtained is for the mild category, whereas it becomes less frequent for the moderate, 
severe, and extreme categories, and this tends to remain more or less constant as the 
time scales and data period change. It is also evident from the results that the most 
severe type of drought is found at the 24-month time scale for both stations.

Table 3 presents the severity of drought at 35- and 45-year periods for a 24-month 
time scale and their corresponding intensity, duration, and the distribution used to 
result in that severity for both stations. 

4 Conclusions 

The current study focuses on the identification of the sources of uncertainty in SPI-
based drought assessment and analyzes their effects on drought characteristics. The 
study is demonstrated through two selected climate stations, namely Bogra and 
Ishurdi, located in the northwest region of Bangladesh. Gamma and log-normal 
distributions are adopted for SPI calculation for 6-, 12-, and 24-month time scales. 
Parameters of the distribution functions are obtained by the maximum likelihood 
method, and the characteristics of the drought are determined using Run’s theory. 
It is evident from the obtained results that the estimation process of SPI includes 
uncertainty that cannot be eliminated. These uncertainties are attributable to SPI’s 
probability distribution functions, parameter estimation techniques, time scales, and 
length of the data period. The current study incorporates the aforementioned uncer-
tainties into the SPI calculation process and evaluates their influence on SPI values 
and the corresponding drought characteristics. This study also uses the lognormal 
distribution in addition to the standard gamma distribution to fulfill its goals. It 
is evident from the results that the lognormal distribution behaves similarly to the 
gamma distribution at larger time scales, but exhibits more sensitivity at the extreme 
ends. This demonstrates that the log-normal distribution can be adopted as a viable 
alternative to the standard gamma distribution for drought assessment. The results
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also show that uncertainty greatly affects extreme droughts. The greater the SPI 
value, the greater the possibility of uncertainty. As extremes are a matter of concern 
nowadays and uncertainties tend to decrease at extremes at greater time scales and 
longer data periods, it is recommended to take this into account for the SPI-based 
drought assessment. 
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Spatial Distribution of Heavy Metals 
and Identifying Factors that Influence 
Soil Properties at Rajbandh Landfill Site 
in Khulna 

Ashif Adnan Khan Aoyon and Islam M. Rafizul 

Abstract Almost all the landfills in Bangladesh are not controlled/ engineered/ 
sanitary landfills. Low-lying open spaces, unclaimed land, riverbanks, and roadside 
areas are all used as landfill sites in and around the city. With the rapidly growing 
population pollution is also increasing day by day and as a result landfill sites are 
increasing and heavy metals contaminate the earth\’s crust badly, which leads to the 
risk to both human and animal health. This study focused on the intensity of the 
heavy metals such as Fe, Mn, Cr, Cu, Pb, Zn, Ni, Cd, As, Hg, Co, Na, K, Ca, Al, 
Ti, Sb, Sc, Sr, V, Ba Ba, in soil by spatial distribution analysis and the factors that 
influence their migration. ArcGIS was used to perform geostatistical analyses such 
as Inverse Distance Weighting (IDW). Heavy metals in soil are shown graphically 
using ArcGIS software. The spatial distribution of heavy metals was performed 
by Inverse Distance Weighting (IDW) in Rajbandh and the surrounding area. The 
results showed that the intensity of the heavy metals was very high in the middle 
portion of the landfill for both dry and rainy seasons. The intensity also decreases as 
the distance increases. Factors identification that influences the heavy metal lateral 
migration could help to find the sources of soil pollution. To determine the variables 
that affect soil heavy metals, a categorical regression was performed in this study. 
Before utilizing a categorical regression to examine the degree to which various 
factors influenced the soil heavy metal levels in Khulna, environmental factors were 
first linked to data on soil heavy metals collected during both dry and wet seasons. 
The findings indicated that pH, land use type, and soil type were the key contributing 
factors, indicating that these three variables were significant sources of soil heavy 
metals in Khulna. Cd in soil during the dry period was significantly influenced by 
the soil parent material, soil type, and pH. However, aside from pH, soil types and 
soil parent material had a significant impact on Pb throughout the dry season.The 
types of soil, soil parent material, and pH all play a significant role in Cd during the
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rainy season. Neither of these characteristics, though, have a significant value for 
Pb. The primary variables influencing soil heavy metals were found in this study, 
and their relative importance was graded. A viable approach for determining the 
variables that affect soil heavy metal concentrations is categorical regression, which 
may also be used to investigate the genetics of local soil heavy metal contamination. 

Keywords Landfill · Heavy metals · Categorical regression · Khulna 

1 Introduction 

Heavy metals in soil can be absorbed by plant roots, such as rice and vegetables, 
and then enter the food chain, posing a concern to humans. Identifying the major 
influences on soil heavy metals could serve as a starting point for investigating the 
causes of soil heavy metals. The presence of high levels of heavy metals in soil is 
caused by a variety of sources, the majority of which are natural and human. The soil 
parent material is one of the natural factors. Statistics and geostatistical studies, the 
isotope tracer technique, and the geographical detector method are the most common 
methods for detecting factors that influence soil heavy metals. Spatial interpolation 
is widely used when data are collected at distinct locations (c.g. soil profiles) for 
producing continuous information. According to [2], geostatistics has been applied 
in the case of spatial interpolation for more than 20 years. Research conducted by [7] 
also verified this statement. In the present investigation of heavy metals in the waste 
disposal site, deterministic and geostatistical interpolation techniques were used. 
Correlation analysis and principal component analysis are two statistical analysis 
methodologies. Both categorical and numerical factors have an impact on soil heavy 
metals. Nominal, ordinal, and numerical variables can be scaled sequentially applying 
categorical regression (CATREG). The location of domicile and maternal age, for 
eg, could be affirmed as substantial and self-reliant factors of cord blood lead, while 
the location of domicile was the only major correlate of maternal blood lead [4]. The 
above research used CATREG to assess the contribution of the regression model to 
the variability of the response variables [5]. Employed CATREG to examine if sleep 
disruptions influence depression and found a clear association between depression 
scores and the IS global insomnia score. For such grounds, CATREG was suggested 
as a possible way to identify variables that affect soil toxic metals. This is the first 
occasion the CATREG strategy has been used for soil toxic substances. After applying 
environmental variables to soil heavy metal data, the degree of effect of various 
elements on soil heavy metal levels was assessed. We find that this methodology 
is particularly suitable for studying both numerical and categorical variables. We 
looked at how well it may be applied to figuring out what influences soil heavy metal 
levels. Even though this methodology is no more often utilized, it can be turned to 
when establishing when soil contamination with heavy metals first started.
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2 Research Methodology 

The study’s methodology includes extracting the spatial distribution of heavy 
metals & identifying factors that cause heavy metal migration from the Batiaghata 
subdistrict area, which includes the Rajbandh landfill. A flow diagram is used to 
depict the systematic development of this study’s methodology in the figure. The 
following section describes a brief overview of the methodology adopted in this 
study. Detail description of the workflow of the method is described in Fig. 1 

2.1 Study Area 

For municipal solid waste (MSW), the disposal method is separated into two sections: 
open dumping and sanitary landfill. A sanitary landfill is among the most significant 
and secure locations for the disposal of MSW. Eight kilometers outside the city 
center, at Rajbandh Khulna, on the north side of the Khulna-Satkhira road, is a 
pilot-scale sanitary landfill. Bangladesh’s Khulna is its third-oldest metropolis. It’s 
in the Khulna Division. Its 4394.45 km2 is surrounded by the districts of Jessore 
and Narail to the north, the Bay of Bengal to the south, Bagerliat District to the 
east, and Satkhira District to the west. The geographical coordinates of Khulna are 
22.350N and 89.300E. Rupsa, Arpangachhia, Shibsa, Pasur, and the Koyra surround 
the city. A significant amount of garbage is being generated as urban expansion creeps 
towards the North and West adjacent zones. KCC and KCPA have respective areas 
of 45.65 and 69.50 square kilometers. The city of Khulna’s expanding population 
tends to generate more municipal solid waste (MSW) and leachate, a type of liquid 
waste. These MSW have a high concentration of heavy metals that are exposed to 
the environment. The environment and human health may be significantly impacted 
by this (Fig. 2).

Study Area Rajbandh Landfill 
site,Khulna 

Soil Data Information 
from Secondary sources 

Spatial Distribution through IDW 

Importance factor analysis through 
SPSS 

Fig. 1 Workflow of the methodology 
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Fig. 2 Map showing selected location of the study area at Rajbandh, Khulna, Bangladesh 
Location: 
Latitude: 22º47'43.17”. 
Longitude: 89º29'58.35”. 

2.2 Data Collection 

The Rajbandh landfill has been in operation since 1984. Because the major goal 
of this study is to document the Rajbandh landfill’s environmental factors that are 
responsible for the heavy metal migration. The data were analyzed with ArcGIS and 
SPSS 22.0 software to get a better output. 

2.3 Catreg 

Certain survey elements are often classified when it comes to the factors that influence 
soil toxic metals. Conventional regression analysis might not be suitable in this 
circumstance for data gathering. When variables are completely categorized or both 
categorized and quantitative, CATREG, a—anti multiple linear regression approach, 
may be used. Therefore, CATREG may represent a favored substitute modeling 
framework. In the simple linear regression model, we look for a linear combination 
of Xb that interacts with z the most in predicting dependent variables z from m 
regressors in X. In the Gifi system, “optimal Scaling” maximizes the correlation 
between (Z) and

Em 
j=1(b j0 j (X j ) spanning realistic nonlinear functions, stated in 

Eq. 1. 

||X ∗ b − Z∗||2 where ||X ∗ b − Z∗|| = 
√

(X ∗ b − Z)T (X ∗ b − Z). (1) 

A binary indicator matrix Gj with n rows and lj columns, where lj stands for the 
number of categories, is specified in Eq. 2 by a categorical variable, hj. The following
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is how components hij define components gir  :

{
gir( j )=1hi j=r 

gir( j)=0hi j /=r 
(2) 

where the running index (r = 1, 2,…, lj) designates a division number in the variable 
j. A modified parameter can be expressed as Gjyj if category detection threshold are 
indicated by the symbol yj, and a sum of predictor variables as 

mE

j=1 

b j G j y j = X ∗ b 

is the same as the standard linear model. Finally, a CATREG model is equivalent to 
a linear regression model and can be expressed as given below: 

Z = X ∗ b + ε (3) 

In Eq. (3), X* stands for the coefficient matrix, Z* for the observational vector, 
b for the normalized coefficients vector, and for the error function. The optimum 
scaling procedure converted qualitative characteristics into quantitative approaches. 
CATREG could evaluate numerical, ordinal, and nominal variables all at once. To 
accurately capture the traits of the basic categories, categorical variables are defined. 
Nonlinear transformations make it possible to study variables at several levels to 
discover the model that fits the data the best [9]. The domains of sociology and 
medicine have both made extensive use of CATREG [4]. 

2.4 Idw 

The popular deterministic interpolation method IDW (Inverse Distance Weighting) 
directly implements the principle that things adjacent to one another are more compa-
rable than objects farther away. IDW will forecast values for any unquantified site 
using the measured values close to the predicted location (ESRI, 2001). According 
to this theory, the IDW method, also known as a distance reverse value of every point 
from its neighbors, is proportional to the frequency of connections and commonal-
ities between neighbors. One of the most essential factors in the IDW interpolation 
method, according [6] is the value of the power parameter. With p = 2, the inverse 
distance standard weighted interpolation is used as the power default. Since there is 
no theoretical justification for choosing this number above others, it is important to 
examine the output and cross-validation result statistics to see how altering p will 
affect the results (ESRI, 2001). It was suggested that the weights given to interpolating 
points should be inversely proportional to their separation from the article pointed. 
Because of this, close points are assigned more importance [1], which increases their
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Table 1 Selected Independent variables for both dry and rainy season 

Independent variables Types Categories 

pH Numeric < 6.5, 6.5–7, 7–7.5 and > 7.5 

Soil types Nominal 1 = Organic soil,2 = red soil,3 = Paddy soil 
Soil parent material Nominal 1 = Calyley 2 = Paddy fields,3 = Red soil Lands 

influence on various distances and vice versa. Since values smaller than one are 
closer to a simple average guess, the estimation with the closest sampled points is 
only regarded as an integer value for the parameter [6]. 

2.5 Environmental Factor 

Both natural and man-made causes have an impact on soil heavy metals. Three 
widespread impacting factors were chosen for this investigation, as indicated in 
Table 1. Styles of soil, types of land usage, and pH were among the natural influences. 

(1) Soil Heavy metals in soil are mostly derived from parent material. Each soil’s 
composition affects the topsoil’s heavy metal content differently [9]. There are 
typically three different types of soil parent materials (1 = Calyley Lands, 2 = 
Paddy Fields, and 3 = Red Soil Lands) based on the properties of the soil in 
Rajbandh. 

(2) Every sort of soil has unique characteristics, like oxide, organic matter, and 
clay mineral composition. Varied heavy metals have various degrees of soil 
adsorption, which has an impact on how they migrate in the environment at the 
top [3] In Rajbandh, there are three varieties of soil (Mostly Organic soil, red 
soil, and paddy soil). 

(3) The pH level has an impact on the characteristics of heavy metals. Five categories 
of pH values were used: 6.5, 6.5–7, 7–7.5, and > 7.5. 

2.6 Data Sources and Processing 

Dry topsoil (10 g) and deionized water combinations were used to calculate the pH 
of the soil (100 mL). The solutions then shaken for 30 min at room temperature, 
following which they were allowed to stand for 2 h. A pH meter was then used to 
test the pH levels. The research area’s soil heavy metal data were gathered from 
secondary sources. Throughout Rajbandh, 60 soil samples were taken in both the 
dry and wet seasons. Metal concentrations for Fe, Mn, Cr, Cu, Pb, Zn, Ni, Cd, As, 
Hg, Co, Na, K, Ca, Al, Ti, Sb, Sc, Sr, V, and Ba were measured. The contributing 
variables were found using CATREG and the SPSS 22.0 program. Utilizing SPSS 
22.0, a factor interaction analysis was carried out using multi-factor variance analysis.
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Using ArcGIS 10.3.1, the data were analyzed for hotspots (Moran’s I), geographical 
distribution, and mapping. 

3 Results and Discussion 

3.1 Spatial Distribution of Heavy Metals 

Figure 3 depicts the graphical depiction of Cadmium (Cd) in the Dry season using 
IDW from the Rajbandh vicinity. According to the figure, the intensity was divided 
into four separate classes and set out by various green, bright green, saffron, and red 
hues. The magnitude of the concentrations of Cd in the soil sample ranges from 5.90 
to 7.02 mg/kg at the center point (about 0 m), and from 2.55 to 3.67 mg/kg at the 
furthest point (roughly 190 m).

Figure 4 displays a graphical representation of Cadmium (Cd) during the rainy 
season together with IDW from Rajbandh’s neighborhood. According to the figure, 
the concentration was divided into four separate classes and set out by various hues 
of green, light green, saffron, and red. The magnitude of the Cd content for the soil 
sample ranges from 1.20 to 1.87 mg/kg at the farthest location (about 220 m), and 
from 3.22 to 3.89 mg/kg at the center (about 0 m).

Figure 5 displays a graphical depiction of Lead (Pb) in the Dry Season with IDW 
from the Rajbandh neighborhood. According to the figure, the concentration was 
divided into four separate classes and set out by various green, bright green, saffron, 
and red hues. The magnitude of the Pb content for soil samples ranges from 73.22 
to 90.53 mg/kg at the center position (about 0 m) and from 21.29 to 38.60 mg/kg at 
the furthest location (roughly 190 m).

Figure 6 displays a graphical representation of Lead (Pb) during the rainy season 
together with IDW from Rajbandh’s neighborhood. According to the figure, the 
concentration was divided into four separate classes and set out by various green, 
bright green, saffron, and red hues. The magnitude of the Pb content for the soil 
sample spans from the closest position (about 0 m) to the furthest point (almost 
220 m) from 10.88 to 14.23 mg/kg.

3.2 Identification of the Main Factors Affecting the Spatial 
Distribution of Soil Heavy Metals 

The R2 values of the fitting models for the two heavy metals ranged from 0.762 to 
0.997, and all of the evaluating models passed the F test (p < 0.05) and were statically 
important. The tolerance of each variable was high enough to guarantee that now 
the multi-colinearity issue was not present. The regression model and significance 
of several contributing factors varied for the same heavy metal [2]. In the dry season,
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Fig. 3 Spatial distribution of Cd during the dry season

the soil parent material, soil type, and pH all had a big impact on the soil Cd. On 
the other hand, except for pH, the soil types and soil parent material also showed 
a lot of promise. The kinds of soil, soil parent material, and pH have a substantial 
impact on cd during the wet season, however, none of these criteria have an impact 
on pb. Pratt’s measure of relative relevance, which was based on the significance test, 
helped evaluate the predicted contributions to the regression Table 3. Predictors that 
are essential to the regression have large individual significance values relative to 
certain other important values (Pratt, 1987). The numbers represent how important 
these factors are concerning one another. For instance, the soil type, pH, and soil 
parent material had a substantial impact on the soil Cd level during the dry season. 
The same factors that had a substantial impact on the other heavy metals were found
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Fig. 4 Spatial distribution of Cd during the rainy season

in Tables 4 and 5. In Rajbandh, the primary influences on soil heavy metals were 
generally the soil parent material, soil type, and pH (Table 2).
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Fig. 5 Spatial distribution of Pb during the dry season
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Fig. 6 Spatial distribution of Pb during the rainy season

Table 2 CATREG coefficients and significance test of different factors(Dry Season) 

Influence factor Pb Cd 

Beta Sig. Beta Sig. 

Soil types 0.344 0.168 0.631 0.004 

Soil parent material 0.429 0.129 0.563 0.033 

pH 0.751 0.442 0.225 0.000
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Table 3 CATREG coefficients and significance test of different factors (Rainy Season) 

Beta Sig Beta Sig 

Soil types 0.019 0.983 0.983 0.022 

Soil parent material 0.019 0.955 0.983 0.019 

pH 0.059 0.889 0.951 0.050 

Table 4 Importance of 
different factors in the Dry 
season 

Influence Factors Pb Cd 

Soil Types 0.323 0.676 

Soil parent material 0.415 0.585 

ph 0.195 0.806 

Table 5 Importance of 
different factors in the Rainy 
season 

Influence Factors Pb Cd 

Soil types 0.015 0.984 

Soil parent material 0.015 0.985 

ph 0.047 0.952 

4 Conclusion 

Despite the significant consequences of heavy metal contamination in the soil of the 
chosen waste disposal site, no adequate procedures are made to regulate or minimize 
heavy metal element expansion in and around the disposal site’s soil. As a result, 
a thorough investigation and monitoring of the nature and extent of such heavy 
metal elements in and around the disposal site are required. The intensity of heavy 
metals in soil is quite high in the middle of the landfill area throughout both the 
dry and rainy seasons, and it is relatively low at the farthest point of the landfill. 
The soil parent material, pH, and soil types were the main factors that influenced 
the spatial distribution of soil heavy metals in the Rajbandh Landfill Site. The soil 
parent material, soil type, and pH had a significant influence on Cd in soil for the 
dry season. On the other hand, excepting pH, soil types, and soil parent material had 
great significance for Pb in the dry season. During the rainy season in the case of 
Cd, the types of soil, soil parent material, and pH have a great significance on it. 
However, for Pb, none of these parameters has a significant value. 
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Use of Water Treatment Plant Sludge 
(WTPS) as a Cementitious Material 
in Concrete 

M. H. Masum, I. J. Ruva, A. Tahsin, and J. Ferdous 

Abstract Water treatment plants are generating increasing amounts of sludge, which 
is creating a significant environmental problem globally. Disposing of WTPS is now 
a significant environmental issue in developing countries like Bangladesh. The major 
objective of this study was to investigate the characteristics of WTP sludge, such as 
physical, chemical, and morphological, and evaluate its impact on concrete perfor-
mance and mechanical properties. The SEM–EDX testing method is used to deter-
mine the physical, elemental, and morphological properties of the WTP sludge. The 
results revealed that the particles of the sludge possessed an irregular shape with a 
predominantly rough texture on their porous surface. The results of the EDX experi-
ment indicated the presence of seven distinct elements within the WTP sludge. These 
elements were found to be present in the following descending order of percentage 
mass: Oxygen (41.95%) > carbon (40.05%) > silicon (7.80%) > luminium (5.80%) 
> iron (2.89%) > potassium (1.08%) > magnesium (0.43%). The ACI 211.1 code 
was used in this study for the design of a concrete mix with strength of 3000 psi after 
28 days. During the experiment, cement was replaced with WTP sludge (WTPS) at 
varying percentages ranging from 5 to 40%. The results indicated that as theamount 
of WTPS replacement increased, the compressive strength of the concrete gradually 
decreased. However, the maximum workability was achieved at a 15% replacement 
rate.
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Keywords WTPS · SEM–EDX ·Workability · Compressive strength ·
Lightweight concrete etc. 

1 Introduction 

Growing populations in urban areas have increased drinking water consumption, 
which has caused the corresponding water treatment plants to produce more sludge, 
which is subsequently deposited nearby and makes the land unproductive. More-
over, the treatment of sludge is not only costly but also has potential hazards to the 
environment as well as to public health [1]. Researchers at the national and inter-
national levels are looking for alternatives to conventional building materials like 
sand, cement, bricks, aggregates, ceramics, and tiles in order to reduce the environ-
mental impact of these compounds and to fulfill the waste disposal requirements 
set by the relevant concerned authorities [2]. Different types of sludge (i.e., indus-
trial sludge, waste water treatment sludge, sewage sludge etc.) have been found as 
potential substitutes for the fundamental components of concrete in the quest for 
lightweight building materials [3–6]. The amount of Ca(OH)2 in cement paste drops 
when modified Water Treatment Plant Sludge is added, while SiO2 and Al2O3 react 
chemically with Ca(OH)2 to create C-A-S–H gel which demonstrates the pozzolanic 
activity properties of the WTPS [7]. Similar pozzolanic activity characteristics for 
sewage sludge were documented when a certain proportion of sewage sludge was 
substituted with cement in mortar [8]. Additionally, the sludges have been tested as 
prospective substitutes for construction materials by several researchers worldwide 
in concrete [1, 2, 6, 9–11], hollow concrete block [12], mortar [7, 8], and exterior 
tiles [13]. The effects of using air-dried sludges as a partial replacement for sand in 
concrete for 7, 14, and 28 days of compressive strength were explored by [6]. The 
study revealed that the dry density of the concrete decreased as the sludge content 
increased and indicated that a maximum of 7.5% of sand content could be substi-
tuted with dry wastewater sludge. [6]. The compressive strength values ranged from 
3.40 to 2.90 MPa when using 10% to 40% of water treatment sludge as a cement 
substitute in the production of exterior tiles, which met the requirement of achieving 
a minimum breaking compressive strength of 2.8 MPa [1, 13]. Found that up to 25% 
of concrete fine aggregate can be replaced with dry sewage sludge by incorporating 
0.5% fibers, resulting in compressive and tensile strengths of 30.7 MPa and 3.58 MPa, 
respectively. 

In comparison to the control group of the mortar, the compressive strength with 
20% and 30% modified water treatment sludge decreased by 10.54% and 16.20%, 
respectively, and the shrinkage value of the mortar after 175 days of drying was 
reduced by 30.9% with 10% modified water treatment sludge [7]. While, the compres-
sive strength of 10% sewage sludge ash mortar or concrete achieved the designed 
28-day compressive strength when cured for longer than 28 days [8, 12]. Recycled 
the sludge generated from a water treatment facility to manufacture hollow concrete 
blocks. The study discovered that although water treatment sludge combinations of
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10% and 20% may be utilized to create hollow load-bearing concrete blocks, mixtures 
of other proportions can generate hollow non-load-bearing concrete blocks. 

Economically, the combinations of 10% and 20% sludge used in concrete mix 
can save costs significantly. The water treatment plants in Chattogram, Bangladesh, 
produce a significant quantity of Water Treatment Sludge (WTPS). The WTPS dumps 
on the soil after recycling in the water treatment plants. The WTPS dumped across the 
area is contaminating the soil and creating an unfavorable environment. Quite often, 
the WTPS has clogged the soil media’s subsurface pores, limiting the amount of water 
that can flow into the subsurface through the pores. An investigation of alternative 
applications of water treatment plant sludge has been spurred by space constraints 
for existing dumping sites in urban centers and growing associated environmental 
hazards such as groundwater contamination from leachate, air pollution, and land 
pollution. In this study, water treatment sludge was included into concrete as one 
of the fundamental elements in an effort to make effective and useful use of the 
material in order to lessen the hazardous impact on the environment and prevent 
landfills. The major objective of this study is to elevate the value of the sludge 
generated by water-treatment plants by developing a long-term alternative for cement 
in concrete produced from water treatment sludge. 

2 Methods and Materials 

2.1 Material Collection 

Water Treatment Plant Sludge (WTPS) was collected from Sheikh Rasel Water Treat-
ment Plant (SRWTP) in Chattogram, managed by Chattogram Water and Sewerage 
Authority (CWASA), and receives its raw water from the Halda River. 

The preparation of modified WTPS from the raw WTPS is shown in Fig. 1a. The 
raw sludge was dried in an oven at 105ºC for 24 h and the dewatered WTPS was then 
placed in a furnace, heater at 500ºC for 4 h. The first step of drying eliminates mois-
ture, while the subsequent high-temperature treatment decomposes organic matter 
and eliminates harmful microorganisms including most of the pathogens, leading to 
a material that is more secure and sterile.Then, heat-treated WTPS was grinded into 
smaller size and the grinded WTPS was sieved by mechanical shaker. The mate-
rials passed through #200 sieve was only taken as modified WTPS that was used as 
replacement of cement.

2.2 SEM and EDX Test 

Scanning Electron Microscopy (SEM) analysis was performed to obtain microstruc-
ture of WTP sludge concrete, and hence to visualize the size, shape and texture
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Fig. 1 a Schematic diagram for the preparation of modified WTPS from raw WTPS, b Schematic 
diagram for step by step procedure for concrete casting and testing

of the particle. Energy Dispersive X-ray (EDX) test was along with SEM test also 
carried out to determine the elemental composition of WTPS. Both SEM and EDX 
tests were carried out at Bangladesh Council of Scientific and Industrial Research 
(BCSIR), Dhaka by an electronic microscope (JEOL JSM-7610F) at an acceleration 
voltage of 15 keV with a counting rate of 1096 cps. SEM test was conducted for the 
modified WTPS for magnification factor ranging from 50–30,000 times. 

2.3 Properties Tests, Material Proportioning, Mixing, 
Casting and Testing 

The physical property tests for Fine aggregate (FA), Course Aggregate (CA) and 
Cement were conducted at Port City International University laboratory. The results 
for physical properties of CA and FA were shown in Table 1. The specific gravity of 
WTP sludge powder and cement were tested according to C 77–40 (ASTM 1998) 
and found as 1.98 and 3.2 respectively.

Schematic diagram from the concrete mixing to the compressive strength testing 
including mixing, casting, curing etc. is shown in Fig. 1b. Concrete of 20 Mpacom-
pressive strength was designed following ACI 211.1 method. Physical properties of 
Fine aggregate and Course Aggregate used is shown in Table 1.The concrete mix 
proportions werewater: 206 kg/m3, cement: 468 kg/m3, fine aggregate: 493 kg/m3, 
coarse aggregate: 829 kg/m3 (Cement: Fine Aggregate: Coarse Aggregate = 1: 1.1: 
1.8; w/c = 0.45). The WTP sludge powder was weighed according to mix design and 
used in mix to partially replace cement. There were five replacement level utilized. 
0%, 5%, 10%, 15%, 25% & 40% replacement of cement with WTP sludge powder
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Table 1 Physical properties of fine aggregate and course aggregate used for concrete casting 

Parameters Course Aggregate (CA) Fine Aggregate (FA) 

Specific gravity 2.11 2.12 

Moisture content 0.41% 1.60% 

Absorption capacity 0.29% 0.79% 

Surface moisture 0.12% 0.81% 

Dry rodded unit weight 1590 kg/m3 1353 kg/m3

have been selected and prepared manually in the laboratory. To compare the test 
results control specimen (0% replacement level) were also cast. Before mixing, the 
aggregates were soaked in water to ensure SSD condition. In a dry sheet, the mate-
rials were thoroughly mixed. Water was carefully added to the mix according to the 
water/binder ratio. The workability test (slump test), was performed immediately 
after mixing and the results were recorded. The test specimens (mold size: 150 mm 
x 150 mm) were immersed in clean fresh water for 3, 14 and 28 days. The specimens 
were later subjected to a series of tests after a specified curing period. The results 
of the experiment were later nalysed through the use of statistical tests (principal 
component analysis and correlation analysis).The correlation analysis is done with a 
significance level of 0.05 (95% confidence interval), indicating that the likelihood of 
observing a correlation as strong as the one found by chance alone is less than 5%. 

3 Results and Discussion 

3.1 Investigation of Physical, Elemental and Morphological 
Properties 

The results of SEM and EDX test are presented in Figs. 2 and 3. Figure 2 shows, 
the SEM image of the WTP sludge. The sizes of the particles of WTPS are varying 
from < 1 µm to 37.8 µm whereas the sizes of the particles of OPC cement vary 
from 1 µm to 100 µm [14]. This result indicates that the particles size is smaller than 
cement particles which helps to improve the durability and workability of the replaced 
concrete. The overall morphological shapes of the WTP sludge were mostly irregular 
(Fig. 2a), some particles are semi-circular (Fig. 2b) with the diameter varying from 
2.81 µm to 4.81  µm, and few fibers (Fig. 2c) are also seen.It is also seen that some 
sharp edgeshaped particles with pores are visible at higher magnification (30,000x) 
(Fig. 2d). The edge texture for the particles is found rough for the magnification 
of 2000 × and smooth for 30,000 × magnification, respectively. For 2000 × cross 
sectional properties were found porous and that of 30000x, it was found hollow. The 
cross section of the hole seen in Fig. 2(f) vary from 0.0015 µm2 to 0.012 µm2.
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Fig. 2 SEM image of collected WTP sludge sample with magnification of a 50 times, b 250 times, 
c 500 times, d 500 times, e 2,000 times and f 30,000 times

Based on EDX testing shown in Fig. 3, it can be concluded that WTPS sludge has 
higherOxygen (O) content (Table 2). The higher Oxygen content in WTPS indicates 
that there might have interlocking oxides (SiO2,CaO,Al2O3, Fe2O3, MgO etc.) which 
would help to make bonds among the constituents of the concrete materials. The 
content of carbon is as similar as oxygen is. Furthermore, a notable amount (7.80%) 
of Silicon (Si) is also present which is mostly responsible for the gain of strength 
of concrete. While, Murugaboopathy (2020) [14] discovered that Ordinary Portland
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Fig. 3 Representative EDX spectrum and relevant elements of the collected WTP sludge sample 
corresponding to area shown in Fig. 1a, with magnification of 50 times

Cement (OPC) contains 8.45% Silicon (Si) content. The abundance of silicon in 
WTPS may lead to an increase in the compressive strength of concrete since the C2S 
and C3S compounds that are responsible for strengthening the concrete are influenced 
by silicon. [14, 16]. The aluminum (Al) content found in WTPS is comparable to 
that in OPC cement, which may contribute to the faster hardening of concrete as 
the C3A compounds present in both materials accelerate the initial hardening of 
concrete [17]. EDX analysis of the paint sludge revealed that the elements present 
in the sludge can be ordered by mass as follows: O (41.95%) > C (40.05%) > Si 
(7.80%) > Al (5.80%) > Fe (2.89%) > K (1.08%) > Mg (0.43%). Alternatively, when 
ordered by atomic percentage, the elements are ranked as follows: C (50.94%) > O 
(40.06%) > Si (4.24%) > Al (3.28%) > Fe (0.79%) > K (0.42%) > Mg (0.27%). The 
EDX analysis further suggests that many chemicals are absorbed on the surface of 
the sludge and contribute to the stability of the synthesized sludge.
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Table 2 Result of the elements analysis by EDX spectrum for the collected WTP sludge Sample 

Sl. No Name of the 
elements 

WTPS 
[This study] 

OPC Cement [14] OPC Cement [15] 

Mass (%) Atom (%) Mass (%) Atom (%) Atom 
(%) 

1 Carbon (C) 40.05 50.94 – – – 

2 Oxygen (O) 41.95 40.06 38.96 61.57 70.08 

3 Magnasium 
(Mg) 

0.43 0.27 – – 1.21 

4 Aluminium 
(Al) 

5.80 3.28 4.76 4.46 3.37 

5 Silicon (Si) 7.80 4.24 8.45 7.60 8.35 

6 Potassium 
(K) 

1.08 0.42 0.87 0.56 – 

7 Iron (Fe) 2.89 0.79 4.49 2.04 1.72 

8 Sodium (Na) – – 0.55 0.61 0.38 

9 Sulphur (S) – – 1.81 1.43 0.45 

10 Calcium (Ca) – – 31.66 19.97 14.45 

11 Antimony 
(Sb) 

– – 8.46 1.76 – 

Total 100 100 100 100 100 

3.2 Investigation of Workability, Weight and Compressive 
Strength of Replaced Concrete 

The workability of concrete is classified based on the slump value obtained from 
slump cone test and the variation of slump value of concrete samples for different 
percentages of WTP sludge replacement is shown in Fig. 4a shows. It is observed that, 
concrete having zero presence of sludge has a slump value of 130 mm representing 
average consistency. On the other hand, with the increase in percentage of sludge 
from 5–15%, slump gradually increases from 120 to 140 mm. The phenomenon 
of increasing slump value can be explained by the finer particle size of the WTPS 
as compared with OPC cement. Moreover, fineness of WTPS and OPC cement are 
213 m2/kg and 338 m2/kg respectively. The finer size and fineness of WTPS may 
responsible for the higher slump value, thus increasing the workability of the replaced 
cement concrete [18, 19]. However, further increase in percentage from 15–40%, 
slump value gradually decreases. Although 40% replaced concrete shows the slump 
value greater than the control concrete block. Higher percentage of sludge could 
be responsible for higher absorption of water from the concrete which eventually 
results in lower workability. Moreover, the SEM/EDX results show an irregular, 
porous morphology of the WTP sludge which has caused a negative effect on the 
workability of concrete [9]. However, the rate of increase in slump is higher than
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the rate of decrease. As compared to the control concrete having slump value of 
130 mm (Fig. 4a), a sludge replacement of around 15% maybe considered optimum 
in terms of achieving greater consistency. Besides, the varying percentage of cement 
replacement with sludge can be suitable for concrete works demanding average to 
higher consistency of mix. 

Figure 4b represents the variation of weight of concrete with the increase in 
replacement of cement with sludge. For the concrete at initial stage, the lowest 
weight value is obtained to be 1976 kg/m3 for 40% replacement, whereas for the 
concrete at 28 days, the lowest weight value is obtained to be around 2131 kg/m3 

for the same replacement percentage. Although the weight increases from initial to 
final stage of the curing time, but there exists a gradual decline in weight is observed 
with the increase in sludge replacement up to 40%. The specific gravity of WTPS is 
almost 1.66 times lower than the OPC cement and the pores in the WTPS particles as 
seen in SEM images, altogether may causes having the lower weight of the concrete 
[20]. Utilizing sludge as a substitute for cement in concrete may produce lightweight 
concrete, as a higher percentage of sludge used as partial replacement for cement 
can lead to a decrease in the weight of the resulting concrete. Figure 3c shows  the
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Fig. 4 a Slump value, b Weight of the cube specimen (150 mm × 150 mm), and c Compressive 
strength at different durations (3,14,28 days) for the partially replaced (WTP sludge is replaced 
with cement by 0–40%) concrete 
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compressive strength for the partially replaced concrete at various durations (3, 14, 
and 28 days) and shows a downward trend in strength development as the proportion 
of sludge increases. The control concrete is shown to have developed well from 
the beginning to the final stages and met the targeted strength of 3000 psi for the 
concrete. However, the value of compressive strength appears to be declining as the 
sludge percentage increases from 5 to 40%, with the lowest value of compressive 
strength at 40% sludge replacement. The rate of compressive strength decline is 
seen to be uniform for samples with 5–10% sludge; however, the rate dramatically 
decreases when the proportion of sludge increases over 10%. WTP is found to be 
finer than OPC cement, with fineness values of 332 m2/kg for WTPS and 211 m2/ 
kg for OPC cement, respectively. This causes the heat of hydration to be greater. 
The greater cross-sectional area of the WTPS particles may be the reason for the 
increased hydration, which results in a decrease in initial strength and an increase in 
ultimate final strength [21]. In addition, not every WTPS particle has a rough surface; 
some have a smooth surface, and a small number of particles are crystallized. This 
may cause the compressive strength to gradually decrease with an increase in WTPS 
concentration in concrete [14, 21]. In addition, less final strength may result from 
higher hydration heat [21]. 

3.3 Correlation and PCA Investigation 

Figure 5 depicts the correlation plot between the WTPS replaced concrete param-
eters. The amount of WTPS replacement is strongly (p < 0.05) associated with the 
concrete’s compressive strength, slump value, and weight. The negative connection 
between the concrete’s compressive strength and weight implies that both metrics 
decrease as the replacement quantity of WTPS increases. However, as can be seen 
in Fig. 5, there is a considerable positive association between the concrete slump 
value and the amount of WTPS replacement. This substantial positive connection 
(p < 0.05) shows that the slump value will rise in tandem with the replacement of 
WTPS in concrete.

4 Conclusion 

In this study, the effects of using modified air-dried WTP sludge as a partial replace-
ment for cement (passing through #200 sieve) in concrete were investigated. The 
study’s main results indicate that incorporating modified air-dried WTP sludge into 
concrete as a partial replacement for cement can improve the workability of the 
concrete and reduce its weight. The main findings of the study are given as follows:
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Fig. 5 Correlation matrix of amount WTPS replacement and different concrete properties 
* p  < 0.05 level.

1. The study found that substituting up to 15% of cement with modified air-dried 
WTP sludge in concrete can increase workability and reduce the weight of the 
concrete by 6–10%, making it a promising alternative for developing lightweight 
concrete. 

2. There is a positive correlation between the slump value of the concrete and the 
WTPS replacement rate, and the compressive strength decreases as the amount 
of WTP sludge increases. However, using WTP sludge at a lower proportion is 
preferable for structural applications. 

3. The usage of WTP sludge in concrete has the potential to benefit both the environ-
ment and the construction industry by utilizing a waste product as a key compo-
nent in concrete, and can also be an effective method for producing lightweight 
concrete. The physical, chemical, and morphological characteristics of the WTP 
sludge were also studied and identified using SEM–EDX testing. 

However, it was shown that using WTP sludge in place of cement at a lower 
proportion was preferable for structural applications. It may be inferred that the usage 
of WTP sludge will be advantageous for both the environment and the construction 
industry by using one of its waste products as a key component of concrete.
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A MCDM Based Approach 
to Prioritizing National Highways 
for Road Safety Improvements 

Md. Rifat Hossain Bhuiyan , Md. Asif Raihan, and Moinul Hossain 

Abstract Selection of the most vulnerable alternative for implementation of road 
safety projects considering financial and technical availability often put the road 
authorities in dilemma. This paper proposes a two-step approach based on multi-
criteria decision-making methods to overcome the difficulties in location prioritiza-
tion. The objective of this study was to rank the national highways based on their 
vulnerability in terms of road safety and identify the location that requires the most 
attention. The study area covered Cumilla-Feni section of N1 national highway, 
Gazipur-Elenga section of N4 national highway, Natore-Nawabganj section of N8 
national highway, and Barisal-Madaripur section of N8 national highway. These four 
alternatives were evaluated under five criteria- average annual daily traffic (AADT), 
crash per thousand vehicles, percentage of corridor without median, heavy vehi-
cles percentage in the corridor, and percentage of non-motorized vehicles in the 
corridor. The required data for analysis were collected from some secondary sources 
along with drive-through video footage from a probe vehicle. To evaluate the rela-
tive importance of each criterion, criteria weights were calculated using the Analytic 
Hierarchy Process (AHP). AHP uses pair-wise comparison based on subjective judg-
ment to establish relative importance and the consistency ratio provides a measure of 
the consistency of the judgment. Here, the consistency ratio was found 0.02 which 
does not exceed CR = 0.1, indicative of consistent judgment. The criteria weights 
and the criteria values were combined using the Technique for Order Preference
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by Similarity to Ideal Solution (TOPSIS) and ranks of alternatives were achieved. 
The analysis identified Natore-Nawabganj (N6) as the most vulnerable alternative 
followed by Gazipur-Elenga (N4), Cumilla-Feni (N1), and Barisal-Madaripur (N8). 
This study proposes a framework for evaluation of alternatives that is reliable, and 
data driven. The results indicate that the proposed framework possesses replicability 
and promises effective decision-making based on scientific approach. 

Keywords MCDM · AHP · TOPSIS · Road safety · Ranking · Prioritization 

1 Background 

An acceptable approach to ensure efficient allocation of limited resources which also 
imparts maximum benefit to the society often puts the decision makers in disarray. 
A prioritization framework that is technically sound and easily understandable by 
the stakeholders can aid decisionmakers in numerous ways. This type of framework 
is more suitable for safety improvement projects where benefits of project imple-
mentation are immeasurable in most cases. Where economic viability of a project 
can be the most important metric for the selection of a general development project, 
safety improvement project’s feasibility may depend on many more important factors 
such as- current crash statistics, demography of the road users, existing road safety 
features, speed differential in the corridor etc. 

The application of multi-criteria-decision-making (MCDM) methods in project 
appraisal or location prioritization is not a very new concept in the transportation 
research domain. The pragmatic and inclusive nature of the framework has made 
MCDM methods a top pick for decision makers. Use of MCDM methods such 
as Analytic Hierarchy Process (AHP), Analytic Network Process (ANP), Tech-
nique for Order Preference by Similarity to Ideal Solution (TOPSIS), Best Worst 
method, Decision Making Trial and Evaluation Laboratory (DEMATEL), Prefer-
ence Ranking Organization Method for Enrichment of Evaluations (PROMETHEE) 
are evident in the existing works of literature [1–9]. However, the Analytic Hier-
archy Process (AHP) proposed by Saaty [10] is considered the pioneer of all MCDM 
methods. In AHP, alternatives are evaluated based on several criteria. Later, the wight 
of each criterion is obtained through a pair-wise comparison matrix developed by 
experts’ consultation. The application of AHP in solving transportation related issues 
has become very prevalent in recent years [11]. Use of AHP specially in the road 
transportation mostly encompassed decision and planning related problems [11–14]. 
From literature, Agarwal et al. [6] proposed an AHP based methodology for ranking 
hazardous locations. They divided the hazardous condition into different factors and 
applied the AHP to evaluate the weightage of each factor. Jun et al. [15] assessed the 
variables involved in virtual road safety audit using AHP. The experts were asked to 
take survey on AHP based questionnaire based on which the pair-wise comparison 
matrix was developed. Results indicated that the suggested strategy gave valuable 
guidance on creating an appropriate experiment for a road safety audit.
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The AHP methodology is often presented in conjunction with other approaches to 
bolster the scientific acceptance of the framework. Fancello et al. [8] aimed to rank 
road intersections for road safety improvements using Electre III and concordance 
analysis. For further analysis, the authors used Vikor and TOPSIS and compared the 
two methods. They found TOPSIS performing the best in determining critical road 
intersection. Pal et al. [7] considered several techno-economic factors for prioritizing 
among fifteen state highway sections. They determined the weightage of the factors 
using AHP and ranked the highway sections using TOPSIS and RIDIT. In this study, 
AHP has been proposed in conjunction with Technique for Order Preference by 
Similarity to Ideal Solution (TOPSIS). The AHP was used the evaluate the criterion 
weights whereas TOPSIS was used to rank the alternatives based on overall score. 

2 Study Area and Data Collection 

The study area covered Cumilla-Feni section of N1 national highway, Gazipur-
Elenga section of N4 national highway, Natore-Nawabganj section of N8 national 
highway, and Barisal-Madaripur section of N8 national highway. These four alter-
natives were evaluated under five criteria- average annual daily traffic (AADT), 
crash per thousand vehicles, percentage of corridor without median, heavy vehicles 
percentage in the corridor, and percentage of non-motorized vehicles in the corridor. 
The required data for analysis were collected from some secondary sources along 
with drive-through video footage from a probe vehicle as shown in Table 1.

3 Methodology 

3.1 Analytic Hierarchy Process (AHP) 

The AHP methodology adapts the eigenvector method to determine criteria weights 
[10]. The Perron-Frobenius theory serves as the foundation for this strategy, 
according to which the greatest eigenvalue may be found given a positive matrix with 
the weights vector as its associated eigenvector. The eigenvector contains nonnega-
tive entries, and after being normalized, the sum of its parts equals one, resulting in 
a vector of relative weights [15]. The simple step by step approach within the AHP 
methodology is described here. 

Step 1: Determining the criteria and alternatives for evaluation. 

Step 2: Preparing comparison matrix based on experts’ opinion.
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Table 1 The criteria for evaluation, observed values of criteria and source of data 

Criteria and 
their observed 
values 

Cumilla-Feni 
(N1) 

Gazipur-Elenga 
(N4) 

Natore-Nawabganj 
(N6) 

Barisal-Madaripur 
(N8) 

Data 
source 

Annual 
average daily 
traffic 

13,995 30,409 21,446 8533 RMMS 
database 

Crash data 
(2011–2015), 
Selected 
section 

13 19 7 2 Accident 
Research 
Institute 
(ARI) 

Crash per 
thousand 
vehicles 

0.93 0.62 0.33 0.23 

Length of 
corridor (KM) 

81.2 71.3 61 60 RMMS 
database 

Length of 
corridor 
without 
median (KM) 

0 7.41 61 59.7 Satellite 
imagery 
and drive 
through 
footagePercentage of 

corridor 
without 
median 

0 10.39 100 99.5 

Heavy vehicle 
AADT 

7223 22,223 1798 3271 RMMS 
database 

Percentage of 
heavy vehicle 
in the corridor 

51.61 73.08 8.38 38.33 

Non-motorized 
vehicle AADT 

197 1111 5027 153 RMMS 
database 

Percentage of 
non-motorized 
vehicle in the 
corridor 

1.41 3.65 23.44 1.79 

RMMS Database-road management and maintenance system database by roads and highways department

(1)
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Table 2 Saaty’s nine-point 
scale of preference [10] Verbal preference Numerical score 

Extremely preferred 9 

Very strongly preferred 7 

Strongly preferred 5 

Moderately preferred 3 

Equally preferred 1 

Here, [c1, c2,…, cn] indicate the criteria for evaluation and [a1, a2,…, an] indicate the 
alternatives that are to be ranked and prioritized. The pair-wise comparison matrix 
is developed complying with 9-point Saaty scale (Table 2). 

Step 3: Developing normalized matrix and calculating priority vectors. As per the 
Perron-Frobenius theory, the greatest eigenvalue may be found given a positive matrix 
with the weights vector as its associated eigenvector. In simple words, the sum of 
rows of the squared comparison matrix are normalized to obtain the priority vectors/ 
vector of weights. 

Step 4: Checking for inconsistency in the subjective judgement. Since the pair-wise 
comparison matrix is developed by experts’ opinion, and the judgement is bound to 
be kept within the discrete nine-point Saaty scale, inconsistency in the judgement 
may arise. Hence, Consistency Index (CI) is measured. 

C I  = 
λmax − n 
n − 1 

(2) 

Here, λmax is the indicator of highest eigenvalue and the number of criteria is repre-
sented by n. Consistency Ration (CR) can be calculated further comparing with 
the Random Index (RI) where if CR < 0.1, the results must be rejected. Random 
index is the consistency index of a randomly generated pair-wise comparison matrix 
(Table 3). 

CR  = 
C I  

R I  
(3)

Table 3 Random Index for different number of criteria [16] 

n 1 2 3 4 5 6 7 8 9 10 

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 
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3.2 Technique for Order Preference by Similarity to an Ideal 
Solution (TOPSIS) 

Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) was 
initially presented by Chen and Hwang [17] in 1992. The fundamental tenet of this 
approach is that the optimal compromise alternative should be the furthest away 
from the negative-ideal solution and the closest to the ideal solution [8]. Simple 
steps followed in TOPSIS to complete alternative ranking are shown here [18]. 

Step 1: Formation of a decision matrix. 

Step 2: Normalized decision matrix development. If the normalized value is ri j  . 

ri j  = xi j/En 
i=1 x

2 
i j  

Here, xi j  indicates the objective function value i for an alternative. 

Step 3: Developing a weighted normalized decision matrix. 

vi j  = wi j ri j  

Here, ith objective function’s weight is wi 

Step 4: Generation positive ideal and negative ideal solution. Here, A∗ = 
{(maxvi j | j ∈ J ), (minvi j | j ∈ J ')} and A− = {(minvi j | j ∈ J ), (maxvi j | j ∈ J ')} 

Here, J = 1, 2, 3,…….,n; J indicates benefit criteria and J ' =  1, 2, 3,…….,n; J '
indicates disbenefit criteria. 

Step 5: Determining the separation of each alternative from positive and negative 
ideal solution. 

Here, D∗ 
i =

/En 
j=1(vi j  − v∗ 

j )
2 is the separation from positive ideal solution and, 

D− 
i =

/En 
j=1(vi j  − v− 

j )
2 is the separation from negative ideal solution. 

Step 6: Finding the ideal closeness. 

C∗ 
j =

D− 
j 

(D∗ 
j + D− 

j ) 

C∗ 
j ranges between 1 and 0 and it the measure of ranking alternatives. The larger 

C∗ 
j indicates better performance.
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4 Analysis and Result 

This study aimed to identify the most vulnerable highway intersection from road 
safety perspective base on five assessment criteria: Average Annual Daily Traffic 
(AADT), Crash per thousand vehicle, percentage of corridor without median, 
percentage of heavy vehicle in the corridor and percentage of non-motorized vehicle 
in the corridor (Table 4). 

The criteria selection was done through extensive literature review and suggestion 
from the stakeholder organizations- World Bank (WB), Dhaka Transport Coordina-
tion Authority (DTCA), Roads and Highways Department (RHD), and Accident 
Research Institute (ARI). Due to the absence of authentic safety critical data, AADT 
was considered as a measure of traffic exposure in the corridor. Crash data provided 
by the ARI for selected highway chainage was converted into crash per thousand vehi-
cles for gaining consistency among the alternatives. Absence of median, percentage 
of heavy and non-motorized vehicles were included into the analysis because of the 
safety threats posed by speed variation in the multi-modal carriageway and chance 
of head on collision. Accident reports showed that 77% of the highway accidents 
had involvement of heavy vehicles such as bus or truck and 50% of the accidents 
were associated with pedestrians, cyclists, motorcyclists or NMVs [19]. 

4.1 Determination of Criteria Weights 

In this study, AHP was used for determining the weights of each criterion. A pair-
wise comparison matrix was developed by consulting with the stakeholders. Prior 
briefing sessions were arranged to ensure that the stakeholders are familiar with AHP 
framework and can deliver consistent judgement. Lastly, the matrix was finalized by 
the authors after consulting with the transportation safety experts with know-how in 
ranking, prioritization, and road safety (Table 5).

The comparison scale proposed by Saaty [10] was used to develop the comparison 
matrix. From the matrix we can see that, AADT is three times less preferred than 
crash per thousand vehicles. In a similar process, through consultation and surveys, 
comparison scores were assigned to other pairs. Once the pair-wise comparison

Table 4 Criteria names and criteria codes 

Criteria name Criteria code 

Annual average daily traffic AADT 

Crash per thousand vehicles CPTV 

Percentage of corridor without median % CWM  

Percentage of heavy vehicle in the corridor % HV  

Percentage of non-motorized vehicle in the corridor % NMV  
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Table 5 The pair-wise comparison matrix for AHP 

AADT CPTV % CWM % HV % NMV  

AADT 1 1/3 1/2 1/2 1/2 

CPTV 3 1 2 3 3 

% CWM 2 1/2 1 2 2 

% HV 2 1/3 1/2 1 1 

% NMV 2 1/3 1/2 1 1

matrix was formed, priority vectors/eigen vectors were calculated by simple matrix 
operations through trial and error (Tables 6 and 7). 

The trial-and-error approach to determine priority vector was stopped after second 
trial as no major difference among the priority vectors were observed. The AHP 
methodology identified crash per thousand vehicles (CPTV) as the most impor-
tant criteria (weightage = 40%) followed by percentage of corridor without median 
(weightage = 24%), percentage of heavy vehicle in the corridor (weightage = 14%),

Table 6 Fist trial of priority vector determination 

Trial-1 

AADT CPTV % CWM % HV % NMV Sum of row of 
squared matrix 

Priority vector 

AADT 4.99 1.24 2.16 3.49 3.49 15.37 0.09 

CPTV 22 4.97 8.5 14.5 14.5 64.47 0.4 

% CWM 13.5 2.98 5 8.5 8.5 38.48 0.24 

% HV 7.99 1.9 3.16 4.99 4.99 23.03 0.14 

% NMV 7.99 0.66 3.16 4.99 4.99 21.79 0.13 

Total 163.14 1 

Table 7 Second trial of priority vector determination 

Trial-2 

AADT CPTV % CWM % HV % NMV Sum of Row 
of Squared 
Matrix 

Priority 
vector 

AADT 137.11 27.722 54.175 88.585 88.585 396.1773 0.1 

CPTV 565.58 114.431 223.905 365.805 365.805 1635.526 0.4 

% CWM 336.255 68.211 133.21 217.655 217.655 972.986 0.24 

% HV 204.07 41.542 80.745 132.095 132.095 590.5473 0.14 

% NMV 176.79 5.273 70.205 114.115 114.115 480.4983 0.12 

Total 4075.7349 1 
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Table 8 Consistency ratio determination 

AADT CPTV % CWM % HV % NMV Row avg. 

AADT 1 0.33 0.5 0.5 0.5 0.566 

CPTV 3 1 2 3 3 2.4 

% CWM 2 0.5 1 2 2 1.5 

% HV 2 0.33 0.5 1 1 0.966 

% NMV 2 0.33 0.5 1 1 0.966 

Row avg. Priority values Priority value/row 
avg. (X) 

Avg. (X) λmax 

0.566 3.074 5.431 5.094 

2.4 12.894 5.373 

1.5 7.696 5.131 

0.966 4.606 4.768 

0.966 4.606 4.768 

CI 0.0235 RI 1.12 CR 0.02 

percentage of non-motorized vehicles in the corridor (weightage = 12%) and lastly 
Average Annual Daily Traffic (weightage = 10%). 

4.2 Consistency of Judgement 

Consistency Ratio is the measure of consistency of the judgement in AHP. The 
developed matrix is compared with the consistency index of a randomly developed 
one to determine the consistency ratio. If CR < 0.1, the developed comparison matrix 
cannot be claimed any better than a randomly developed matrix (Table 8). 

From analysis, the consistency ratio was found CR = 0.02 < 0.1, indicative of a 
consistent judgement by the stakeholders. 

4.3 Ranking of the Alternatives 

The weight of the criteria obtained from AHP analysis were applied in the TOPSIS 
framework to rank the highway sections (Table 9).

The TOPSIS analysis identified Natore-Nawabganj section of N6 national 
highway as the most vulnerable highway section among the four alternatives. This 
highway corridor had zero percent road median coverage, remarkably high NVM 
volume with a moderate crash record. With a score very close to the N6 national 
highway, Gazipur-Elenga section of N4 national highway was identified as the second
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Table 9 Determination of the rank of alternatives by TOPSIS

most vulnerable location with very high traffic volume in the corridor, relatively high 
accident record and extremely high heavy vehicle movement. 

5 Conclusions and Policy Implications 

The goal of this study was to develop a data driven location prioritization framework 
for road safety improvement projects that can guide policymakers in the decision-
making process. The proposed framework adapted a two-step approach based on 
multi-criteria decision-making methods to overcome the difficulties in location prior-
itization. In the initial stage, decisions were made by the major stakeholders to 
evaluate the candidate highway sections based on five important criteria. The AHP 
methodology was followed to determine the weightage of each criterion through 
developing pair-wise comparison matrix. Once the criteria weightage was achieved, 
state of the art ranking method TOPSIS was employed to rank the alternatives. Results 
showed that the Natore-Nawabganj section of N6 national highway was the most 
vulnerable location as this highway corridor had zero percent road median coverage, 
very high NVM volume with a moderate crash record. Furthermore, Gazipur-Elenga 
section of N4 national highway was identified as the second most vulnerable loca-
tion with very high traffic volume in the corridor, relatively high accident record and 
extremely high heavy vehicle movement. 

The proposed framework, if adapted by the transportation professionals and the 
decision-makers, can reduce significant delay in determining suitable candidate for 
project implementation. Besides, the common issues faced at the policy level such
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as lack of safety critical data, incorporating stakeholders input into the decision-
making process, overcoming delay in the decision-making process etc. can be 
easily marginalized by this framework. Overall, the proposed methodology provides 
decision-makers with a tool that is data driven, intuitive and adjustable to user’s 
demand. 
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Predicting Future Land Use and Land 
Cover Changes and Their Effects 
on Land Surface Temperature 
in Chattogram City of Bangladesh 

T. Das, M. I. Islam, and D. R. Raja 

Abstract Heatwave is one of the most dangerous “natural hazards” with the greatest 
impact on people and other living beings that rarely receive adequate attention world-
wide. Climate change & intense landcover conversion result in extreme heatwaves 
in urban areas. Chattogram, which is located in the southeast of Bangladesh, is a 
prominent coastal city and key economic hub. Chattogram City Corporation (CCC) 
consists of 41 wards with a large population, and most of the heavy, medium, and 
light industries of Bangladesh are situated in Chattogram. Due to this commercial 
and industrial development, and rapid urbanization, the landcover of the CCC area 
has changed expeditiously which is responsible for the urban heatwaves hazard. The 
study intends to comprehend the future heat wave scenario. For a better understanding 
of heatwaves, it has been analyzed the temporal changing and relationship between 
the Land Surface Temperature (LST) and the Land Use & Land Cover (LULC) from 
2000 to 2020. Based on this data, the Artificial Neural Network (ANN), Markov chain 
model (MC), and Cellular Automata (CA) models have been applied to the predic-
tion of future LST and LULC in different two years, 2030 and 2040. The temporal 
analysis result shows that the LST of the CCC area has risen with the decrease of 
vegetated areas and water bodies. The model simulation result suggests that the total 
buildup area of the CCC will be increased around 45% and 60% in 2030 and 2040 
respectively, and 13 and 43% of the CCC area will suffer temperatures higher than 
36° C in 2030 and 2040, respectively which are considered to be more vulnerable to 
the people. Policymakers will find this research useful in interpreting the effects of 
LULC change on LST and in recommending management frameworks. It will also 
be favorable for analyzing future vulnerability in the CCC area due to heat stress.
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1 Introduction 

World temperature is getting warmer with the rhythm of time. Incidents of extreme 
heat are becoming more often and more intense on a global scale, and this trend 
is predicted to continue into the twenty-first century [1, 2]. Currently, 50% (or 3.5 
billion) people live in urbanized regions around the world, and by 2030, that number 
is anticipated to rise to 60% (4.9 billion). This large populations with their significant 
social inequality will make them more vulnerable to climate change on a social level 
[3]. The frequency of heat waves and their harmful impacts would increase due to the 
rise in global temperatures. The effects of heat waves is reliant on the severity and 
duration of the individual events along with environmental and socio-demographic 
factors [4]. As we all know heat waves can cause numerous heat-related illnesses and 
deaths which can be a major problem for developing countries like Bangladesh. Land 
surface temperature (LST) is a major contributing factor attributed to an increase in 
urban heat and microclimatic warming [5]. The conversion of natural land cover into 
artificial materials, causes an increase in sensible heat flow as well as air temperature 
rise [6]. Between 2000 and 2016, at least 136,835 people in Europe died of heat-
related health issues, which represents more than 87% of all disaster-related deaths 
in that area [7]. 

Bangladesh is one of the foremost countries susceptible to the unpleasant effects of 
global warming. In 2003 around 62 people died due to heat waves across Bangladesh 
and the death rates rise by approximately 20% during heat waves [8]. Heat wave 
hazard mitigation is becoming a significant policy concern for Bangladesh’s policy-
makers, since it is a hazard to the country’s ecosystem and habitats. Chattogram is 
the country’s biggest port and the primary location for the development of heavy, 
medium, and light industries. Additionally, Chattogram is the site of Bangladesh’s 
only oil refinery and steel factory. According to research, Chattogram city has 
observed significant increases in surface urban heat island intensity at night by 1.9 °C 
during the last 20 years [9]. 

This study has tried to understand the future heat wave scenario in Chattogram 
City for mitigating future heat related disaster. The present study aims to analyze 
the temporal change of land use & land cover (LULC) and land surface temperature 
(LST) during the year 2000–2020 in Chattogram City Corporation area. This research 
also aims to predict the future heat wave scenario in 2030 and 2040 in Chattogram City 
Corporation Area, Bangladesh applying the Markov chain model, Cellular Automata 
model, and Artificial Neural Network (ANN). Also, this study will help to investigate 
future heat wave vulnerability of this area.
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2 Materials and Methods 

The methodology of the study includes outline of the study area, data collection and 
analysis procedure have been mentioned during this section. 

2.1 Study Area Profile 

Chattogram is the ‘Commercial Capital’ and the second-biggest metropolitan city 
declared by the government of Bangladesh. It is considering the industrial, commer-
cial and institutional potentials of the country. Chattogram is also known as a port city 
of Bangladesh and the third busiest international seaport in South Asia [10]. Most of 
the heavy, medium, and light industries of Bangladesh are situated in Chattogram. 
As well as Chattogram is also the location of Bangladesh’s only steel mill and oil 
refinery. Chattogram City Corporation (CCC) has a total area of 160.99 km2 and 
41 wards with a large population. The amount of vegetation and water bodies has 
been continuously decreasing because of the rapid urbanization, commercialization, 
and industrial development. And this the main reason for increasing land surface 
temperature as the urban and industrial areas cannot absorb heat. So, increasing land 
surface temperature is a threatening issue for this city for now and in the nearest 
future (Fig. 1).

2.2 Data and Methodology 

In this research, three Multi-spectral Landsat satellite data were obtained the United 
States Geological Survey (USGS) website. Landsat Thermal Infrared Sensor (TIRS), 
Thematic Mapper (TM), and Operational Land Imager (OLI) data were collected 
from 2000 to 2020 in 10-year intervals with 0% cloud coverage to analyze the land 
use and land cover (LULC) change and land surface temperature (LST) of the study 
area. 

The acquired satellite images were categorized into five broad land cover types 
(built-up 01, built-up 02, water body, vegetation & bare soil) for the year of 2000, 
2010, and 2020 on the basis of the Maximum Likelihood Supervised Classification 
(MLSC) technique. After the classification, an accuracy assessment has done for 
each LULC image for the validation purpose. For the ground truth verification using 
Google Earth, a total number of 400 sample pixels have been generated based on 
random sampling [11]. The land surface temperature (LST) has been obtained from 
the thermal bands of Landsat-5 TM (band 6) and Landsat-8 OLI (band 10). All the 
LST extraction was done in ArcGIS 10.7 with the help of model builder and raster 
calculator tools.
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Fig. 1 Location of the study area

For predicting future LULC changes, a combination of the multilayer perceptron 
(MLP) model, which is an artificial neural network model [12] and the Markov Chain 
(MLP-MC) model have been used. The Land Change Modeler (LCM) tool has been 
used to run the model in IDRISI Selva V.17 software. There are two variables in the 
MLP model which are the land cover images are input as dependent variables and the 
variables controlling the land cover changes are input as independent variables [12]. 
For this study, 6 independent variables have been used that control the land cover 
change such as DEM, slope, aspect, distance to water bodies, major roads, buildup 
area. Distance to major roads, buildup areas, and water bodies have a great impact on 
future urban growth or development. An accuracy assessment has performed using 
the existing dataset for ensuring the model’s acceptance. For the acceptance of the 
model, at first, the LULC of 2020 has been simulated. A validation has been done 
with the help of predicted LULC 2020 and existing LULC 2020. After validation 
with an acceptable level, the LULC 2030 and LULC 2040 have been simulated. 

In this study, the prediction of LST for the years 2030 & 2040, an Artificial Neural 
Network (ANN) model has been applied with the assistance of MOLUSCE plugin in 
QGIS software. As input parameters, the study has been used LULC images, NDVI, 
NDWI, NDBI, NDBaI, SAVI, BUAI, and MNDWI. For the model’s acceptance, a 
validation process had completed with the simulated LST of 2020 and the existing 
LST of 2020. After validation with an acceptable level, the LST 2030 and LST 2040 
have been simulated as the same way of 2020 prediction (Fig. 2).



Predicting Future Land Use and Land Cover Changes and Their Effects … 171

Landsat Satellite Images of 
year 2000, 2010 & 2020 

Image Processing & 
visual Interpretation 

Change Analysis 

Supervised Classification Extraction of Land cover indices 
(NDBI, NDVI, NDWI, NDBaI, 

SAVI, BUAI, and MNDWI) 

Land Surface 
Temperature map of 
2000, 2010 & 2020 

Accuracy assessment 

LULC map of 2000, 
2010 & 2020 

Simulation of land cover for 
2020 using Multi-layer 

Perceptron- Markov Chain model 

Validity Checking of Simulation 

Simulation of LST for 
2020 using Artificial 

Neural Network- Cellular 
Automata model 

Validity Checking of 
Simulation 

Change Analysis 

Simulation of LST for 
2030 & 2040 using 
ANN- CA model 

Simulation of land cover for 
2030 & 2040 using MLP-MC 

model 

Fig. 2 Methodological flowchart of the overall study 

3 Results and Discussions 

According to the methodology, the spatiotemporal distribution of LST and LULC 
pattern as well as simulations of the future distribution LST and LULC were 
calculated for the area of study. 

3.1 Temporal LULC and LST Change Analysis of CCC Area 

Maximum Likelihood Supervised Classification method was applied to evaluate the 
LULC of year 2000–2020. The overall accuracies of the classified images (2000, 
2010, and 2020) are, respectively 86.48%, 90.69%, and 94.83%, with Kappa coef-
ficients of 0.86, 0.91, and 0.95. Figure 3 (1a–1c) represent the land classification 
of CCC area for three different years of 2000, 2010, and 2020. From the Fig. 4 it 
had found that between 2000 and 2020, the total area covered by the vegetation has 
reduced gradually. In year 2000, the total percentage of vegetation cover was around 
57.37% which decreased into 39.01% in 2020. The buildup 01 areas which are mostly 
residential, commercial, roads, rail areas have increased 28.07% to 37.48% between 
2000 to 2020. Most of the vegetation and waterbody area turned into buildup 01, 
buildup 02, and bare soil in the year 2020. The expansion of the urban area is the
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consequence of unplanned population expansion, industrialization and the trend for 
rural residents to move to the cities. 

Landsat Thermal bands were used to determine the Land Surface Temperature 
for the years 2000 to 2020 using different formulas. The spatial distribution of LST 
in the CCC area present in Figs. 3(2a–2c). For better visual interpretation the LST 
range of each is divided into six uniform classes respectively <22, 22–24, 24–26, 
26–28, 28–30, and >30 °C. The maximum LST of the year 2000 is 30.84 °C but

Fig. 3 LULC maps for years 1(a) 2000, 1(b) 2010 and 1(c) 2020. Variation of LST for years 2(a) 
2000, 2(b) 2010 and 2(c) 2020
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there are fewer areas with this temperature. The LST of the maximum area in the 
year 2010 is more than 24 °C. In the year 2020, the value of maximum LST increased 
to 35.95 °C and the maximum area’s LST is more than 26 °C. The maximum LST 
in 2020 is very close to the mild heat wave according to Bangladesh Meteorological 
Department (BMD). According to Bangladesh Meteorological Department (BMD) 
‘heat wave’ means when maximum day temperature attains 36 °C or more. From 
2010 to 2020 the maximum LST increased around 5.11 °C between 10 years. The 
rapid rate of urbanization can be a major reason behind this increased LST in 2020. 
We have also found in the LULC map of the year 2020 that 45% of the total area of 
CCC is buildup area. These buildup areas generate more heat than other land uses as 
the conversion of the natural land cover into man-made materials like concrete and 
asphalt, increasing the surface temperature. 

3.2 Simulation of LULC and LST of the Year 2030 and 2040 

For the simulation of LULC of the year 2030 and 2040, the Multi-layer Perceptron-
Markov Chain (MLP-MC) model were used. The Land Change Modeler (LCM) tool 
had been used to run this model in IDRISI Selva V.17 software. For the validation 
of the model, the LULC of the year 2020 were simulated first. The MLP model has 
two variables: independent and dependent. The LULC images used as the depen-
dent variable and 6 independent variables had been used that control the land cover 
change such as DEM, aspect, slope, distance to water bodies, major roads, buildup 
area. All the input helped to run the model. After the prediction of LULC 2020, a 
validation process had done for the acceptance of the model with the help of exiting
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the LULC 2020 map. The overall kappa coefficient was 0.82 which is an almost 
perfect agreement [13]. 

After the LULC prediction of 2020, it can be said that the model is suitable for the 
prediction of 2030 and 2040. So, the LULC of 2010 and LULC of 2020 have input into 
the model as dependent variable and DEM, aspect, slope, distance to water bodies, 
major roads, and buildup area as the independent variable. The predicted LULC of 
2030 and 2040 has been represented in Figs. 5. From the visual interpretation of the 
map in 2040, most of the area converted into buildup 01. 

In 2030 44% of the total area will be converted into buildup 01 which are mostly 
residential, commercial, road, rail, and other infrastructures. And in 2040 it will be 
increased by 49% of the total CCC area (Table 1). In 2020 the 37% of the total area 
was buildup 01. The bare soil, vegetation, water bodies have decreased day by day. 
This rapid rate of buildup growth is the prime reason for the LST increase. 

For the LST simulation of the year 2030 and 2040, the Artificial Neural Network-
Cellular Automata (ANN-CA) model applied in QGIS using the MOLUSCE plugin.

Fig. 5 Predicted LULC maps for years 1(a) 2030 and 1(b) 2040. Predicted of LST for years 2(a) 
2030 and 2(b) 2040
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Table 1 Predicted area of 
LULC 2030 and 2040 Land use Area in % 

Year 2030 Year 2040 

Vegetation 35.03 33.28 

Waterbodies 1.91 1.88 

Buildup 01 44.99 49.87 

Buildup 02 10.30 10.56 

Bare soil 7.76 4.41

Same as the LULC prediction, the LST of 2020 predicted at first for the validation 
of the model. For the LST simulation of the year 2020, the LST map of 2000 used as 
the initial data and the LST map of 2010 used as the final data. Some spatial variable 
which influences the prediction process such as LLC images, NDVI, NDWI, NDBI, 
NDBaI, SAVI, BUAI, and MNDWI of the year 2000 and 2010 were used as the 
spatial variable. The kappa value of the model was 0.764 and the correctness with 
the existing LST of 2020 was 70.91%. 

For 2030 and 2040 simulation the LST of 2010 input as initial data and LST 2020 
input as final data. LULC images, NDVI, NDWI, NDBI, NDBaI, SAVI, BUAI, and 
MNDWI of the year 2000 and 2010 input as the spatial variable. Then the ANN model 
was run with the highest iteration of 1000 and 0.001 momentum for the model’s better 
performance. The current validation kappa value of the model was 0.7037 which is 
a substantial agreement. After running the ANN model, the result input into the CA 
simulation for the final prediction output. 

From the simulation of LST of year 2030 and 2040, the maximum temperature 
of the CCC area will be 39.61 °C in 2030 which is moderate heat wave according 
to Bangladesh Meteorological Department (BMD). And in 2040 the maximum LST 
will be 41.326 °C which is Severe heat wave. In 2030 most of the area’s LST will be 
more than 34 °C and in 2040 it will be increased in 37 °C. In 2030 and 2040, around 
13 and 43% of the CCC area will have temperatures higher than 35 °C. 

4 Conclusion 

With the increasing heat wave the normal lifestyle of people will be devastated in the 
future. From the analysis it can be seen that in 2030 and 2040 the temperature will be 
higher than 36 °C in the maximum area which is not suitable for our living condition. 
As well as from the analysis it can be realized that in 2040 the maximum area of the 
CCC will be converted into buildup area. Such continuous growth of buildup area 
along with LST will create several medical, economic, environmental problems for 
the city. So, from this study the most vulnerable area can be identified and proper 
mitigation strategies can be taken. From this study the similar study of mitigation
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and resilience capacity can be done by the researchers. It can be helpful to reduce 
the adverse effect of heat wave which is useful for inhabitants of these places. 
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Assessment of Air Quality and Noise 
Level in Chattogram City, Bangladesh 

M. J. Alam, M. A. Aziz, A. Haque, and M. H. Masum 

Abstract This study evaluated air quality and noise parameters in the city of Chat-
togram, Bangladesh. Public health studies are associated with both air pollution and 
noise pollution in terms of general health consequences due to the severity of pollu-
tion, including increased blood pressure, heart disease and other respiratory illnesses. 
In the urban areas, air pollution and noise pollution from various causes such as 
transportation, industry and construction activities are gradually and surprisingly 
increasing. The purpose of this study was to analyze air pollution and noise pollution 
in 15 different locations classified into industrial, commercial, and institutional areas. 
The evaluation was carried out for 6 weeks in the dry season. Noise levels, suspended 
particulate matter (PM2.5, PM10), formaldehyde (HCHO), carbon monoxide (CO), 
carbon dioxide (CO2), total volatile organic carbon (TVOC), temperature, light, wind 
velocity, and relative humidity were measured. Measurements were collected in 15 
specific locations within Chattogram city for both daytime and nighttime periods 
during the dry season (November–December 2021). These locations were chosen to 
represent three distinct types of land use. Average concentrations of PM2.5, PM10, 
CO, CO2, HCHO and TVOC in the air of Chattogram city are 99, 115 µg/m3, 46, 
479, 16 and 1.47 mg/m3, respectively. On the other hand, the noise levels in different 
locations shows significant variation (55–87 dB). Suspended particulate matter and 
gaseous pollutants (TVOC, HCHO, CO, CO2) were found in greater concentration 
during the evening period than the day period respectively. Meteorological parame-
ters (Temperature, Relative Humidity) were found hostile during the day period. The
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equivalent noise level (Leq) was found to exceed the permissible limit. The maximum 
average concentration of gaseous pollutants exceeded acceptable limits, which poses 
environmental and health concerns for local residents. The air quality in those areas 
was poor and should be monitored on a regular basis. Therefore, regulatory agencies 
need to enforce environmental standards. 

Keywords Air quality · Air pollution · Noise pollution · Public health 

1 Introduction 

Air pollution can be defined as the presence of contaminants such as sulfur dioxide 
(SO2), particulate matter (PM), nitrogen oxides (NOx), carbon monoxide (CO), 
volatile organic compounds (VOCs), and ozone (O3) in the air we breathe to a 
level that could have some adverse effects on the environment and human health 
[1]. From different sources, this pollutant emits and adversely affects human health 
and also leads to permanent chronic diseases [2]. Air pollution seriously threatens 
human health as it is responsible for low birth weight, high mortality, sudden infant 
death, cardiac arrest, and brain stroke [3]. About 80% of people in urban areas 
are exposed to air pollution exceeding air quality standards set by the World Health 
Organization (WHO), and 98% of middle-income countries fail to meet WHO guide-
lines [4]. Due to potential high levels of exposure to air pollution, road noise, and 
high traffic congestion, different modes of transportation may be related with health 
and safety issues [5]. Estimated over 4.2 million (outdoor) air pollution impacts 
cause deaths worldwide every year [6]. According to the World Health Organiza-
tion (WHO), noise pollution is the third most hazardous type of pollution after air 
and water pollution [7]. Increased levels of air pollution are directly associated with 
high death rates and decreased life expectancy [8]. Residents who reside less than 
300 m from a major road are more likely to be exposed to greater concentrations 
of pollutants such as particulate matter, carbon monoxide, and nitrogen oxide [9]. 
Particularly at peak traffic times, higher particle number concentration values were 
seen [3]. Numerous studies carried out by researchers worldwide have established 
a correlation between air pollutants and meteorological parameters, indicating that 
the concentration of particulate and gaseous pollutants in the air is significantly 
influenced by meteorological conditions [10–13]. 

A significant amount of literature contends that the health and wellbeing of people 
are adversely affected by traffic noise [14]. A substantial amount of literature suggests 
that noise from traffic has a negative impact on one’s health and well-being [14]. Few 
studies have found that the level of noise pollution in Chattogram city is between 
53–97 dB [15] and 65–85 dB [16]. A total of 85 bicycle journeys were examined, in 
a study of Montreal where 70.5 dB (A) was the average exposure level after roughly 
collecting 25 h of data [17]. Furthermore, noise can affect human health in many 
ways, including, for example, sleep and mental disorders, irritable reactions, hearing 
loss, and reduced productivity [7]. Therefore, it is essential to monitor air and noise
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levels in urban environments to assess the environment, leading to effective planning 
for the respective areas of concern. Chattogram (formerly Chittagong) (latitude 22.22 
N, longitude 91.47 E) is the largest port in Bangladesh, and especially the central city 
area covering about 10 km2, is heavily trafficked with persistent traffic jams most 
of the day [6]. Bangladesh’s largest cities have over 5 million inhabitants and the 
population is growing all the time [7]. It is a densely populated city facing high air 
pollution problems [18]. Residents of Chittagong City are facing high levels of noise 
pollution after air and water pollution. Noise pollution is becoming a major concern 
in the city, as the industry is located near residential areas and traffic is heavy [7]. 

A study on air and noise pollution in Chattogram city, Bangladesh, is crucial due to 
its potential health, environmental, and economic impacts. High levels of air and noise 
pollution can cause serious health problems, affect the environment and wildlife, and 
lead to a decline in revenue for local businesses. Therefore, understanding the extent 
of air and noise pollution in Chattogram city is essential for assessing and mitigating 
its impact. Continuous monitoring of pollution levels is also critical to ensure the 
ongoing effectiveness of pollution reduction efforts and the continued protection of 
public health and the environment. It allows for the identification of any potential 
new sources of pollution, measurement of changes in pollution levels over time, and 
immediate action to address any sudden increase in pollution. The movement and 
accumulation of air pollutants are significantly impacted by meteorological param-
eters, which have a significant influence on the formation and dispersion of these 
pollutants in the atmosphere. Therefore, a study is planned to assess air quality and 
noise levels with the surrounding meteorological parameters in the selected loca-
tions in Chattogram City to determine pollution levels. The research will help city 
residents become more aware of the impact of pollution levels and will encourage 
policymakers to take the necessary steps to control pollution to ensure better health. 

2 Materials and Methodology 

2.1 Study Area and Sampling Points Selection 

Chittagong (as seen in Fig. 1) is a port city of Bangladesh (latitude and longitude 
of the city are 22.22 N, and 91.47 E, respectively) and the second largest city in 
southeastern Bangladesh [5]. The Chittagong metropolitan area covers an area of 
about 5,282.92 km2, with an urban area of 2,054.90 km2 [5]. The average population 
density is 19,800 km2 [5]. To identify the environmental pollution level of urban roads 
in different land uses in the Chattogram city area, fifteen (15) different locations (as 
seen in Fig. 1) from three land use (commercial, residential, and industrial) were 
selected for data collection. The selection of these locations is based on a random 
and systematic sampling method, which helps to ensure that the data collected is 
unbiased and representative of the larger population. The data collected from these 
15 locations can provide valuable insights into the overall pollution levels in the
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Land use types Name of the location 

Commercial 

GEC 
NEW Market 

Agrabad 
WASA mor 

CEPZ 

Residential 

Asian Housing 
Arakan Housing 

Shugandha 
New Chandgaon 

Nasirabad Housing 

Industrial 

Oxygen 
Shershah 

BSRM Circle 
Bayzid 

Ctg Polytechnic 

Fig. 1 Map showing the geographical location of the study area and sampling points (left) and 
details of sampling locations (right) 

different land uses of Chattogram city and can help to inform policymakers and city 
planners on how to address and mitigate pollution in these areas. 

2.2 Data Collection and Analysis 

Noise Level, Particulate Matter (PM2.5 and PM10), Gaseous air pollutants (CO, CO2, 
TVOC, and HCHO), meteorological parameters (Temperature, Humidity, light and 
wind speed) data were collected at two different times, from 9.00 am to 3.00 pm 
considered as daytime and from 3.00 pm to 9.00 pm considered as evening time. 
The weather conditions were dry in all sampling locations. The data was collected 
during the winter season (October 2021–November 2021). The technical specifica-
tions of the uses devices for the collection of the mentioned data and standard limits 
for different considered parameters are shown in Table 1. All the equipments were 
calibrated before taking them to the field for data collection. Variation of air pollu-
tants and meteorological parameters were analyzed for both day and night periods 
for three different land use as mentioned earlier. Finally, the pollution levels were 
compared with standard values.
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Table 1 Technical specifications of the devices and standard limit for different parameters 

Parameters Name of the 
instrument 

Range Accuracy Standard limits 

PM2.5 Air quality monitor 
(Temtop-M2000) 

0–999 µg/m3 ±10 µg/m3 65 µgm−3a 

PM10 0–999 µg/m3 ±15 µg/m3 150 µgm−3 a  

CO2 0–5000 ppm ±50 ppm 1200 ppmb 

TVOC Air quality detector 
(PC-S3) 

0.001–9.999 
mgm−3 

±0.001 mgm−3 0.25–0.5 
mgm−3c 

HCHO 0.001–3.888 
mgm−3 

±0.001 mgm−3 0.95 mgm−3 

CO 0–9999 
mgm−3 

±10 ppm 10 ± 50 ppma 

Noise Sound level meter 
(AR814) 

35–130 dBA ±1 dB 50–75 dBd 

Temperature Air quality monitor 
(Temtop-M2000) 

0–100 °C ±0.1 ºC n/a 

Humidity 0–100% ±0.1% n/a 

Wind speed UNI-T Wind Speed 
Meter (UT363BT) 

0–30 m/s ±1 m/s n/a 

Light 
intensity 

Data logging light 
intensity meter 
TA8133 

0–10,000 lx ±1 lx n/a 

Note a CASE-DoE [19] 
b Goh et al. [20] 
c WHO [21] 
d BECR [22] 

3 Results and Discussion 

3.1 Variation of Air Pollutants in Different Land Use 

The analysis of air quality such as particulate Matter (PM2.5, PM10), CO, CO2, TVOC,  
and HCHO lead to the identification of pollution levels in Chattogram City. Here all 
the air quality parameters were compared during the day and evening period (Fig. 2) 
for three different types of areas such as commercial, industrial and residential. 
Figure 2a–b illustrates the variation of PM2.5 and PM10. The maximum value of 
PM2.5 and PM10 was found 148 and 164 µg/m3 during the evening time in the 
New Chandgaon residential area and Shershah industrial area. The minimum value 
of PM2.5 and PM10 was found 57 and 65 µg/m3 both in CPEZ commercial area 
during the evening time. The average value of PM2.5 and PM10 was found 83 and 
110 µg/m3, respectively. Residential areas were having more PM2.5 and PM10 than 
others. The values of PM2.5 and PM10 crossed the Bangladesh standards which were 
65 and 150 µg/m3, respectively. In Fig. 2c, the maximum and minimum value of 
CO was found 194 and 7 ppm in BSRM industrial area and Asian Housing Society
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residential area during the day and evening period, respectively. So the average value 
of CO is 53 ppm. Compared with the day, the value obtained during the evening was 
more satisfactory; where the majority of values during days exceeded the Bangladesh 
standard of 40 ppm. The industrial areas during the day were facing high CO pollution 
than commercial and residential. The major sources of CO are smokes from motor 
engines, burning coal, gas, oil and wood, industrial activities [4]. 

In Fig. 2d, the maximum and minimum value of CO2 was found 138 and 58 ppm 
in Oxygen industrial area and Nasirabad Housing residential area during the day and 
evening period, respectively. So the average value of CO2 is 74 ppm. The residential 
areas were facing more CO2 emissions than others which were so alarming for the 
residence dweller. The CO2 emission had increased because of stationary and mobile 
combustion. In Fig. 2e, the maximum value of TVOC was found 0.97 ppm in the

(a)      (b) 

(c)      (d) 

(e)      (f) 

Fig. 2 Figures showing the variation of air pollutants during day and night periods in different land 
use a PM2.5, b PM10, c CO, d CO2, e TVOC, f HCHO 
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Arakan housing Society residential area during the evening period. The minimum 
value was found 0.09 ppm in the Bayzid Industrial area during the evening period. 
The industrial areas were facing a high concentration level of TVOC compared to 
others. In Fig. 2f, the maximum and minimum value of HCHO was found 0.258 
and 0.003 ppm in Ctg Polytechnic industrial area and New Chandgaon R/A area 
both during the day period. With TVOC, the industrial areas were facing a high 
concentration level of HCHO compared to others. Selected air quality parameters 
varied significantly (p < 0.05) for different locations. Compared with commercial 
and residential areas, the industrial areas exceeded the maximum air quality param-
eters. Maximum values of air quality exceeded the standard because of the increased 
number of vehicles in the roadside, increased number of industries, burning fuels, 
domestic activities, dust re-suspension, and machinery operation. Arif Hossen et al. 
[18] showed the environmental condition was unhealthy for Chattogram city as the 
yearly average value of AQI was above 100. 

3.2 Variation of Noise Level in Different Land Use 

The mean noise level (Leq) varied between 55 and 85 dB. The mean noise levels of 
commercial, industrial and residential areas were around 80, 80 and 70 dB (Fig. 3), 
which exceed the Bangladesh standard 70, 75 and 55 dB, respectively. Because of 
the increased amount of population, traffics, construction work, the ambient noise 
has increased more, which created an alarming issue for the city dwellers. Abdul 
Aziz et al. [7] showed the average noise level in Chattogram City was 72.3 dB (A) 
and all the parameters of noise level exceeded the standard [5]. 

Fig. 3 Figures showing the variation of noise level (Leq) during day and night periods in different 
land use
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3.3 Variation of Meteorological Parameters in Different 
Land Use 

Figure 4 provides some insight into how relative humidity and temperature levels 
can vary across different types of areas and at different times of the day. The study 
found that the average relative humidity levels (see Fig. 4a) varied from 48 to 82% 
across the different areas and there was a difference in humidity levels between 
day and evening periods, with evenings generally having higher humidity levels. 
Additionally, industrial areas were found to have higher humidity levels compared 
to other types of areas during the night. Regarding temperature levels, the study also 
found that (see Fig. 4b) industrial areas had the highest average temperatures, ranging 
from 25.2 to 33.8 °C. 

The industrial areas had higher temperatures than other areas during the day period 
because of having lots of industries. In Fig. 4c, light intensity found a maximum value 
of 9500 lx in industrial Areas. Industrial areas were facing higher light intensity than 
the other two land use areas. This is likely due to the presence of artificial lighting 
used by industries, such as street lamps, light poles, and outdoor lighting for security

(a)      (b) 

(c) 

Fig. 4 Figures showing the variation of meteorological parameters during day and night periods 
in different land use a Humidity, b Temperature, c Light intensity 
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purposes. Higher light intensity in industrial areas can also be attributed to the larger 
number of buildings and structures compared to other areas, which can reflect and 
refract light in various ways. Monitoring light intensity is important for ensuring 
safety and security in industrial areas, as it allows for better visibility and reduces 
the risk of accidents and crime. The average wind speed of all the locations were 
measured 13.6 km/h. Understanding wind patterns and speeds can also aid in the 
development of urban planning strategies, such as determining the best location for 
industries and reducing the impact of pollutants on nearby residential areas. 

The relationship between air pollution levels and meteorological conditions is 
complex and can vary depending on the specific pollutant and meteorological param-
eter being considered. However, in general, certain meteorological conditions can 
influence the concentration and dispersion of air pollutants in the atmosphere [12]. In 
the context of the study described above, the higher humidity levels found in indus-
trial areas during the night may have contributed to the higher levels of particulate 
matter and other pollutants observed in those areas [11, 13]. Similarly, the higher 
temperatures observed in industrial areas may have contributed to increased forma-
tion of certain pollutants [10]. Wind speed and direction may have also played a role 
in the dispersion of pollutants across different areas [12]. 

4 Conclusion 

The air quality parameters, meteorological parameters and noise level analysis of 
Chattogram City provided information about the concentrations of the pollutants, 
weather conditions and noise limit mostly studied worldwide, such as particulate 
Matter (PM2.5, PM10), CO, CO2, TVOC, HCHO, temperature, humidity, light, wind 
and noise. Chittogram city is experiencing several problems because of air pollution 
[6]. Overall concentrations of pollution levels in the environment showed a negative 
impact for the living standards, which exceeded the permissible limits and therefore it 
will create serious environmental and health problems in the respective areas. Partic-
ulate matter PM2.5 and PM10 and gaseous pollutants CO, CO2, TVOC, and HCHO 
were found in greater concentrations during the evening period and the day period, 
respectively. Climatic parameters temperature and relative humidity were found to be 
hostile during the day period. The industrial areas are in highly risk zone comparing 
with commercial and residential areas. This study was conducted during dry season 
as the rainfall amount is low in dry season and concentrations of particulates were 
higher at that time, so the air quality and climatic parameters should also be carried 
out during wet season to see the variations. The t noise level was found to exceed the 
permissible limit. To reduce the air pollution vehicular emission have to be reduced, 
more electronic and hybrid vehicles should be introduced on the road, industries 
should be located far away from the city areas and solid waste management should 
be efficient. To reduce noise pollution improving air quality is therefore of great 
concern. Therefore, regulatory agencies need to enforce environmental standards.
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Scenario of Medical Waste Management 
in Bangladesh During Covid-19 
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Abstract Corona virus outbreak has substantially affected the conventional waste 
management method. As the number of new cases rises, so does the use of medical 
supplies such as disposable gloves and masks, syringes, and personal protective 
equipment resulting into a larger bio medical waste production. The study conducted 
an online survey in Bangladesh with adults aged 18 or older to gather information 
about the proper disposal of BMW generated at households by COVID-19 affected 
patients. The research employed a quantitative approach, including Principal Compo-
nent Analysis (PCA) to identify the factors influencing volume of biomedical waste 
produced in home quarantine. Patients with mild symptoms under home care across 
the entire country generated infectious wastes of 2.2 and 0.76 kg/day in urban and 
rural areas respectively. Among these 63.35% of patients placed their waste in a 
plastic bag with two layers and labels. Furthermore, only 0.8% of these patients 
retained infectious wastes for 72 h which is the standard waste disposal method 
according to WHO guidelines during the pandemic. Among various factors that 
are affecting the generation of wastes during the quarantine period, 5 principal 
components are identified by Principal Component Analysis (PCA). It makes the 
process simple to explore the data set to determine the main variables. The infec-
tious waste that was not handled separately but merged with general waste creates a 
possible secondary source of contamination. The study shows the lack of the current 
waste management system practiced in developing countries increases the spread 
of COVID-19 through infected wastes which may be useful for policymakers in 
developing nations. 
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1 Introduction 

Every civilized society must have the foundational element of human health care. The 
wastes produced by medical procedures can be dangerous, poisonous and even fatal 
due to the high risk of disease transmission [1]. When the first case of severe acute 
respiratory syndrome (SARS) disease, named COVID-19 was discovered in the city 
of Wuhan, China it took no time in spreading all over the globe [2]. Consequently, 
the medical waste dramatically raised from 40 tons/day to about 240 tons/day [3]. 
Bangladesh being a third world country it was already struggling with its insufficient 
medical and waste management infrastructure trying to serve its massive population 
[4]. It has been stated that, the average waste generation rate for all the medical care 
facilities evaluated is 0.5 kg/patient/day [5]. The first COVID 19 case in Bangladesh 
was reported on March 08, 2020 [6]. Along the increase in new cases, it increases the 
usage of medical supplies such as disposable gloves and masks, respirators, syringes, 
PPE, collection swabs, singular use equipment for various lab tests etc. resulting in 
bulk production of biomedical waste than before [7]. Viable virus was detected up 
to 72 h after application to different surfaces, although infectivity decay was also 
observed [8]. Since most of the biomedical waste consists of plastic and other mate-
rial over which the virus can survive for days, it becomes imperative to manage 
infected waste to prevent transmission of corona virus [9]. Indirect hands contact 
with surfaces contaminated by infectious droplets and then eventually touching the 
mouth, nose or eyes seems to be another route of an indirect contact transmission 
[10]. In developing countries like Bangladesh, the waste collectors are not prop-
erly equipped or even dressed correctly to protect themselves from being infected 
while doing their job [11]. They are at high risk and might be source of community 
transmission. Inappropriate collection of infected waste holds risk of contaminating 
general municipal wastes which might result into spreading of the virus [12]. Massive 
volumes of medical waste from COVID-19 are continuously produced and dumped 
into the environment and poor waste management procedures, particularly in devel-
oping nations can raise the danger of contamination [13, 14]. When the wastes are 
not disposed properly following the methods suggested by WHO there is possibility 
of communication of the virus [15]. It is considered that wastes from quarantine 
homes with infected patients would fall within the category of biomedical waste 
[16]. It raises the possibility that, if not adequately managed, waste from COVID-19 
quarantined patients treated in homes or other settings could serve as a source of 
virus contamination [10]. The research pursued quantitative approach to find out the 
amount of waste generated by the patients under home care. As many people has 
endured home quarantine, it becomes essential to determine the variables fundamen-
tally influencing the BMW generation during pandemic using practical alternative 
method such as Principal Component Analysis. The PCA approach offers a large 
multivariate data set to be reduced into a smaller dimension while retaining most of 
the variability [17]. The study could be beneficial to the policy makers of developing 
countries like Bangladesh or similar socio-economic and cultural systems to manage 
the contaminated bio medical waste during crisis period.
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2 Methodology 

2.1 Sample Collection 

The survey was conducted to obtain information about proper disposal of BMW 
generated at households by COVID-19 affected patients. When the study’s topic has 
been conceptualized and the goals for the study area have been chosen, the process of 
gathering data begun. It involved design of a questionnaire using a literature review 
[18]. Online survey using a questionnaire were conducted with adults in Bangladesh 
who were 18 years of age or older [19]. It was prepared using Google Forms to 
conduct the survey across the entire country in order to reach persons who were 
infected with the Corona virus and were in their homes under quarantine. It was 
disseminated by email and popular social media sites among Bangladeshis, including 
Facebook, LinkedIn, What’s App, and Messenger. The respondents were drawn from 
a variety of social groups, such as academics and government officials, practitioners 
in the field of development, physicians, engineers and technologists, students and 
youth leaders, business people and industry officials and people in the banking and 
finance industries [20]. It was optional to respond to the survey’s questionnaire. A 
variety of statistical approaches, including PCA were used to analyze the datasets. 
There were 503 respondents in the sample. Through this online survey, data from 
517 respondents were originally gathered using a straightforward random sample 
procedure of which 14 were eliminated due to incompleteness [21]. To ensure that the 
sample size reflected the widest range of scenario possibilities, pertinent individuals 
were chosen for targeted sampling based on their Bangladeshi citizenship, age of 
18 wlor older, current activities, occupation, social and economic obligations, and 
engagement [22]. The list of questions prepared can be categorized into four groups 
as showed in Table 1.

2.2 Data Analysis 

To comprehend the traits of respondents, descriptive statistics (frequency, percentage, 
and T-test) were used [23]. To investigate the relationship between items, principal 
component analysis (PCA) was used. In large sample datasets, PCA is a data reduction 
tool that illustrates the potential and degree of confidence of each parameter [24]. 
Kaiser-Maier Olkin (KMO) and Bartlett’s sphericity tests were used to validate the 
need for this analysis prior to conducting the PCA analysis. The KMO > 0.5 results 
(in this work, the KMO value was 0.725) and the significance of Bartlett’s sphericity 
test at p0.01 validated the fitting of the datasets for the PCA [25]. According to 
Kaiser’s approach, which only took into account components with eigenvalues >1.0, 
a number of factors were considered [26].
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Table 1 Category and description of the survey questionnaire 

Number of parts Sector Description 

Part 1 Personal information Email address 

Age 

Place of work and role 

Division of participant 

Number of infected family members 

Whether he was a city dweller or not 

Organization that is responsible for collecting 
their waste 

Part 2 Awarness Whether they took the vaccine or not 

Whether the patient used a separate Washroom 
from other family members 

Frequency of temperature check 

Frequency of oxygen saturation level check 

Frequency of face mask disposal 

Part 3 Waste generation Whether they used facemasks or not, and the 
type of mask used 

List of all sorts of waste generated during the 
patient’s quarantine period 

Amount of waste generation (kg/patient/day) 

Part 4 Waste management system Waste retention period 

Whether they retained waste in a 
double-layered labeled plastic bag or not 

Waste collection frequency 

Waste disposal location by individual

3 Results and Discussions 

Global public environmental health is threatened by biomedical waste, particularly in 
lower-middle-income nations like Bangladesh. The majority of healthcare facilities 
lack suitable and efficient systematic methods for disposing of medical waste. The 
municipal waste is simply blended with the medical waste in the roadside collection 
bins and part of it is buried without following proper procedure or burned in the 
open [27]. Healthcare facilities can treat hazardous-infectious medical waste on-site 
or off-site [6]. During the pre-pandemic period, sanitary landfills, incinerators, and 
autoclaves were frequently utilized to treat medical waste [28]. The pandemic has 
changed the dynamics of waste generation. It included the probable criticality in the 
waste collection and treatment stage management [29]. It has been indicated that the 
pandemic has caused the decline of recycling and waste diversion efforts [30]. The 
most preferred measure for BMW treatment is incineration as it ensures complete 
destruction of the pathogen [31].



Scenario of Medical Waste Management in Bangladesh During Covid-19 193

3.1 Descriptive Outcome of Waste Generation, Management, 
and Disposal 

The age of participants varied between (18–67) years old with a mean of 37.9 (SD 
± 13.63). People living in the cities generated 2.2 kg of waste/day on average. The 
waste was disposed at their doorstep which was then collected by city corporation 
workers separately or it was disposed of in the local waste bin along with other 
non-infectious waste. People from rural areas tend to produce less waste (0.76 kg/ 
day) but the disposal management was not satisfactory. Among them, 57.04% of rural 
participants chose to dispose of it mixed with other household wastes. The remaining 
28.17 and 14.79% of the rural people discarded the waste in the river and disposed 
into an excavated hole respectively. 63.35% of the total infected people managed to 
put their waste in a double-layer of labeled plastic bag as recommended by WHO 
guidelines while the remaining 36.65% did not follow the instruction which makes 
it difficult for the waste collector to distinct the infectious waste. It was essential 
to retain wastes for 72 h so that the virus decayed during that period. The retention 
period has been shown in Fig. 1. The standard is to retain the waste for 72 h prior 
to disposal which is followed by only 0.80% of people. In Bangladesh, most people 
retain their waste for 24 h. Around 49.60% family used to retain for 1 day and 3.19% 
retained it for 12 h only which is not adequate. It could be due to lack of knowledge 
or the interval of waste collection service provided into their area. 27.49% of them 
didn’t retain their waste as they were eager to get rid of the infectious waste but did 
not care about the spread of the virus into the environment.

3.2 Relation Among Waste Generation, Waste Management, 
Awareness, and Demographic Characteristics 

The scree plot (Fig. 2) demonstrated the retention of a total of five components 
(determined by components with eigenvalues >1). Table 1 showed the results of the 
items that performed well on each component. According to studies, the loading 
scores were divided into three categories: weak (0.50–0.30), moderate (0.75–0.51), 
and strong (> 0.75) scores [7].

Through its moderate positive and negative loading, the PC1 (First) explained 
14.841% of the variance, representing the variables of waste generation including 
age, likely to be vaccinated, the practice of putting garbage in a labeled double-layered 
plastic bag, and amount of waste generated. 

After that, the PC2 (Second) loaded relatively positively and explained 14.352% 
of the overall variation. It portrayed whether he resided in a city or not, the duration 
of waste retention, and the organization responsible to collect the waste. 

Moderately positively loaded, the PC3 (Third) explained 9.372% of the variance 
with the frequency of mask disposal and oxygen saturation of blood examination. 
Additionally, negatively loaded with types of masks used.
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Fig. 1 Retention period before the waste disposal

Fig. 2 The scree plot
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PC4 (Fourth) was slightly positive including hygiene of the waste collector and 
frequency of temperature checks which accounted for 6.811% of the variation. At 
the same time, it was negatively loaded with the division the participant lived in. 

While PC5 (Fifth) demonstrated moderate positive loadings. It explained 5.676% 
of the total variations with using a separate toilet and the number of family members 
who had been infected by Corona. A significant correlation between all of the PCs 
(Table 2) has been revealed from the t-Test (Table 3). 

Corona virus has already limited the options for reusing and recycling [30]. Tons 
of surplus waste are now being produced due to bio medical waste associated with 
corona-affected people staying in home quarantine. It resulted in 1.52–4.4 times 
increase in waste generation. When these wastes are not managed properly, it might 
give rise to a secondary source of contamination. BMW disposed of randomly as well 
as discarded in rivers results in polluting the river water which should be checked 
immediately. People living in rural areas have no minimum waste disposal facility 
available when they were suffering from Corona virus. Open burning has been a 
preferred choice by waste management authorities to get rid of infectious wastes 
which are forbidden due to the emissions of chemicals or hazardous pollutants.

Table 2 Retained items after principal component analysis 

Items PC1 PC2 PC3 PC4 PC5 

Age −0.77 0.306 0.049 −0.035 0.066 

Dose of vaccine −0.697 0.091 −0.039 0.009 −0.058 

Amount of waste (kg/day) 0.686 −0.115 −0.155 0.163 0.035 

Double-layer labeled plastic bag 0.501 0.206 0.105 −0.007 0.192 

Disposal location 0.429 0.199 −0.104 −0.162 0.003 

City dweller or not 0.077 0.81 0.09 −0.248 0.119 

Retention period prior to disposal 0.044 0.642 0.305 −0.304 −0.164 

Waste collection organization −0.149 0.641 −0.176 0.179 0.101 

Collection frequency of organization −0.362 0.407 −0.284 0.224 0.061 

Frequency of mask disposal −0.029 0.005 0.726 −0.031 −0.032 

Type of mask used 0.232 0.049 −0.675 0.224 −0.186 

Frequency of oxygen saturation check 0.408 0.036 0.522 0.228 −0.011 

Hygiene of waste collector −0.199 −0.1 0.16 0.646 0.084 

Frequency of temperature check 0.126 −0.094 −0.107 0.54 −0.076 

Participant’s location −0.154 0.24 0.386 −0.525 0.001 

Type of waste generated 0.013 −0.158 0.05 −0.476 0.206 

Use of separate washroom 0.26 0.176 0.228 −0.109 0.731 

No. of infected family members −0.031 −0.012 −0.102 −0.075 0.876 

Eigenvalues 2.671 2.583 1.687 1.226 1.022 

Variance % 14.841 14.352 9.372 6.811 5.676 

Cumulative % 14.841 29.193 38.565 45.376 51.052
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Table 3 Test of association between each component and the demographic characteristic using a 
T-test 

Items T-test 

T Df Sig. (2-tailed) Mean difference 95% Confidence 
Interval of the 
Difference 

Lower Upper 

PC1 1.994 17 0.006 0.21672 −0.0126 0.4461 

PC2 3.104 17 0.006 0.29717 0.0952 0.4991 

PC3 4.539 17 0.000 0.32861 0.1759 0.4814 

PC4 2.494 17 0.023 0.22128 0.0341 0.4085 

PC5 1.630 17 0.002 0.16044 −0.0473 0.3682

The rural waste management authority (Pouroshova) has to be more spontaneous to 
manage the waste actively. 91.7% of the corona-affected people generated infected 
face masks. Additionally, 7.2% had PPE disposed of as bio-medical waste. 60.6% 
of them chose to use a disposable mask even when they were living in isolation. 
The used mask was thrown once (28%) or twice (22.2%) each day to ensure less 
buildup of the infectious virus around victims. The large amount of waste has to be 
disposed of safely without causing health hazards to the waste collector and adverse 
environmental effects. Controlled landfill and deep burial may be adopted in areas 
where incinerator has surpassed their capacity. The five defined principal components 
for the sample in this study show more straightforward implications than the eighteen 
characteristic clusters. However, it was not possible to reach every class of people, 
especially those who are not accustomed to the use of the internet as the survey 
was performed online. As a result, elderly persons and people who do not have the 
privilege of using the internet could not become a part of the study. The inclusion of 
them might reflect additional concerns in BMW management. 

4 Conclusion 

The management of waste has a significant impact on the environment and public 
health. The unexpected increase in medical waste caused by the COVID-19 outbreak 
has overloaded many waste management systems, illustrating the significance of 
efficient waste disposal. Biomedical waste, often known as BMW, is one kind of waste 
that needs specific treatment since it has the potential to transmit illness and damage 
the environment. According to the study, city dwellers generated 2.2 kg of waste on 
average every day, compared to 0.76 kg per patient each day in rural areas. Retaining 
the waste for 72 h is an effective method to let the virus decompose and minimize the 
risk of contamination Only 0.8% of patients retained COVID-19-generated trash for 
the suggested duration to lower the possibility of exposure. Lastly, using techniques
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like Principal Component Analysis can improve the characterization of data sets and 
provide a more comprehensive understanding of waste production patterns. 5 key 
factors that affected the production of waste among numerous factors throughout 
the quarantine period were found by PCA. It is essential to educate the general 
people on BMW disposal best practices in order to improve waste management. 
Public education campaigns can successfully convey the detrimental repercussions 
of improper disposal through media including television, newspapers, and striking 
posters. The COVID-19-generated wastes may be treated at the source and disposed 
of, or it may be transferred off site to be discarded. After incineration, the residue must 
be removed and safely cremated to prevent air and soil pollution. Additionally, the 
waste materials can be disposed of using a burial procedure. In such circumstances, 
the site should be chosen such that it is remote from the neighborhood and won’t be 
used for other activities in the ensuing years. Waste management facilities need to be 
able to quickly raise their capacity to handle the sudden rise in waste when recycling 
is restricted. 
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Factors Influencing Pedestrian Crashes 
in Dhaka City: A Multiple 
Correspondence Analysis Approach 

S. A. Iqra, A. S. Huq, and S. H. Iqra 

Abstract Pedestrian road safety is a major concern in Dhaka, where pedestrians 
account for 65% of fatal crashes. To alleviate this situation, pedestrian safety aspects 
must be identified. Using a multiple correspondence analysis (MCA) approach, this 
study examines 631 pedestrian accidents in the Dhaka metropolitan area from 2017 
to 2020. In this study, twenty categorical variables were used, including pedestrian 
age, location and action at the time of the accident, driver intoxication, road geometry, 
and lighting condition. In the first two dimensions, pedestrian location and action at 
the time of the crash, injury severity, lighting condition, and time of crash are found 
to be the most discriminant. The eight distinct clusters were later identified in this 
study. By analyzing these clusters, research showed that while crossing the street, 
pedestrians aged forty to sixty are associated in fatal crashes. Pedestrian crashes are 
also more common at night when visibility is low. Male pedestrians are more likely 
to be involved in accidents on uncontrolled roadways, while female pedestrians 
are more vulnerable at cross and tee junctions. Elderly drivers are more likely to 
collide with a pedestrian while making a right turn in an unusual road geometry. 
Furthermore, it has been discovered that overtaking behavior in car drivers results 
in severe pedestrian accidents. Some key countermeasures suggested in this study 
to assuage pedestrian safety include the installation of street lights for nighttime 
visibility, ramps for senior pedestrians, guardrail, retro reflective marking for elderly 
drivers, adequate sight distance at intersections, speed calming devices, and so on.
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Finally, it is expected that the outcomes of this study will assist the policymakers 
to understand the factors that contribute to pedestrian crash severity and fatality, as 
well as aid in the implementation of necessary measures to reduce unexpected and 
avoidable road losses. 

Keywords Pedestrian crash · Road safety · Multiple correspondence analysis ·
Dhaka City 

1 Introduction 

The vast majority of pedestrian accidents (approximately 80%) take place in urban 
settings, whereas the remaining 20% take place in rural areas [1]. In the Dhaka 
metropolitan region, 65% of all fatal traffic accidents include pedestrians [1, 2]. 
Previous research also shows that, in Dhaka city, 67% of the pedestrian collisions 
and 66% of the pedestrian casualties occur in the intersections [3]. Many statis-
tical models, including partial proportional odds model, logit, decision tree, time 
series, binomial, perpetual cycle model and multinomial models, are used to analyze 
pedestrian road traffic crashes [6–10]. Findings of such studies suggests several 
parameters such as bad weather, dawn/dusk, night (without street lights), off-peak, 
no road divider, straight and flat roads, heavier vehicles, increased exposure, small 
lanes, mountainous terrains, obstructed multifunctional complicated footpaths, inad-
equate crossing facilities, and no median barriers; increase the likelihood of collision. 
However, other factors, such as; group crossings behavior, effective traffic control 
system, adequate lighting reduces the risk of pedestrian accidents [6–10]. But, these 
statistical models identify the association of single independent variable with the 
dependent variable. As a result, they fail to determine how these variables can affect 
a pedestrian accident while they act in a group, which is the case in reality. 

Multiple Correspondence Analysis (MCA) is an outstanding method for 
displaying the relative association of categorical variables in any dataset [11]. MCA 
is used to identify systematic relationships between variables and variable cate-
gories with no initial assumptions, whereas traditional hypothesis testing is used 
to verify an initial hypothesis regarding relationships between variables [13–15]. 
Without any prior hypothesis, the MCA approach can identify complex patterns and 
associations between categorical variables. The relationship between the variables is 
further simplified by MCA’s graphical overview, making interpretation simple [12]. 
In contrast to bivariate analysis, MCA can examine multiple data types and dimen-
sions at once. Since MCA is multivariate, it can identify associations between various 
nominal variables [11].
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2 Methodology 

In MCA, it is unnecessary to discriminate between dependent and independent vari-
ables. It necessitates the development of a matrix based on pairwise cross-tabulation 
of each variable. For example, the dimension of this study’s final dataset is 631 × 
20. MCA can be described for a table of qualitative or categorical variables with 
dimension 631 × 20, by picking an individual record (in row), i (i = 1 to 631), where 
20 categorical variables (represented by 20 columns) have varying category sizes. 
Based on these 20 variables, MCA may create the spatial distribution of points by 
multiple dimensions. Let X be the number of variables (i.e., columns) and I is the 
number of observations (i.e., rows). This will create a matrix of I’ times X’. If Px 
represents the number of categories for variable x, the total number of categories for 
all variables is, P = Ex 

x=1 Px. It will spawn another matrix I’ times P’. Each variable 
will have various columns in this matrix to showcase all of its potential categorical 
values. 

WK = BK/(BX);
E

K ∈Kq 

Wk = 
1 

X 
and

E

k∈K 
WK = 1

(
Ak Ak ')2 = 

2BKK ' + BK + Bk '

Bk Bk '/B 

The cloud formed by MCA technique is considered as a weighted combination 
of K points. Category k is represented by a point denoted by AK with weight of Bk. 
For each of the variables, the sum of the weights of category points is B. In this way, 
for the whole set K the sum is BX. The relative weight WK for point AK is WK = 
BK/(BX). The sum of the relative weights of category points is 1/X, which makes 
the sum of the whole set as 1. 

3 Results and Discussions 

In this research, pedestrian crash data of Dhaka metropolitan area in the span of 2017 
to 2020 was analyzed with MCA. The data was collected from Accident Research 
Institute (ARI). ARI maintains crash data in an excel format that includes four unique 
information criteria: crash, driver, pedestrian, and passenger information. Crash data 
provides information about the spatial and temporal features of a crash, such as time, 
day, season, location, junction type, traffic control system, and so on, as well as the 
severity of the crash. 

Driver information includes both vehicle data (vehicle loading, maneuvering, 
vehicle type, and so on) and driver personal information (age, gender, alcohol status, 
seat belt status etc.). Both pedestrian and passenger data include age, gender, injury
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level, and so forth. However, passenger information is not necessary for this investi-
gation. Only pedestrian crashes that happened at DMP locations in Bangladesh are 
the subject of this study. Using the variable “Collision type,” the crash data that fit 
for the study were retrieved from the original dataset. 

When the “Collision type” variable’s value is 9, a crash involving a hit pedestrian is 
indicated. To extract pedestrian crashes, all collision reports with the code “Collision 
type = 9” were filtered. To build a spreadsheet that only contained pedestrian crashes, 
all records of crashes involving pedestrians that were coded in this way were filtered 
and extracted. Using the above-mentioned extraction approach, 631 observations 
were obtained from a total of 1030 DMP crashes between 2017 and 2020. The 
missing data are included in the variable’s maximum frequency category. Thus, in 
this study, 631 observations were analyzed. 

The pedestrian’s demographic features include: gender (male or female); age, 
which is divided into four groups (less than 20 years; 20–40 years; 40–60 years; and 
above 60 years). Other variables included were the pedestrian’s behavioral covariate 
at the moment of the crash (referred to as pedestrian action), which is classified into 
four categories: no action, crossing the road, walking along the roadside, and other 
action. The “other action” category comprises walking along the road and playing 
on the road. Because the frequency of these two groups is so low, they have been 
combined into one group. There are three categories of pedestrian location at the 
time of an accident (roadside, road center and other location). 

Table 1 shows that 93.34% of pedestrians were in the center of the road. When 
the collision happened, 89.86% of pedestrians were crossing the street. Additionally, 
it has been noted that 74.33% of all pedestrian accidents resulted in fatalities. It was 
discovered that 92.71% of incidents occurred on good surface quality. In 55.47% of 
accidents, the bus was the single most prevalent vehicle. Furthermore, going ahead 
vehicle maneuvers were responsible for 70.21% of all pedestrian-related accidents. 
Among the seven types of traffic control systems, the police-controlled systems have 
had the most accidents. Furthermore, 96.67% of the accidents occurred in favorable 
weather conditions.

The eigen values measure, which ranges from 0 to 1, reflects how much of the 
categorical information is explained for by each dimension. The greater the eigen 
value the higher the variance. The eigenvalues in the MCA method are arranged 
in a descending manner, with the first two dimensions conveying the most relevant 
information due to a higher degree of variance. Table 2 displays the eigenvalues and 
percentages of variance for the first ten dimensions. The first dimension in this study 
has an eigenvalue of 0.109, and the second dimension has an eigenvalue of 0.093. 
The first principal axis accounted for 4.74% of the principal inertia, whereas the 
second contributed for 4.05%.

Together, these two dimensions account for approximately 8.78% of data vari-
ability, while the remaining dimensions have descending variability. Table 3 depicts 
the coordinates of the first five dimensions for the top 10 categories. The value of 
R2 can vary between 0 and 1, where 0 indicates no relationship between the variable 
and MCA dimension, and 1 indicates a strong relationship.
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Table 1 Descriptive statistics for pedestrian crashes 

Category Frequency Percentage Category Frequency Percentage 

Junction type Vehicle maneuver 

Cross 80 12.68 Unknown 94 14.90 

Tee 50 7.92 Vehicle loading 

Roundabout 27 4.28 Legal 626 99.21 

Staggered 15 2.38 Illegal 5 0.79 

Not a junction 321 50.87 Driver age 

Unknown 138 21.87 Young driver (<30) 102 16.16 

Traffic control system Middle aged driver 
(30–50) 

518 82.09 

No control 141 22.35 Elderly driver 
(>50) 

11 1.74 

Centerline 50 7.92 Alcohol 

Police + traffic light 12 1.90 Suspected 64 10.14 

Police controlled 348 55.15 Not suspected 567 89.86 

Pedestrian crossing 22 3.49 Seat belt 

Traffic light 8 1.27 Worn 35 5.55 

Unknown 50 7.92 Not worn 596 94.45 

Movement Pedestrian sex 

One way 297 47.07 Female 149 23.61 

Two way 334 52.93 Male 482 76.39 

Weather Pedestrian age 

Bad weather 21 3.33 Less than 20 69 10.94 

Good weather 610 96.67 20–40 231 36.61 

Lighting condition 40–60 257 40.73 

Daylight 313 49.60 More than 60 74 11.73 

Other light 318 50.40 Injury severity 

Road geometry Fatal 469 74.33 

Straight 584 92.55 Grievous 146 23.14 

Not straight 47 7.45 Simple 16 2.54 

Surface quality Pedestrian location 

Good 585 92.71 Road center 589 93.34 

Rough 46 7.29 Road side 29 4.60 

Vehicle type Other location 13 2.06 

Bus 350 55.47 Pedestrian action 

Truck 83 13.15 Crossing road 567 89.86 

Car 65 10.30 Walking roadside 24 3.80 

Motor cycle 43 6.81 No action 30 4.75

(continued)
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Table 1 (continued)

Category Frequency Percentage Category Frequency Percentage

NMV 15 2.38 Unknown 10 1.58 

Others 75 11.89 

Vehicle maneuver 

Going ahead 443 70.21 

Left turn 25 3.96 

Right turn 14 2.22 

U turn 8 1.27

Table 2 Inertia values for top ten dimensions 

Dimensions Eigenvalue Percentage of variance Cumulative percentage of variance 

Dimension 1 0.1091 4.7431 4.7431 

Dimension 2 0.0931 4.0492 8.7922 

Dimension 3 0.0828 3.6007 12.3930 

Dimension 4 0.0792 3.4421 15.8351 

Dimension 5 0.0762 3.3125 19.1477 

Dimension 6 0.0732 3.1837 22.3313 

Dimension 7 0.0698 3.0342 25.3656 

Dimension 8 0.0666 2.8966 28.2621 

Dimension 9 0.0648 2.8193 31.0815 

Dimension 10 0.0644 2.7998 33.8813

Figure 1 is an illustration of the associations among study variables as computed 
by MCA. Several variables have clustered at the origin; this means that their contri-
butions (the eigen values) are smaller than those variables that reside away from 
the origin. The most discriminant variables for dimension 1 are: pedestrian action, 
pedestrian location, injury severity; regarding dimension 2 the most discriminant 
variables are: time, lighting condition, vehicle type. By observing the relative close-
ness of the variables, it is found that the traffic control system, vehicle maneuver, 
seat belt usage, pedestrian age are closer in the two-dimensional space. Based on 
the positioning of the variable clusters, different clouds were formed using the most 
discriminating variables and less distinct variables as shown in Fig. 2. The clouds 
formed with discriminating variables are shown as ellipses and less distinct variables 
are discussed in Figs. 3, 4. These clouds form the category groups that most likely 
to contribute to the crash.

First cloud forms association between six significant factors. The association 
suggests that pedestrians in roundabout junctions having both traffic police and traffic 
light as a traffic control system are more likely to be involved in accidents. Trucks 
are found to be involved in the accidents of these systems according to this cloud.



Factors Influencing Pedestrian Crashes in Dhaka City: A Multiple … 207

Table 3 Significance of key variables on the first plane 

Dim1 R2 P value Dim2 R2 P value  

Pedestrian action 0.3325 <0.001 Time 0.3524 <0.001 

Pedestrian location 0.2795 <0.001 Lighting condition 0.3303 <0.001 

Injury severity 0.1941 <0.001 Vehicle type 0.2413 <0.001 

Driver’s age 0.1909 <0.001 Pedestrian location 0.1667 <0.001 

Lighting condition 0.1685 <0.001 Pedestrian action 0.1615 <0.001 

Time 0.1628 <0.001 Junction type 0.1713 <0.001 

Pedestrian age 0.1303 <0.001 Seat belt 0.0983 <0.001 

Vehicle type 0.1383 <0.001 Driver’s age 0.0549 <0.001 

Vehicle maneuver 0.1362 <0.001 Traffic control 
system 

0.0657 <0.001 

Divider 0.1055 <0.001 Vehicle maneuver 0.0574 <0.001 

Junction type 0.1152 <0.001 Pedestrian age 0.0406 <0.001 

Traffic control 
system 

0.1059 <0.001 Driver’s alcohol 
status 

0.0289 <0.001 

Movement 0.0339 <0.001 Pedestrian sex 0.0231 <0.001 

Surface quality 0.0303 <0.001 Divider 0.0229 <0.001 

Seat belt 0.0204 <0.001 Injury severity 0.0252 <0.001 

Road geometry 0.0192 <0.001 Vehicle loading 0.0177 <0.001 

Vehicle loading 0.0101 <0.001

Fig. 1 MCA plot for the variables
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Fig. 2 Principal MCA plot for the variable categories 

Fig. 3 a Cloud 1 of MCA factor map; b Cloud 2 of MCA factor map c Cloud 3 of MCA factor 
map

Second cloud explains that pedestrian crashes may occur during evening and night 
when the lighting condition of the road is nighttime lighting system (lit/unlit). Many 
earlier research also provides similar findings. Prevention measures such as targeted 
traffic enforcement and incorporating median separators into roadways, and street 
light installation can help reduce pedestrian accidents. FHWA insists to remove trees 
and other obstruction to visibility. Third cloud indicates ten prevalent factors that
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Fig. 4 a Cloud 4 of MCA factor map; b Cloud 5 of MCA factor map; c Cloud 6 of MCA factor 
map; d Cloud 7 of MCA factor map; e Cloud 8 of MCA factor map

are involved with pedestrian accidents. The correlation dictates that pedestrian aging 
between 40 and 60 while crossing the road are more likely to suffer from fatal 
crashes in a divided road during bad weather condition. Middle aged bus drivers 
while going ahead in a road are more likely to hit a pedestrian in this scenario. 
FHWA suggests provision of sidewalk with adequate width and visibility along both 
side of the road for safe pedestrian movement. Also, continuous and gradually sloped 
ramps should be available for physically impaired senior pedestrians. Proper visual 
guidance such as retro reflective sign and marking is necessary for safe pedestrian 
movement in bad weather condition. Signal timing should be established considering 
senior pedestrians. Road crossing facilities such as zebra crossing needs to be clearly 
visible by all ages of pedestrians. 

Fourth cloud displays the association among four factors (pedestrian gender = 
male, seat belt/helmet = not worn by the driver, alcohol status of driver = not 
suspected, traffic control system = no control). Pedestrian crashes are common 
among male pedestrians in junctions with no traffic control system. Drivers who 
had worn seat belt/helmet in a sober condition are more likely to be associated in 
those accidents. Presence of effective traffic control system is proved to be conducive 
in reducing crash risk by many studies. Also, from the descriptive analysis it is 
perceived that male pedestrians are more vulnerable to crashes. From the socioe-
conomic scenario of Bangladesh male trip generation is more likely compared to 
female. As a result, they suffer more from RTA. Awareness among road users should 
be increased. Fifth cloud presents correlation among six categories (divider = no
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divider, road geometry = not straight, surface quality = rough, vehicle maneuver 
= right turn, injury severity = simple, driver age = elderly driver). This connection 
among these categories indicates that elderly drivers (>50 years) during making a 
right turn in a undivided rough surfaced road are involved in simple injury accidents. 
Enough sight distance must be maintained to ensure safe passage of pedestrian in 
the junction. Clearly visible signs and markings is needed along right turn in unusual 
road geometry. Sixth cloud portrays interrelation among three factors (vehicle type 
= car, vehicle maneuver = overtaking, injury severity = grievous). 

This cloud indicates that overtaking behavior of car drivers results in grievous 
pedestrian accidents. Speed limitations needs to be maintained. Speed calming 
devices such as speed ramps, rumble strips, channelization needs to be installed 
in pedestrian crowded area. Overtaking and lane changing behavior is to be prohib-
ited strictly. Seventh cloud deals with five factors (traffic control system = police 
controlled, weather condition = good, surface quality = good, road geometry = 
straight, vehicle loading = legal) that have strong interconnection among each other. 
Pedestrian accidents are more likely to occur in police controlled, straight roadway 
system in a good weather condition. In Dhaka city most of the junctions are police 
controlled. So, accident density in those junctions are higher than other type of junc-
tions. According to the findings of this cloud pedestrian accidents are more likely 
to occur in good weather condition at a straight roadway. This makes sense because 
at a straight road in a good meteorological condition drivers are intended to drive in 
a higher speed resulting in a crash. Cloud eight deals with factors associated with 
female pedestrian accidents. It is displayed by these association during morning and 
afternoon in cross and tee junctions, female pedestrians are more likely to be associ-
ated with accidents. To ensure female pedestrian friendly movement in these junction 
signal timing can be increased considering presence of kids with female pedestrian. 
Guardrail, over bridge, curb, discernible delineation should be maintained. 

4 Conclusion 

This study analyzes total 631 pedestrian accidents of Dhaka metropolitan area in 
the period of 2017–2020 with multiple correspondence analysis (MCA) approach. 
Among fifty-eight categories; pedestrian location and action at the moment of acci-
dent, injury severity, lighting condition and time of accident are found to be most 
significant in the first two dimensions. Variable that are clustered around the origin 
confirms that alcohol status, road geometry and vehicle loading are less discriminant 
in explaining pedestrian accidents. Later, in this research the eight distinct clus-
ters were identified using FactoMineR package in R software. By analyzing these 
clusters, research showed that pedestrians aged forty to sixty are more likely to be 
involved in fatal accidents while crossing the street. Pedestrian accidents are also 
more common at night when visibility is low. Moreover, male pedestrians are more 
likely to be involved in accidents on uncontrolled roadways, while female pedestrians 
are more vulnerable at cross and tee junctions. In addition, pedestrian accidents are
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more likely to occur in a straight roadway system in a good weather condition. Also, 
elderly drivers are more likely to collide with a pedestrian while making a right turn 
in an unusual road geometry. To alleviate pedestrian safety many countermeasures 
are suggested in this study considering the above-mentioned findings. Some key 
countermeasures are installing street lights for nighttime visibility, ramps for senior 
pedestrian, guardrails for lateral separation of pedestrian from mainstream traffic, 
retro reflective markings for ensuring clear visibility of elderly drivers, ensuring 
adequate sight distance at junctions, and speed calming devices etc. The findings of 
this research are indeed to provide policymakers with insights into the influencing 
factors of pedestrian crash severity and fatality, as well as assist in the execution of 
necessary measures to decrease unexpected and avoidable losses on the roads. 
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Modeling of Non-stationary Adsorption 
Behavior of Binary Heavy Metals 
to Porous Media 

F. T. Jahara and M. Kikumoto 

Abstract Non-stationary adsorption of various heavy metals, such as nickel and 
copper, on porous media is modeled both for the single and binary heavy metals. For 
modeling kinetic adsorption, firstly final equilibrium state using an existing isotherm 
model incorporating binary adsorption is described. For this, extended Freundlich 
isotherm showed good agreement with both single and binary systems. Second, 
the rate form of kinetic equations is applied. The advantage of the rate form is 
adsorption of heavy metals at an equilibrium state, which needs to be predetermined 
in the classical pseudo-kinetic equation, is not necessary. The simulated results are 
compared with the past experimental results on non-stationary adsorption of binary 
heavy metals, and the ordinary equation of pseudo-second-order kinetic best fits the 
results. 

Keywords Heavy metal · Porous media · Adsorption · Equilibrium ·
Non-stationary binary adsorption 

1 Introduction 

Numerous industrial processes heavily rely on the usage of heavy metals, such as the 
production of steel and iron, electrolysis, mining, metal finishing, electro-osmosis, 
battery manufacturing, pesticide production, petroleum refining, pigment creation, 
tanneries, and photograph [1]. However, they are of particular concern because of 
their toxicity, propensity for bio-accumulation and persistent nature [2]. Heavy metals 
are toxic and cannot be digested if their concentrations exceed the tolerance limit in a 
living organism; as a result, the metal bio accumulates in the soft tissues. Furthermore,
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when heavy metals come into close touch with people in settings like agriculture, the 
pharmaceutical industry, or homes, they can permeate into the body through water, 
air, food, or skin absorption [3]. Therefore, heavy metals must be removed before 
releasing wastewater into the environment. 

Reverse osmosis, coagulation-flocculation, chemical precipitation, ultra-
filtration, flotation, electro-dialysis, and ion exchange processes are the traditional 
methods for treating heavy metal-contaminated water. However, their use is limited 
because they are typically expensive, unfriendly to the environment, and ineffec-
tive when heavy metal concentrations are between one and one hundred milligrams 
per liter [1]. Meanwhile, adsorption technology has been proven efficient for heavy 
metals treatment because it is simple, inexpensive, and effective even if there is little 
metal contamination of the water. Various porous materials such as clays, sands, and 
ceramics are widely used as an adsorbent, and the adsorption characteristic of heavy 
metal to such porous media has been studied. 

In a practical situation, the waste contains more than single heavy metal simulta-
neously. The adsorption of various heavy metals must be emphasized. The adsorption 
equilibrium for single heavy metal has been extended to a multi-component adsorp-
tion equilibrium to incorporate the effect of the counter heavy metal. Furthermore, 
adsorption studies are investigated for multiple metals as well as single metals for 
non-equilibrium conditions by kinetic modeling. However, all the previous kinetic 
adsorption studies are concerned with the integrated form of the famous Lager-
gren pseudo-first-order kinetics and Ho pseudo-second-order kinetics models. The 
shortcoming of the combined form is final equilibrium adsorption value must be 
predetermined by the experiment, and this equilibrium value is considered constant 
for the kinetic study. But in actual cases, the equilibrium value changes for different 
concentrations at different times. So, the rate form of the kinetic equation is suitable 
for defining adsorption behavior for multi-component metals as well as single heavy 
metal. The objective of this study is to conduct a numerical simulation of stationary 
and non-stationary adsorption (using rate form) of binary heavy metals and to validate 
the simulation with the past experimental study [4] on the non-stationary adsorption 
of binary heavy metals. 

2 Adsorption Model 

There exist two models to predict the nature of the adsorption of heavy metals. One 
is a stationary model known as the isotherm model, and the other is a non-stationary/ 
kinetic model.
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2.1 Stationary/Isotherm Model: 

Mono-component adsorption isotherm 

This model considers the adsorption of single heavy metal without interacting with 
other heavy metals in the system. Two prominent equilibrium models are listed 
below: 

(a) Langmuir Isotherm 

In the adsorbed ions and the monolayer coverage, there is no interaction between 
on uniform adsorbent surface, which is assumed by the Langmuir model [1]. The 
Langmuir isotherm model can determine the maximum adsorption. The equation 
below constitutes the Langmuir model: 

qe = 
qm KLCe 

1 + KLCe 
(1) 

where, 
qe (mg/g) = equilibrium metal ion adsorbed 
KL (L/mg) = Isotherm constant of Langmuir 
qm (mg/g) = maximum capacity of adsorption 
Ce (mg/l) = metal ion concentration in equilibrium. 

(b) Freundlich Isotherm 

The Freundlich model assumes a heterogeneous surface with the interaction of 
different adsorbed ions [5]. The following equation represents the Freundlich model: 

qe = KFC
n 
e (2) 

where, 
qe (mg/g) = adsorbed metal ion in equilibrium. 
KF (mg1−nLng−1) = Freundlich constant representing the adsorption capacity of 

the adsorbent. 
Ce (mg/l) = equilibrium metal ion concentration. 
n (g/L) = Freundlich constant representing affinity/adsorption intensity (surface 

heterogeneity) 

Multi-component Adsorption Isotherm 

A mixture of different heavy metals in wastewater is common rather than single 
heavy metal. For this reason, the equilibrium isotherm models have been extended 
from a single component to a multi-component system to see the interaction among 
heavy metals. 

(a) Non-modified competitive Langmuir isotherm
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This is the primary fundamental Langmuir model for component i in a system of 
N components where competitive adsorption occurs [6]. The isotherm equation is 
described as follows: 

qe,i = qm,i KL ,iCe, j 

1 + ∑N 
j=1 KL , jCe, j 

(3) 

qm,i and KL,i can be estimated from the fitting of the experimental data by the 
corresponding individual Langmuir isotherm equations. 

(b) Modified competitive Langmuir isotherm 

The interactive effect is incorporated in the individual isotherm equations by an 
interaction term, ηi [6] as given  in  Eq. (4). 

qe,i = qm,i KL ,i
(
Ce, j /η j

)

1 + ∑N 
j=1 KL , j

(
Ce, j /η j

) (4) 

qm,i, and KL,i are determined by using the corresponding individual Langmuir 
isotherm equations to fit the experimental data, ηi which can be estimated from 
the competitive adsorption data. 

(c) Extended Langmuir isotherm 

Considering that all of the adsorbate molecules (ions) in the solution compete for the 
same surface sites and the surface sites are uniform, Yang extended the Langmuir 
equation [6] for multi-component systems is as 

qe,i = qmax KiCe,i 

1 + ∑N 
j=1 K jCe, j 

(5) 

The optimal fitting of Eq. (5) to the experimental data for the equilibrium adsorp-
tion of components in the multi-component system yields the values of qmax and 
Ki. 

(d) Extended Freundlich isotherm 

The extended Freundlich equation [7] provided below can also be used to model the 
equilibrium adsorption from binary mixtures: 

qe,i = 
KF,i xC

ηi+xi 
e,i 

C x,i 
e,i + yiCzi 

e, j 
(6) 

KF,i and ŋi are determined using the corresponding individual Freundlich isotherm 
equation for component i and other three parameters (xi, yi, zi) representing the 
multi-component Freundlich isotherm constant in the solution that contains i and j 
components [6].
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2.2 Non-stationary/Kinetic Adsorption Model 

Kinetic study offers useful insight into the mechanism of adsorption and subsequent 
investigation of the governing mechanism of the sorption process as either mass 
transfer or chemical reaction [8]. 

Pseudo-first-order kinetics 

The adsorption rate for first-order adsorption proposed by Lagergren [9] is shown  
below: 

dqt 
dt 

= K1 ∗ (qe − qt ) (7) 

where, k1 (min−1) is the pseudo-first-order adsorption rate constant 
qt (mg g−1 of dry weight) is the adsorbed amount (metal ion) on the sorbent 

surface at time t (min). 
qe (mg g−1 of dry weight) is the equilibrium adsorbed amount (metal ion). 
Integrating Eq. (7) with respect to boundary conditions: q = 0 at t  = 0 and q = q 

at t = t, Eq. (7) becomes 

ln(qe − qt ) = ln qe − K1 ∗ t (8) 

Most of the previous studies [10] have considered the integrated form of this 
equation where qe is assumed constant. However, this integrated form of this equation 
cannot predict the real scenario since equilibrium adsorption is constantly changing 
for different initial concentration of heavy metal. Furthermore, final adsorption in 
equilibrium must be determined by batch test before conducting the simulation. Thus, 
the rate form of the kinetics equation is used in our simulation, which can be applied 
directly to the actual field. 

Pseudo-second-order kinetics 

The following equation is known as the pseudo-second-order kinetic equation 
proposed by Ho [11]: 

dqt 
dt 

= K2(qe − qt )2 (9) 

where K2 (g mg−1 min−1) is the adsorption rate constant of pseudo-second-order. 
Again, most of the researchers focused on the integrated form of this equation 

[12]: 

t 

qt 
= 1 

K2 ∗ q2 
e 

+ 
t 

qe 
(10)
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Fig. 2 Difference between rate form (our simulation) and integrated form (general case) using 
a Pseudo first-order kinetic; b Pseudo second order kinetic 

where qe was constant. The difference between integrated form and rate form is 
indicated in Fig. 1. 

The rate form is applied in the simulation regarding qe as a variable in this study. 
Thus, adsorption is slightly higher in the kinetic curve of the simulation compared 
to the general case (Fig. 2). 

3 Results and Discussions 

For the simulation of adsorption, peat is chosen as an adsorbent to adsorb two 
heavy metals nickel and copper. The simulation is validated using the experiments 
conducted by Ho and Forster [4]. The experiment was mainly focused on the kinetic 
behavior of Ni and Cu in the single and binary systems. For the single solute system, 
1.2 gm peat was used as an adsorbent in 300 ml metal ion solutions, and the initial 
concentration of Ni and Cu was kept at 10, 25, 50, and 100 mg/l. For the bi-solute



Modeling of Non-stationary Adsorption Behavior of Binary Heavy … 219

system, 3.2 gm of peat was mixed with a larger volume (800 ml) of metal ion solu-
tion containing an equal concentration of two heavy metals. The peat suspension was 
shaken for 3 h, and adsorption was measured periodically within 3 h. 

3.1 Stationary Adsorption 

For the Simulation of equilibrium adsorption, Ni and Cu concentrations are varied 
in the range of 0–100 mg/l in a single system. For the binary system, for every initial 
concentration of 1, 10, and 100 mg/l, the counter heavy metals are varied from 0 to 
100 mg/l. 

The simulation is conducted using the modeling technique of Microsoft Excel 
2016. The parameters are fitted by minimizing the sum of square error (SSE). 

SSE  = 
N∑

i=1

(
qe(exp,i ) − qe(cal,i)

)2 
(11) 

qe(exp,i) represent the equilibrium adsorption value from the reference paper [4]and 
qe(cal,i) is calculated value by the simulation. The simulation is performed using all 
the isotherm models described above. Among them, the extended Freundlich model 
shows better agreement with the experiment for Ni and Cu for both single and binary 
systems (Figs. 3 and 4). The isotherm parameters for Ni and Cu in binary and single 
systems are listed in Table 1. 

Both Ni and Cu exhibit antagonistic behavior in the binary system. The adsorption 
of Ni and Cu decreases as the concentration of counter heavy metal in the binary 
system increases. It is apparent from Fig. 5 that nickel adsorption is decreased much 
more for the effect of copper than the reduction of Copper adsorption in the binary
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Fig. 3 Stationary adsorption of Ni: a Single b binary
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Fig. 4 Stationary adsorption of Cu: a Single b binary 

Table 1 Extended Freundlich isotherm parameters 

Adsorbate KF n x y z 

Ni 2.17 0.3 0.0085 0.65 0.3 

Cu 4.13 0.28 0.01 0.13 0.2
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Fig. 5 Binary stationary adsorption: a Ni b Cu 

system. A similar effect has been found in the study by Vijayaraghavan [1] that Cu 
has a more competitive effect on Ni adsorption than in the opposite situation. 

3.2 Non-stationary Adsorption 

Kinetic simulations are carried out by the rate form of kinetic equations using an initial 
concentration of 50 mg/l. For the binary system, the ratios of Ni and Cu concentrations
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are kept to 1:1 using an initial concentration of 50 mg/l. The simulation is verified by 
digitizing the kinetic data (Fig. 1) of the reference paper. The pseudo-second-order 
kinetic equation shows better agreement with the experiment than the pseudo-first-
order kinetic model. In past literature also, the pseudo-second-order model provides 
the best correlation with the experiment for the entire period [13–15], whereas for 
the initial period pseudo-first-order model is applicable only [16]. 

In kinetic modeling, adsorption increases with time elapse and finally reaches 
equilibrium. At the initial stage, adsorption is found to be rapid and then becomes 
stagnant and slow with the rise in time. The abundance of adsorption sites may be 
responsible for the high initial uptake rate [17]. Adsorption becomes slow when 
the sites are gradually filled up and slowly approaching equilibrium. In a single 
system, the equilibrium is reached in 6.5 and 10 h for Ni and Cu. Ni takes more time 
(approximately 25 h) for the binary system to attain equilibrium than Cu (10 h). The 
antagonism in the mixture is substantiated in the kinetic model also. The kinetic rate 
constant (k2) in the second order of Ni decreased from 0.025 to 0.012 in a binary 
system, and Ni adsorption was reduced by more than 50% for the inhibitory effect 
of Cu. The kinetic adsorption of Ni and Cu for the single and binary systems is 
presented in Figs. 6 and 7. 
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4 Conclusion 

The present study is focused on the modeling of the non-stationary adsorption of Ni 
and Cu metal ions in binary systems. The model considers the constant changing 
of equilibrium adsorption by using the rate form of kinetic equations. Besides, 
stationary adsorption is simulated for binary heavy metals. The experiment veri-
fies both stationary and non-stationary models. The extended Freundlich model 
shows a good fit with an experiment in a stationary case. On the other hand, for 
non-stationary adsorption, the pseudo-second-order equation is best fitted with the 
experiment compared to the first-order kinetic equation. In future, this model will be 
further checked by the own experiments with various porous media as an adsorbent. 
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Morphological Analysis of Bishkhali 
River Using Multi-temporal Satellite 
Images and Historical Cross-Sectional 
Data 

I. Sarkar and M. A. Rahman 

Abstract Bangladesh lies at the downstream of GBM basin which carries a large 
number of sediments through its river network which changes the morphological 
characteristics of rivers. Bishkhali River also experiences morphological changes 
throughout time. Bishkhali River is located at the south-central region of Bangladesh 
and discharges directly into the Bay of Bengal. Being a tidal river, its morpholog-
ical characteristics are governed not only by the changes in flow from upstream 
but also by the impact of sea-level and tidal characteristics of the Bay of Bengal. 
Bishkhali River is mainly known for its bank erosion, bar formation, and shifting 
of thalwegs. This study is aimed at planform analysis and channel bar analysis for 
the period between 1995 to 2020. This study also includes thalweg analysis for the 
time period from 2002 to 2020 (based on the availability of cross-sectional data). For 
the estimation of erosion-accretion along both right-bank, left-bank, and channel 
bar analysis, LANDSAT images have been collected from USGS (United States 
Geological Survey) and these two analyses have been conducted by using GIS. Also, 
for thalweg analysis, historical cross-sectional data has been collected from BWDB 
(Bangladesh Water Development Board) and this analysis has been performed by 
using Microsoft Excel and GIS. It has been found from the planform analysis that 
total erosion and accretion for the right bank from 1995 to 2020 are 1073.68 and 
664.61 ha, respectively. Also, for the left bank, total erosion and accretion from 1995 
to 2020 were 1062.50 and 831.82 ha. From channel bar analysis, maximum areas 
for both bars situated near Ramna Launch Ghat and Kalikabari have been recorded 
in 2020, and these are 105.15 and 74.66 ha, respectively. From thalweg analysis, at 
(Rajapur Upazila, Daskinpara, Kalikabari, Mar bazar, Patharghata Upazila) stations, 
thalwegs are shifting towards the left bank, at (Aurabunia Bazar, Kathalia Launch 
Ghat, Karuna Khal, Patharghata Upazila) stations, thalwegs are shifting towards the
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center of the river width; and at (AL-Madina Jama Mosque, Kakchira, Rupdhan High 
School) stations, thalwegs are shifting towards the right bank. To achieve sustain-
able coastal zone development, policymakers and administrators may use the study’s 
findings to establish integrated coastal zone management (ICZM), limit the effects 
of coastal hazards, and develop effective mitigation techniques. 

Keywords Bishkhali River · Landsat images · Erosion · Accretion · Thalweg 

1 Introduction 

1.1 Background of the Study 

Bangladesh is a country of rivers. It is situated in the delta of the three greatest rivers in 
the world, the Ganges, the Brahmaputra, and the Meghna [1]. Channels, floodplains, 
bars, and vegetation all contribute to rivers self-organizing overall planform and 
pattern [2]. River course modification and bank erosion-accretion are connected to 
flow amount, sediment volume and type conveyed by the river, climate change, and 
the local hydrological circumstance [3]. For instance, SIDR (a very severe cyclonic 
storm in the Bay of Bengal in 2007) caused considerable morphological alterations 
when it made ashore at the Bishkhali outlet [4]. Also, the Lower Meghna River 
which is part of the GBM system downstream and well connected to Bishkhali River, 
is quite active and goes through significant structural changes [5]. River planform 
modifications may have a variety of negative effects on the environment and society 
[6]. People migrate as a result of the displacement caused by the erosion of existing 
rural, agricultural, riparian and urban areas, as well as the degradation of hydraulic 
structures and transportation infrastructure [7]. However, bank accretion creates fresh 
alluvial land that may be used for farming and raising livestock [5]. Land loss, 
meander formation, short- and long-term channel adjustments, sedimentation issues 
downstream, and sediment dynamics of the river basin are all significantly impacted 
by riverbank erosion [8]. The Bishkhali River runs through the south-central region of 
Bangladesh, and the aim of this article is to pinpoint key bank erosion spots and areas 
where new lands may arise. Due to their ability to effectively combine a variety of 
factors, geospatial tools and techniques (GIS and RS) are very helpful in identifying 
river shape as well as dynamics at different spatial–temporal scales [9]. Nihal et al. 
(2015) studied for investigating morphological changes for the Bishkhali River, it 
was discovered that both bank lines are gradually migrating, resulting in a change in 
planform [10]. Hassan and Mahmud-ul-Islam (2016) found that human habitation, 
woodland, seasonal crops, and agricultural characteristics had decreased while river 
coverage had greatly increased in their study of riverbank erosion and bar formation 
in the Sirajganj District [11]. Dewan et al. (2016) monitored the Ganges-Padma river 
system’s channel alterations, and it became evident that both of the river’s banks had 
lost a significant amount of land [12].
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1.2 Study Area 

In the south-central part of Bangladesh, the Bishkhali River is one of the significant 
rivers. The river is 96 km long in total. The river’s average width from its source to 
the first 30 km is roughly 1 km, while the last km is roughly 2 km [4]. It comes from 
Sugandha River, which flows through the Gabkhan Dhansiri Union neighborhood of 
the Jhalokati Sadar Upazila in Bangladesh’s Jhalokati district. The river then flows 
through the Upazilas of Rajapur, Kathalia, and Betagi until it enters the Bay of Bengal 
at Patharghata union in the Patharghata Upazila of the Barguna district. The river 
reach length between Jhalokati Sadar and Patharghata Upazila was considered for 
this study. Using Arc-GIS, a map of the research area has been produced, shown in 
Fig. 1.

1.3 Objective of the Study 

I. To perform planform analysis by estimating erosion-accretion of riverbank from 
1995 to 2020 at 5 years interval. 

II. To perform channel bar analysis from 1995 to 2020 at 5 years interval. 
III. To perform thalweg analysis by using available cross-sectional data from some 

specific years. 

2 Materials and Methods 

The USGS (United States Geological Survey) obtained georeferenced LANDSAT 
satellite pictures for the dry season of January to March, which we utilized for the 
study. During this time, there is a good chance of taking crisp pictures, and the bank 
lines are also easily apparent. Using Arc-GIS, the polylines from the Landsat photos 
were meticulously digitized in the Geographic Coordinate System GCS WGS 1984, 
a map is used to indicate the digitization of planform which includes the left bank and 
right bank in 1995 and 2020, and also the digitization of two channel bars in 2020, as 
shown in Fig. 2. Then, for both banks, the areas of erosion and accretion have been 
calculated every five years between 1995 and 2020, and the area of channel bars has 
also been assessed every five years between 1995 and 2020. The thalweg movement 
analysis component of this study also contains bathymetry data of the Bishkhali River, 
which is displayed in Table 1, which was gathered from various stations between 
1995 and 2020. For thalweg analysis, bathymetry data was analyzed and a thalweg 
shifting map was generated by Arc-GIS. The overall process is shown as a flowchart 
in Fig. 3.
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Fig. 1 Map of the study area showing Bishkhali River

3 Results and Discussions 

3.1 Planform Analysis 

For the right bank, the dominance of erosion decreases over time. Erosion suddenly 
dropped from 2000 to 2005, which is 94.82 ha as compared to the erosion of 397.69 ha 
from 1995 to 2000, shown in Fig. 4. After 2010, accretion dominates over erosion, 
although the maximum amount of accretion is 241.28 ha throughout 2000–2005. 
But as a whole, erosion dominates over accretion for the right bank, as displayed in 
Fig. 6. For the left bank, maximum accretion is 396.98 ha from 2000 to 2005, whereas
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Fig. 2 Digitization of planform (Riverbank (1995, 2020)) and Channel Bar (2020) 

Table 1 Summary of all required data 

Data type Location Data source Station ID Period 

Satellite images Bishkhali River USGS 
(30 m Resolution) 

– (1995–2020) 

Bathymetry data Bishkhali River BWDB RMBIS 5 to 
RMBIS 16 

19,951–2020)
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Fig. 3 Steps and processes of the study

maximum erosion is 341.04 ha from 1995 to 2000. In recent times, accretion has 
been gradually increasing and is currently carrying approximately the same amount 
as erosion, displayed in Fig. 5. However, the total amount of erosion dominates over 
accretion for the left bank from 1995 to 2020, as shown in Fig. 7.

3.2 Channel Bar Analysis 

This bar chart shows the areas of channel bar 1 (near Ramna Launch Ghat, Bamna 
Upazila, Bargua District, Bishkhali River) and channel bar 2 (near Kalikabari, Bamna 
Upazila, Bargua District, Bishkhali River) at a five-year interval, as shown in Fig. 8. 
From this chart, the area of channel bar 1 is increasing in 2005, 2015, and 2020 
and decreasing in 2000 and 2010. The area of channel bar 2 is increasing in 2000, 
2005, 2015, and 2020 and decreasing in 2010. Maximum areas for both channel 1 
and channel 2 bars have been recorded in 2020 and these are 105.15 and 74.66 ha, 
respectively.
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1995_2000 2000_2005 2005_2010 2010_2015 2015_2020 
Erosion 397.69 94.82 273.27 147.24 160.66 
Accretion 28.78 241.28 46.52 173.39 174.64 

0.00 

100.00 

200.00 

300.00 

400.00 

500.00 

A
re

a(
ha

) 
Erosion-Accretion for Five Consecutive (Right 

Bank) 

Erosion Accretion 

Fig. 4 Erosion-accretion for 5 years (right bank) 

1995_2000 2000_2005 2005_2010 2010_2015 2015_2020 
Erosion 341.04 108.84 287.49 168.01 157.11 
Accretion 66.53 396.98 83.22 126.11 158.98 

0.00 
100.00 
200.00 
300.00 
400.00 
500.00 

A
re

a(
ha

) 

Erosion-Accretion for Five Consecutive (Left Bank) 

Erosion Accretion 

Fig. 5 Erosion-accretion for 5 years (left bank)

3.3 Thalweg Analysis 

Thalwegs are actually the extreme deep points of any individual cross-section. From 
cross-sectional change analysis, it is observed that how thalwegs are moving and 
what are the patterns which are actually followed by these. For sections like Rajapur 
Upazila (RMBIS5), Daskinpara (RMBIS7), Kalikabari (RMBIS10), Mar bazar 
(RMBIS12), and Patharghata Upazila (RMBIS15)), thalwegs have a tendency to shift
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1995_2020 
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Fig. 6 Erosion-accretion for 25 years (right bank) 
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Fig. 7 Erosion-accretion for 25 years (left bank)
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1995 2000 2005 2010 2015 2020 
Area of Channel Bar 1 37.74 24.10 71.17 56.46 92.44 105.15 
Area of Channel Bar 2 1.96 3.33 35.68 10.47 57.83 74.66 
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Fig. 8 Area of channel bars in year 1995, 2000, 2005, 2010, 2015 and 2020

towards the left bank. For this reason, erosion of the left bank in that particular area can 
be observed at the same time accretion rates at that location have increased throughout 
the years. The thalwegs for sections (Aurabunia Bazar (RMBIS6), Kathalia Launch 
Ghat (RMBIS8), Karuna Khal (RMBIS9), and Patharghata Upazila (RMBIS16)) 
are mainly located at the center portion of the channel. It is also observed that at the 
same location, the rates of accretion have increased in both the right bank and the left 
bank. For sections (AL-Madina Jama Mosque (RMBIS11), Kakchira (RMBIS13), 
and Rupdhan High School (RMBIS14)), thalwegs have a tendency to shift towards 
the right bank, Fig. 9.

According to the findings, both the right bank and the left bank are seeing a 
considerable pattern development in morphological changes. Numerous significant 
structures that are located along the banks are constantly in danger due to river 
bank erosion. The ability to examine and evaluate patterns of riverbank erosion 
and accretion has been made possible by this work. This study also serves as an 
illustration of how GIS tools can be used to identify structural influences on riverbank 
erosion-accretion rates. Thalweg shifting occasionally provides us with further hints 
concerning morphological alterations. Thalweg shifting analysis has also been used 
in this work to better understand the regional morphological alterations. 

Satellite pictures were used to manually digitize the shorelines for this study 
because high-resolution Landsat photographs were unavailable. A better outcome 
can be obtained by applying automated bank line extraction algorithms and higher 
resolution Landsat photos, as they can assure more precise delineation of the bank 
lines.
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Fig. 9 Thalweg movement of Bishkhali River

4 Conclusion 

In morphological analysis, it includes planform analysis, channel bar analysis and 
thalweg movement analysis. 

I. From planform analysis, it can be seen that erosion predominates over accretion 
for both the right bank and left bank, with the difference between erosion and 
accretion for both the left bank and right bank being, respectively, 230.68 and 
409.07 ha from 1995 to 2020. 

II. From channel bar analysis, it is observed that channel bars have an increasing 
trend and the greatest area of both channel bars which are situated near Ramna 
Launch Ghat and near Kalikabari have been recorded in 2020 and these are 
105.15 and 74.66 ha respectively. The formation of channel bars reflects the
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dominance of accretion over erosion. Both new channel bars and existing 
channel bars are growing larger. 

III. From thalweg analysis, it can be noticed that thalweg shifts rapidly and randomly 
in 2002, 2008 and 2020 but in 2002 the shifting of thalweg was more rapid and 
more random. After observing the results of total erosion and accretion changing 
rate, Bishkhali River is considered to be a moderately unstable river in terms of 
river morphology. 

The study will be put into practice to counteract the consequences of morpho-
logical changes, it can be inferred from the conclusion. By putting more vegetation 
along riverbanks and building bank protection structures, local authorities can take 
preventative measures to deal with riverbank erosion. The results of this investigation 
show that riverbanks are seriously eroding and channel bars are beginning to appear. 
Consequently, it is advisable to relocate people and new construction from at-risk 
areas to secure channel bar zones. 
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User Perception and Assessment 
of Existing Public Toilets in Jessore, 
Bangladesh 

S. A. S. Rafee and M. M. Rahman 

Abstract Public toilets are considered an important part of city life. However, access 
to public toilets is essential in any community. The community’s daily activities are 
severely disrupted if public toilets are unused. This paper deals with the present 
condition of existing public toilets and user perception of Jessore Paurashava. It was 
found that except for PT2 and PT5, the rest of the area’s public toilets were not 
clean enough; structural maintenance was not done routinely; flushing equipment 
was broken and dysfunctional. Only PT2 and PT3 were well maintained, including 
basin, mirror, and handwash facilities. Four public toilets’ physical conditions were 
moderate, whereas two were poor. The internal consistency of a questionnaire for 
questionnaire survey was found to be “excellent” (Cronbach’s Alpha coefficient = 
0.929). Around 61% of public toilet users use public toilets rarely, and most (68%) of 
the user lives within a 1 km radius of a public toilet. Most of the users agreed that the 
security of the surrounding environment (55%), service charge (58%), indoor light 
(61%), water availability (61%), odor (56%), and ventilation (66%) were satisfactory. 
From an In-Depth Interview (IDI) of caretakers, it was found that caretakers were 
not paid enough and were dissatisfied with the payment. The caretaker arranged 
cleaning materials, cleaned the toilet without additional payment, and worked for 
around 18 h in all public toilets except PT2. There was no arrangement of training 
regarding cleaning, safety, and emergency. 

Keywords Public toilet · Jessore · Sanitation · Questionnaire survey ·
Maintenance
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1 Introduction 

Public toilets are one of the most necessary elements of city life, but there are few 
works about them. Some studies provide adequate justification for public toilets in 
urban areas as a solution to a sustainable urban environment. Greed [1] mentioned 
that a public toilet is an essential factor in creating sustainable and accessible towns 
and cities. The users of a public toilet are generally street workers, homeless people, 
passing by people, etc. [2–4]. Research has shown that a public toilet can play an 
important role in public health and cleanliness as people may urinate on walls and 
sidewalls in the absence of a public toilet [5], for disease prevention by properly 
operating and managing it [6, 7] and for contribution to local economies [8]. Moreia 
[2] reported that the use of public toilets depends on their provision, accessibility, and 
hygiene aspect and suggested that the local authority consider workers and homeless 
people for planning public toilets. 

It was reported that the existing public toilets in large cities in Bangladesh were 
mainly constructed by the local authority and leased out to private operations. 
However, the public toilets were oppressed by negligence and mismanagement [9]. 
In Dhaka city, male users were used to urinating in open places, which led to diar-
rheal. Public toilets become home to bacteria due to non-maintenance for a long 
time [10]. Hasan et al. [11] reported that rickshaw puller was the main group of road-
side urinating due to insufficient public sanitation facilities. Hasan and Rahman [12] 
investigated the problems faced by users of public toilets in Dhaka, such as unsanitary 
public toilet conditions, lack of social norms, accessibility, inadequate proportions, 
active and inactive public toilets, lack of security, and lack of universal accessibility. 
Another study was conducted by the Disaster Management Watch [13] in Kushtia 
Paurashava to assess the current status of public toilet facilities provided by Kushtia 
Paurashava and measured current and future public toilet needs and potential sites 
that require public toilets. 

Jessore Paurashava is the first paurashava of Bangladesh [14] and one of the central 
business hubs and is a transit point on the border between Bangladesh and India, 
where Benapole’s land port is located. Benapole’s land port can only be accessed 
via Jessore Paurashava. Also, Jessore Paurashava is a class “A” Paurashava, [15] and 
authorities should ensure that people in this community enjoy the essential services 
the community must provide. Public toilets are one of the basic facilities offered by 
the Paurashava authorities and are directly linked to SDG Goal 6 [16]. However, 
research on the situation of public toilets and public awareness of the use of public 
toilets has not yet been conducted. For this reason, this study focused on the access 
to the existing public toilet facilities provided by Jessore Paurashava and community 
perceptions by the users of public toilets.
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2 Methodology 

2.1 Study Area 

The study area that has been selected is the Jessore Paurashava Fig. 1 which is a 
first-class Paurashava with an area of 14.72 km2. Geographically, it lies from 22° 49’ 
north latitude to 23° 23’ north latitude and from 88° 50’ east longitude to 89°34’ east 
longitude. The number of populations in this Paurashava is 2,86,163. This Paurashava 
has nine public toilets, of which seven are functional, and two are out of service. In 
Table 1, location and toilet ID are shown. 

Fig. 1 Study area map (Jessore Paurashava) (Extracted from Google Earth)
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Table 1 List of Public 
Toilets at Jessore Paurashava Toilet ID Location Coordinate 

PT1 Palbari Mor Bus Stand N23.18, E89.19 

PT2 Paura Park N23.16, E89.20 

PT3 Monihar Bus Stand N23.16, E89.22 

PT4 General Hospital N23.16, E89.21 

PT5 New Market Bus Stand N23.17, E89.21 

PT6 Sadar Thana N23.16, E89.21 

PT7 Notun Bazar N23.14, E89.23 

PT8 Chachra Bus Stand N23.14, E89.19 

PT9 Palbari Bus Stand N23.18, E89.19 

2.2 Data Collection Method and Tools 

Before collecting data, it is essential to know what data is required and what data 
to ignore. The aspects to be covered by the study also need to find. To assess the 
current state of the public toilet establishment, a list of indicators [13] was prepared, 
as shown in Table 2. 

The primary data was collected by using three tools which were physical observa-
tion, a questionnaire survey, and a depth interview, as shown in Table 3. In physical 
observation, six public toilets (PT1, PT2, PT3, PT4, PT5, and PT6) were selected to 
observe the surrounding area and entrance of the public toilet, the common area of 
the public toilet, urinal/cubicle information, and maintenance of the Public Toilet. A 
checklist and scoring criteria were used to record the physical condition of existing 
public toilets which was adopted from a similar study by Disaster Management Watch 
[13]. According to the scoring criteria, below 30 is poor, from 30 to 45 is moderate and 
45 to 60 is good. Eight (8) key performance characteristics were chosen as the basis 
for the scoring system since they are crucial from the user’s perspective for a working 
or ideal public toilet. The eight key performance characteristics were the functionality 
of toilet equipment, internal cleanliness of the toilet, internal lighting and ventila-
tion, availability of washing facilities, communication, and signage, surrounding

Table 2 Indicators and sub-indicators of the study 

Indicator Sub-indicator 

Accessibility Facility at entry 

Physical inclusiveness 

Facilities inside the toilet 

Basic Design consideration 

Operation and regular maintenance Day-to-day operation 

Cleanliness 

Health, Safety. Security of the users, Caretakers and cleaner 
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Table 3 Overview of the primary data collection process 

Tools Participants Number of participants 

Physical observation 6 public toilets 

Questionnaire survey Existing public toilet user 196 users 

In-depth interview Public toilet caretaker 6 Caretaker/existing and functioning public 
toilet 

area, safety, security and privacy, and maintenance. A variety of components were 
mentioned under these eight key performance indicators, and the corresponding data 
was taken from a physical observation checklist. Each key performance indicator was 
given an initial score based on the components highlighted, and the final score for 
the indicators was calculated using the component’s overall score. A questionnaire 
survey for existing users was carried out to know the present condition and useability 
of public toilet facilities that included opinions about the surrounding environment, 
traceability, lighting, ventilation, cleanliness, functionality, and facility of public 
toilets. The questionnaire consisted of a total of 29 questions. For the questionnaire 
survey, 196 users were interviewed and selected using the Bill Godden formula for 
the infinite population [17]. The caretaker of six public toilets (PT1, PT2, PT3, PT4, 
PT5, and PT6) was interviewed in an In-depth interview (IDI) (consisting of 35 
questions) to collect detailed information on the current operation and maintenance 
practices and the barriers encountered, maintenance costs, frequency of use, security, 
frequency of maintenance, inspection, maintenance funding, source of funding, and 
other challenges to maintaining public restrooms. 

2.3 Data Analysis 

Cronbach’s Alpha analyzed the questionnaire survey for existing users for relia-
bility tests [18] using IBM SPSS (Statistical Package for the Social Sciences) to 
measure the internal consistency of a questionnaire, demonstrated mainly by the 5-
point Likert scale questions [19]. There were 13 Likert scale questions selected from 
the 29 questions of the questionnaire survey regarding the surrounding and internal 
environment, functionality, useability, and security of public toilets (excluding demo-
graphic questions). Microsoft Office Excel 2019 was also used for data processing 
and analysis.
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3 Results and Discussions 

3.1 Physical Observation 

From the physical observation, it was seen that the surrounding environment was 
not clean enough at PT1 Fig. 2a. Structural maintenance was not done routinely. 
Except for PT2 and PT5, the rest of the area’s public toilets were not clean enough. 
There was a lack of maintenance inside of cubicles Fig. 2b. The flushing equipment 
was found to be broken and dysfunctional. Except for PT2 and PT3 at Jessore Paura 
Park, all other public toilets are not maintained properly by the authority. There is a 
separate entrance for males and females only in PT2 Fig. 2c and PT6. No dedicated 
sitting arrangement for the caretaker was found in any public toilet, as shown in 
Fig. 2d. Only PT2 and PT 3 were found to be well maintained, which include basin, 
mirror, and handwash facilities Fig. 2e. In PT2, PT6 urinals were placed in separate 
cubicles, and in PT1, PT3, PT4, and PT5, urinals were placed in an open place 
near the hand wash facility. Besides the overall observation, detailed surveillance of 
the public toilets has been done on a common ground based on the scoring criteria 
documented in Disaster Management Watch [13]. A score of 30 or less is considered 
bad, a score of 30–45 is considered intermediate, and a score of 45–60 is considered 
good. Rafee and Uddin’s [20] dissertation has comprehensive individual profiles 
that were created using the data gathered from the public restroom locations. Table 4 
provides a list of the state of several public toilets, with the engineer’s assessment of 
each one’s general physical condition based on observations made on-site. Four of 
the public toilets were judged to be in a moderate physical condition which scores 
were found in between 31 to 41, while two were in poor condition which scores were 
23 and 27 (Table 4), which suggests that the conditions of the public toilets at Jessore 
Paurashava require improvement.

3.2 Questionnaire Survey 

The Cronbach’s Alpha coefficient of 13 Likert scale questions was found to be 
0.929, which was “excellent” according to Cronbach’s Alpha reliability test, which 
indicates that the internal consistency of a questionnaire for questionnaire survey 
was excellent. 

Demographic data refers to statistical socioeconomic information, including 
employment, education, income, marriage, birth and death rates, and more [21]. 
From Fig. 3a, it was found that the maximum number of respondents were from 
the 30–39 age group (35%), which was similar to the Islam study [22] at Jessore 
Sadar Upazila. Most of the respondents (88%) were male Fig. 3b similar to Sharif’s 
[23] study at Jessore district. Most (46%) users’ education level was secondary level 
than primary level (18%), as shown in Fig. 3c, and most of the respondents were 
businessmen (44%) than day laborers (37%), as shown in Fig. 3d which was similar
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   (a) Front view of PT1    (b) Inside view of the toilet cubicle 

(c) Entrance signage at PT2 (d) Caretaker sitting arrangement 

(e) Hand Wash, Basin and
   Mirror Facility at PT3 

(f) Urinal of PT6 

Fig. 2 Physical evidence o/f different existing public toilet 

Table 4 Condition of public toilets in Jessore 

Toilet ID Location Operational status Overall physical condition Score (60) 

PT1 New Market Operational Poor 23 

PT2 Paura Park Operational Moderate 41 

PT3 Monihar Operational Moderate 33 

PT4 General Hospital Operational Moderate 31 

PT5 Palbari Operational Poor 27 

PT6 Sadar Thana Operational Moderate 31
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to Disaster Management Watch study carried out at Kushtia [13]. From Fig. 4a, it 
was seen that 61% of the public toilet users use public toilets rarely, 27% use 2/3 
times a week, 11% use them daily, and most (68%) of the user lives within a 1 km 
radius of a public toilet Fig. 4b. 

Around 51% of users agreed that the surrounding environment of the public toilet 
was clean Fig. 5a whereas 49% of users Fig. 5b agreed that the toilets were clean. 
In addition, it also found that more than 70% of public toilet users were either 
satisfied or strongly satisfied with the cleanliness of the surroundings and the toilet. 
Most of the users agreed that the security of the surrounding environment (55%), 
service charge (58%), indoor light (61%), water availability (61%), odor (56%), and

(a) Age distribution                                           (b) Gender Distribution  

  (c) Education Level (d) Occupations 

Fig. 3 Frequency of use and distance from public toilet 

(a) Frequency of use (b) Distance from public toilet 

Fig. 4 Frequency of use and distance from public toilet 



User Perception and Assessment of Existing Public Toilets in Jessore … 245

ventilation (66%) were satisfactory as shown in Fig. 5c–h. The Pearson correlation 
significance was found to be 0.646, 0.654, and 0.669 respectively for “Cleanliness of 
surrounding,” “Cleanliness of toilet,” and “Cleanliness of floor and wall” with respect 
to “Availability of water” which indicates that the possible variation for condition/ 
cleanliness to maintain hygiene is moderately dependent on the availability of water.

3.3 In-Depth Interview 

Data collected through the in-depth interview with the caretaker was tabulated in 
[20]. It was found that caretakers were not paid enough and were dissatisfied with 
the payment. The caretaker arranged cleaning materials in PT1, PT3, PT4, PT5, and 
PT6, whereas in PT2, cleaning materials were arranged by the paurashava authority. 
PT1, PT3, PT4, PT5, and PT6 had an operation hour of around 18 h, whereas PT 2 
operation hour was 12 h. PT1, PT3, PT4, PT5, and PT6 were cleaned once a day, but 
PT2 was cleaned three times a week. Only PT2 has a different cleaner provided by the 
paurashava authority. In the case of PT1, PT3, PT4, PT5, and PT6, they were cleaned 
by the caretaker, and they do not get paid for cleaning. There was no arrangement of 
training regarding cleaning, safety, and emergency. Also, there was no fund allowed 
from paurashava for maintenance except PT2. Any emergency maintenance had to 
be done by the leaser. The broken apparatus remains unrepaired due lack of funding. 

4 Conclusions 

The major findings of this paper were the present condition of the existing public 
toilet and the users’ perceptions of the public toilet. From physical observation and 
IDI of the caretaker, it was found that except for PT2 and PT5, the rest of the area’s 
public toilets were not clean enough; structural maintenance was not done routinely; 
flushing equipment was found to be broken and dysfunctional. Only PT2 and PT 
3 were found to be well maintained, which include basin, mirror, and handwash 
facilities. Four public toilets’ physical conditions were moderate, whereas two public 
toilets were poor. The caretakers were not paid enough and were dissatisfied with 
the payment. The caretaker arranged cleaning materials, cleaned the toilet without 
additional payment, and worked for around 18 h in all public toilets except PT2. There 
was no arrangement of training regarding cleaning, safety, and emergency for the 
caretakers. From the questionnaire survey, it was found that the internal consistency 
of a questionnaire was “excellent” with Cronbach’s Alpha coefficient value of 0.929. 
Around 61% of public toilet users use public toilets rarely, and most (68%) of the user 
lives within a 1 km radius  of  a  public toilet. Most of the users agreed that the security 
of the surrounding environment (55%), service charge (58%), indoor light (61%), 
water availability (61%), odor (56%), and ventilation (66%) were satisfactory.
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(a) Cleanliness of Surrounding Physical (b) Cleanliness of Toilets 

(c) Security of Surrounding Social (d) Service Charge 

(e) Light (indoor) (f) Water Availability 

(g) Odor (h) Ventilation 

 Environment

 Environment 

Fig. 5 Operational condition and maintenance of public Toilet
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Water Treatment and Scaling 
in Distribution Pipes—The Impact 
of Silica and Phosphate on Calcium 
Carbonate Precipitation 

T. Bhattacharjee, S. Tarannum, and M. A. Ali 

Abstract Scaling due to the precipitation of CaCO3 in water distribution systems 
results in flow restrictions and head loss, damage to plumbing fixtures, and clogging 
membranes/filters in treatment systems. A potential method for controlling CaCO3 

precipitation is using scale inhibitors (e.g., PO4 
3−, Zn2+, etc.). A recent study found 

that in NaCl electrolyte solution, both phosphate and zinc inhibited the precipitation 
of CaCO3; however, neither phosphate nor zinc could reduce the precipitation of 
CaCO3(s) in natural groundwater. Two possible reasons identified for this were: 
(a) the presence of silica in groundwater which could enhance the precipitation of 
calcium, and (b) the possible precipitation of Ca-PO4 solids in groundwater systems. 
This study assesses silica’s effect on the precipitation of CaCO3, both in the presence 
and absence of phosphate. This research involved laboratory batch experiments in 
0.1 M NaCl solution containing calcium chloride and sodium bicarbonate. Later, 
similar batch experiments were carried out in synthetic groundwater. In the batch 
experiments, the mixing time was 30 min, and the concentration of Ca2+ was 75 mg/ 
L. The effect of silica and phosphate on the precipitation of CaCO3 was evaluated 
by varying their concentrations. The precipitation of CaCO3 was slightly enhanced 
in the presence of silica (without phosphate) in NaCl electrolyte solution. On the 
contrary, the precipitation of CaCO3 decreased in NaCl electrolyte solution in the 
presence of phosphate (without silica). In the presence of both phosphate and silica, 
silica did not significantly affect phosphate’s inhibiting ability on precipitation of 
CaCO3. Experiments carried out in synthetic groundwater also did not find any 
effect of silica on the precipitation of CaCO3. Further investigations under a broader 
range of conditions are needed to understand better the chemical processes leading 
to the different effects of phosphate on the precipitation of calcium carbonate in an 
electrolyte solution and natural groundwater. 
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1 Introduction 

Scaling causes several technical problems in water treatment and distribution systems 
[1]. Scaling in boilers leads to heat exchange failure and a rise in pipe wall tempera-
ture, which increases power costs and compromises safety [2]. Most scales consist of 
carbonates, sulfates, hydroxides, phosphates, and silicates of alkaline earth metals, 
particularly calcium, and magnesium [3]. Industrial systems frequently experience 
scale expansion, necessitating scale inhibition, and control [4]. Precipitation of 
calcium carbonate has been researched for over a century [1]. Scales typically 
form when minerals grow into hard, dense masses in high-temperature regions 
[5]. Scale formation in high-pressure membrane systems is strongly influenced by 
concentration polarization [6]. 

In Bangladesh, Meherpur Paurashava (municipality) is suffering from high levels 
of hardness (Ca and Mg) in the groundwater used for the supply of potable water [7]. 
Citizens of the Paurashava are facing serious problems because of this. The encrus-
tation of calcite is damaging plumbing fixtures, clogging the distribution system, 
resulting in head loss. The main cause of the problem is the precipitation of CaCO3. 
A literature review reveals climate change, rising temperatures, and lower use of 
scaling and corrosion inhibitors contribute to the re-emergence of CaCO3 scaling 
problems [8]. The possible methods to control scaling include lowering the pH of 
water, removing dissolved calcium ions, using scale inhibitors, decreasing water 
temperature, controlling CaCO3 morphology, and controlling the use of surface 
materials (e.g., pipes). Products with anti-scale qualities are called scale inhibitors. 
Different types of scale inhibitor (e.g., Mg2+, Ni2+, Co2+, Cu2+, Zn2+, phosphates) 
have been used for delaying precipitation of CaCO3 [1, 9, 10]. 

In a recent study [7], it has been found that in NaCl electrolyte solution (in distilled 
water), precipitation of CaCO3 decreases as the concentration of the inhibitor – phos-
phate or zinc– increases. The inhibition effect of phosphate appears to diminish to 
some extent with time. In contrast, for Zn, the inhibition effect seems to become 
stronger with time (see Fig. 1). In electrolyte solution, the inhibition effect of phos-
phate is higher than that of Zn for shorter mixing time, but for longer mixing periods, 
Zn is more effective in reducing precipitation of CaCO3 [7]. However, in this study 
[7], it was also found that in natural groundwater, neither phosphate nor Zn could 
reduce the precipitation of CaCO3(s). In fact, precipitation slightly increased. The 
inhibitory effect of phosphate and Zn (based on experiments in electrolyte solu-
tion) does not appear to apply to natural groundwater systems with a range of other 
dissolved constituents [7]. The possible reasons behind this, as reported by [7], are 
the presence of dissolved silica (which may enhance the precipitation of calcium 
carbonate), and the possible precipitation of Ca-PO4 solids and ZnCO3(s) in natural 
groundwater.

It was found in some studies that the presence of silica affects the stability of 
the various polymorphs; silica temporarily stabilizes ACC (Amorphous Calcium 
Carbonate) particles and transforms them into calcite [11]. The presence of dissolved 
silica affects the initial appearance of CaCO3 nuclei because it lowers the surface
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Fig. 1 Concentration of precipitated Ca (calculated) as a function of phosphate and zinc 
concentration (initial Ca = 75 mg/l) for two different mixing times [7]

free energy necessary for CaCO3 nucleation [12]. So dissolved silica (present in 
natural groundwater) can potentially counteract the ability of phosphate and zinc to 
delay the precipitation of calcium carbonate [7]. Therefore, it is important to assess 
silica’s effects on the precipitation of calcium carbonate. The principal objective of 
this study was to evaluate how silica affects the precipitation of calcium carbonate 
(CaCO3) in electrolyte (NaCl) solution with or without phosphate (PO4 

3−). 

2 Methodology 

The main objective of this research was to assess the effect of silica on the precip-
itation of calcium carbonate (CaCO3) with or without the presence of phosphate 
(PO4 

3−), which has the potential to delay the precipitation of calcium carbonate 
(CaCO3) in electrolyte (NaCl) solution. This objective was achieved by carrying 
out a series of batch experiments where the effectiveness of (a) silica (SiO2), (b) 
phosphate (PO4 

3−), and (c) silica and phosphate—on the precipitation of calcium 
carbonate was assessed in 0.1 M NaCl solution in deionized water. The effect of silica 
on the precipitation of calcium carbonate (CaCO3) was evaluated under a range of 
conditions, including with and without pH balancing, using different filter media, 
varying the concentration of silica (SiO2), and varying the concentration of phosphate 
(PO4 

3−) with and without silica. 
The research was conducted in three phases comprising four scenarios. In the first 

phase, batch experiments were conducted in 0.1 M NaCl solution in deionized water 
containing silica (SiO2) at concentrations of 50 mg/L (with and without adjusting 
pH), 100 mg/L, 150 mg/L, 200 mg/L, and 500 mg/L. Each sample had an alkalinity 
of 200 mg/L as CaCO3 (achieved through the addition of NaHCO3 solution) and a 
Ca2+ concentration of 75 mg/L (achieved through the addition of CaCl2 solution). 
These experiments were used to analyze the influence of silica on the precipitation 
of CaCO3, with and without pH adjustment. 

In the second phase, batch experiments were carried out in 0.1 M NaCl solution in 
deionized water containing phosphate (PO4 

3−) at concentrations of 0.5 mg/L, 2 mg/
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L, and 5 mg/L, without silica and with silica at 50 mg/L. As before, each sample had 
an alkalinity of 200 mg/L as CaCO3 and Ca2+ ion of 75 mg/L.  

In the third phase, two batch experiments were carried out in 0.1 M NaCl solution 
in deionized water containing 5 mg/L phosphate (PO4 

3−), 75 mg/L Ca2+, and 275 mg/ 
L (as CaCO3) alkalinity. In one of the two experiments, silica was present at 65 mg/ 
l, while in the other, silica was absent. These samples were prepared to mimic the 
composition of natural groundwater [7]. The second and third phases of experiments 
were conducted to analyze the influence of silica on the inhibition effect of phosphate 
ions in the precipitation of CaCO3. 

In all cases, the samples were mixed for 30 min on a magnetic mixer. After mixing, 
the samples were filtered with regular filter paper in scenario-1 and with 0.20 µm 
nylon membrane filter for all other scenarios for filtering the precipitated CaCO3. 
The temperature and pH of the samples were measured at the initial, middle (15 min), 
and end of each experiment. The filtrates were then tested for the determination of 
dissolved calcium ions. The precipitated amount of calcium ion was calculated by 
comparing the initial and final dissolved Ca concentrations. 

In addition, dissolved phosphate (PO4 
3−) ions were measured using Atomic 

Absorption Spectrometer (AAS) to determine the precipitation of phosphate ions 
(as Ca-PO4 solids) in the third phase of the experiment. The mixing process of each 
batch experiment in the first phase was carried out following a six-step procedure 
(Fig. 2). A magnetic stirrer was used to mix the chemicals properly. 

Step-1: Take 100 mL of 
0.1M NaCl in 200 mL 

volumetric flask 

Step-2: Add required 
volume of sodium 
bicarbonate having 

alkalinity of 200 mg/L as 
CaCO3 

Step-3: Add required 
volume of sodium 

metasilicate having 50 mg/L 

Step-4: adjust pH to 8.5 
adding 36-37% HCl (dil.) 

Step-5: Add required 
volume of calcium chloride 

having 75 mg/L 

Step 6: Add required 
amount of distilled water to 

make the volume of sample 
exactly 200 mL 

Fig. 2 Sample preparation and mixing process in the first phase of the experiment
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3 Results and Discussions 

3.1 Effect of Reagents on pH of Sample Mixtures 

3.1.1 Effect of Silica (SiO2) on pH of Mixture  

The variation of pH of the mixture (containing 0.1 M NaCl and NaHCO3) with the 
change in concentration of silica (SiO2) can be seen in Fig. 3. With an increase in the 
concentration of SiO2, the value of pH increases. In the mixtures with an alkalinity 
of 200 mg/L as CaCO3, the pH value increased from 9.58 at 50 mg/L SiO2 to 10.68 
for 200 mg/L SiO2, and to 11.89 for 500 mg/L SiO2. 

This pH variation was due to the addition of sodium metasilicate (Na2SiO3.9H2O) 
as the source of silica. This leads to a rise in the pH value of the mixture. Since pH 
strongly influences the precipitation of calcium carbonate (with higher pH causing 
higher precipitation), this change in pH of the mixture with a change in silica concen-
tration needed adjustment before the addition of CaCl2. This pH adjustment ensured 
that the measured precipitation of CaCO3 was only associated with the varying 
concentration of silica, and no other factors were involved in the results.

7 

8 
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10 

11 

12 

13 

0 100 200 300 400 500 600 

pH
 

Concentration of Silica (mg/L) 

Variation of pH with concentration of Silica 

Fig. 3 Variation of pH with the concentration of silica in the mixture 
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3.1.2 Effect of Different Reagents on pH of Sample Mixtures 

Figure 4 shows a summary of the variations in pH of the experimental solutions/ 
mixtures in response to the addition of different reagents. It should be noted that pH 
has a significant impact on the precipitation of calcium carbonate. Therefore, the pH 
of the experimental solutions/mixtures was carefully monitored and finally adjusted 
to the desired value (with the addition of dilute HCl). Temperature also affects the 
precipitation of calcium carbonate (with higher temperature favoring higher precip-
itation); therefore, the temperature of the experimental mixtures was also carefully 
monitored. Figure 4 shows that the pH of the experimental mixtures first increased 
with the addition of NaHCO3, and further increased with the addition of silica (as 
its sodium salt). These increases are expected as bicarbonate and silica were added 
as their respective sodium salt. 

From Fig. 4, it can be seen that initially, in 0.1 M NaCl solution, the pH of the 
solution is in the neutral range. With the addition of sodium bicarbonate (NaHCO3), 
the pH of the mixture rises to about 8.3. The pH of the mixture further increased with 
the addition of silica (as its Na salt), which was then balanced to around 8.5 with 
the addition of dilute HCl. Upon the introduction of CaCl2, the pH of the mixture 
starts to decrease slightly to become 8.35 ~ 8.4. There was no notable change in 
the pH of the experimental solution/mixture at any time during the mixing period. 
From the figure, it can also be seen that in all cases, it was possible to adjust the pH 
of the samples to the desired pH value. Figure 5 shows no significant variation of 
temperature in the experimental mixture at any time during the experiment, but with 
an increase in silica dosage, the mixtures’ temperature decreased slightly.

Fig. 4 Summary of the variation of pH in response to the addition of different reagents to the 
experimental mixtures for different concentrations of silica 
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Fig. 5 Summary of variation of temperature in the experimental mixtures with different concen-
trations of silica 

3.2 Simultaneous Effect of Silica and PO4 
3− on Precipitation 

of CaCO3 in Electrolytic Solution 

3.2.1 Effect of PO4 
3− on the Precipitation of CaCO3 

Table 1 presents the data from batch experiments carried out to assess the effect of 
PO4 

3− concentration on the precipitation of CaCO3 when the other factors are the 
same. The table shows that the final dissolved Ca2+ in samples increases with an 
increased concentration of PO4 

3− inhibitor. 
For example, after 30 min of mixing, the concentration of dissolved Ca2+ increases 

from 70 mg/L (at PO4 
3− = 0 mg/L) to 75.6 mg/L (at PO4 

3− = 2 mg/L). Again, the

Table 1 Data from the batch experiments carried out to assess the effect of PO4 
3− concentrations 

on the precipitation of CaCO3 

Experimental condition: 
Initial Ca2+ concentration: 75 mg/L; Total Alkalinity: 200 mg/L as CaCO3 
Mixing time: 30 min; Without silica 

Sample 
number 

[PO4 
3−] (mg/ 

L) 
Dissolved 
Ca2+ (mg/L) 

pH Temperature 

Initial Middle Final Initial Middle Final 

1 0 70 8.33 8.42 8.4 24 23.9 23 

2 2 75.6 8.37 8.46 8.51 23.6 23.5 23.4 

3 0 72 8.28 8.27 8.21 22.5 22.5 22.4 

4 5 74.8 8.3 8.27 8.31 22.5 22 22.2 
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concentration of dissolved Ca2+ increases from 72 mg/L (at PO4 
3− = 0 mg/L)  to  

74.8 mg/L (at PO4 
3− = 5 mg/L), as shown in Table 1. 

3.2.2 Simultaneous Effect of Phosphate and Silica on Precipitation 
of CaCO3 

Table 2 presents data from batch experiments carried out to assess the precipitation 
of CaCO3 in the presence of both phosphate and silica. The data shows that in the 
presence of 2 mg/L phosphate, the concentration of dissolved Ca2+ is 75.6 mg/L 
without silica, and 74.8 mg/L with silica [50 mg/L]. Here, the concentrations of 
dissolved Ca2+ with and without silica are very close. 

By comparing the concentrations of dissolved Ca2+ in the absence and presence 
of silica, it is observed that there is no significant effect of silica on the precipitation 
of calcium carbonate in the presence of phosphate. So, it can be concluded that silica 
does not significantly affect phosphate’s ability to reduce the precipitation of calcium 
in solution under the experimental conditions employed in this study. Therefore, 
it appears that silica is probably not responsible for the enhanced precipitation of 
Ca observed by Rashid (2021) in groundwater systems. However, more carefully 
controlled experiments under different conditions should be carried out to confirm 
this observation. 

This study also investigated other possibilities for the enhanced precipitation of 
Ca in groundwater in the presence of phosphate, as observed by Rashid (2021). Batch 
experiments were carried out in solutions similar to those (in terms of Ca, alkalinity, 
and silica concentration) used by Rashid (2021) (with groundwater), but this time in 
NaCl electrolyte solution. 

Table 3 presents the data from batch experiments carried out to assess the effect 
of phosphate and silica on the precipitation of CaCO3 and Ca-PO4. The objectives 
of these experiments were: (1) to observe how the results of two similar systems 
(one in NaCl electrolyte solution and one in groundwater) vary; (2) whether we can

Table 2 Data from the batch experiments carried out to assess the simultaneous effect of PO4 
3− 

and silica on the precipitation of CaCO3 

Experimental condition: 
Initial Ca2+ concentration: 75 mg/L; Total Alkalinity: 200 mg/L as CaCO3 
Mixing time: 30 min; With silica 

Sample 
number 

[PO4 
3−] 

(mg/L) 
[SiO2] 
(mg/L) 

Dissolved 
Ca2+ (mg/ 
L) 

pH Temperature 

Initial Middle Final Initial Middle Final 

1 2 0 75.6 8.37 8.46 8.51 23.6 23.5 23.4 

2 2 50 74.8 8.35 8.37 8.42 24 23.9 23.8 

3 5 0 74.8 8.3 8.27 8.31 22.5 22.5 22.4 

4 5 50 76.4 8.38 8.42 8.34 22.1 22 21.8 
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Table 3 Data from the batch experiments carried out to assess the simultaneous effect of PO4 
3− 

and silica on the precipitation of CaCO3 and Ca-PO4 

Experimental condition: 
Initial Ca2+ concentration: 75 mg/L; Total Alkalinity: 275 mg/L as CaCO3 
Mixing time: 30 min 

Sample 
number 

[PO4] 
(mg/ 
L) 

[SiO2] 
(mg/ 
L) 

Dissolved 
Ca2+ (mg/ 
L) 

Dissolved 
PO4 

3− (mg/ 
L) 

pH Temperature 

Initial Middle Final Initial Middle Final 

1 0 0 73.5 – 8.31 8.32 8.41 21.9 22 22 

2 5 0 72 0.68 8.29 8.27 8.28 22 21.9 21.8 

3 5 65 74.25 0 8.31 8.23 8.19 21.7 21.7 21.7 

detect any precipitation of Ca-PO4 solids (through measurement of phosphate and 
Ca concentration) in our experimental system. 

From the only data set presented in Table 3, it is difficult to interpret the results 
as there was no significant precipitation of Ca2+ in any of the experiments. These 
results do not match the previous experiments. The precipitation of phosphate is also 
negligible for the experiments. From these data, no definite conclusions could be 
drawn. 

4 Conclusion 

The primary goal of this study was to assess the effect of silica on the precipitation 
of calcium carbonate (CaCO3) in electrolyte (NaCl) solution in the presence and 
absence of phosphate (PO4 

3−). Batch experiments were carried out in 0.1 M NaCl 
solution in deionized water to assess the impact of silica alone or in combination 
with phosphate (PO4 

3−) on the precipitation of CaCO3. The major conclusions from 
the present study are as follows. In NaCl electrolyte solution (containing dissolved 
Ca and carbonates), the precipitation of calcium carbonate appears to be slightly 
enhanced in the presence of silica. In NaCl electrolyte solution (containing dissolved 
Ca and carbonates), the precipitation of calcium carbonate decreases in the presence 
of phosphate; this result agrees with the results reported by Rashid (2020). From 
the experimental setup used for assessing the combined effect of phosphate and 
silica on the precipitation of calcium, it appears that silica does not significantly 
impact phosphate’s ability to reduce the precipitation of calcium in an electrolyte 
solution. Therefore, it appears that silica is probably not responsible for the enhanced 
precipitation of Ca observed by Rashid (2020) in groundwater systems. The single 
experiment conducted to mimic (in terms of Ca, alkalinity, and silica concentration) 
one of the experimental systems used by Rashid (2020) did not show any effect of 
silica on the precipitation of CaCO3 or Ca-PO4.
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Effect of Overweight Vehicles 
on the Design of PC Girder Bridges 

R. S. Tomal and K. M. Amanat 

Abstract Overloading has become a major concern for engineers in recent years. 
The mentality of logistics service providers towards increasing their profit margins 
and higher transportation and fuel costs in middle-income countries like Bangladesh 
induce overloading of freight traffic. These result in an increase in the number of 
accidents due to braking system failure and infrastructure damage such as roads and 
bridges. Increased frequency of overloads may trigger shorter service life of critical 
components and perhaps catastrophic bridge failure. This study aims to assess the 
impact of overweight vehicle on the design of prestressed concrete girder bridges, 
which comprise the majority of highway bridges. For this purpose, an overweight 
vehicle has been selected investigating monthly overweight truck status report from a 
previous study. Bridges of four different spans (30 m, 35 m, 40 m and 45 m) have been 
modeled and designed in CSiBridge for strength and serviceability combination. To 
explore the effects of overloading, series of selected overweight vehicles were driven 
over those bridges. Parameters considered for studying the effect are maximum mid 
span moment, D/C ratio, maximum reactions at supports for Strength I combination 
and girder bottom tensile stress at Service III combination. It has been observed 
that maximum moment has been increased by 20.46% for 30 m bridge, 25.74% for 
35 m bridge, 31.59% for 40 m bridge and 37.89% for 45 m bridge. D/C ratio has 
been increased by 19.76% for 30 m bridge, 35.33% for 35 m, 41.44% for 40 m 
bridge and 32.41% for 45 m bridge. Substantial changes have been noticed in girder 
bottom tensile stresses. Stress has been increased by 625.8% for 30 m bridge, 1995% 
for 35 m bridge, 884.5% for 40 m bridge and 763.8% for 45 m bridge. Maximum 
support reaction has been increased by 44.33% for 30 m bridge, 37.83% for 35 m 
bridge, 48.77% for 40 m bridge and 41.63% for 45 m bridge for interior girders and 
for exterior girders 32.55% for 30 m bridge, 32.48% for 35 m bridge, 37.20% for 
40 m bridge and 35.79% for 45 m bridge. This study provides quantitative evidence
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of damages caused by overweight vehicles to highway bridges and represents the 
significance of overloading in the design of pc girder bridges. 

Keywords Overloading · CSiBridge · Service life · Strength and serviceability 
combination · Prestressed concrete bridge · Damage · Failure 

1 Introduction 

1.1 Background and Motivation 

Increasing freight movement especially overweight freight is gradually becoming 
a great concern in Bangladesh. Two main reasons contributing to this increased 
overweight freight movement are: (1) Major development projects and activities 
generating movement of freights heavily loaded with construction materials; (2) 
Recent trends in online trades and shopping generating large numbers of freight 
heavily loaded with consumers goods. Most of this freight transportation is happening 
through trucks. The main concern for structural engineers here is that bridges are 
designed for a certain design traffic load (e.g., HS 20–44, HS 15–44, HL-93 K) 
which may be crossed by this overweight traffic and cause significant damage. In 
Bangladesh, although there is axle load rules and axle load control centers, lack of 
proper implementation of rules and enforcement often permits overweight freight to 
move through the bridges. Moreover, Government often relaxes this load control rules 
during special occasions when the highways become congested. This necessitates a 
requirement of study that can quantitatively show how much damage is occurring 
due to those overweight freights/trucks. 

1.2 Objectives and Scope of This Study 

This focus of this study is to determine the extent to which these overweight trucks 
are crossing different resistance limits provided by AASHTO (American Association 
of State Highway and Transportation Officials) and to quantify the damage occurring 
due to heavy truck movements on PC Girder Bridge. If it becomes possible to quantify 
this damage or if it is possible to represent this mathematically, it will work as 
evidence and it is expected that this will be helpful in raising consciousness of 
Government authority, Highway agency and Bridge authority about the severity of 
this overloading problem. The objectives and scopes of this study can be summarized 
as:



Effect of Overweight Vehicles on the Design of PC Girder Bridges 261

(1) To study the process of analysis, design, and performance evaluation of 
prestressed concrete bridges by the methods specified in AASHTO LRFD 2012. 

(2) To conduct a parametric study by varying pc girder bridge span and develop a 
comparison between design truck and overweight truck on different parameters 
like maximum moment, demand to concrete shear capacity ratio and stresses at 
service III condition. 

(3) Focuses mainly on the superstructure modeling, analysis and design 
(4) Substructure elements will not be modeled in detail. 

1.3 Findings of Previous Studies 

Researchers have investigated the effects of overweight vehicles, but most of these 
studies were limited in scope. The researchers’ observations were only provided 
during and after the overloading passages. The long-term consequences of over-
weight cars have not been studied. The following is a list of notable studies on 
overweight vehicles. Duncan [1] investigated superload effects on bridges in South 
Africa, emphasizing the significance of precise methodologies for assessing super-
load effects on bridges in order to use lower margins of strength for regulated super-
load passages. The effects of overload trucks on deck damage were explored by 
Kostem [2], who highlighted the necessity of including material nonlinearities in 
the analysis to depict how forces are redistributed across the structure. According to 
Kostem [2], The deck slab’s flexural cracking as a result of the bridge’s overloading 
is what causes the damage. Ohio’s three steel-girder bridges were put to the test by 
Turer and Aktan [3] to see whether they could handle an 817-kip superload truck with 
a cooling unit. Cross-frames, which link the girders together and offer stability, were 
revealed to be the most severely strained parts with a stress range of 10 ksi. Addition-
ally, it was determined that the transverse deck stress produced by transverse bending 
was significant. On the other hand, the girders’ stress level remained at or around 5 
ksi. The three bridges were all confirmed to be in good condition. Though this type 
of damage was not seen, the loss of composite action was described as a frequent 
damage mechanism. Additionally, the deflections were far lower than the typical 
limit of the span length divided by 800 [4]. Before, during, and after a superload 
passage, by Ziehl and Lamana, [5] a Louisiana bridge made of prestressed concrete 
(PC) had its stresses and deflections examined. The acoustic emission method was 
also used to evaluate damage. The researchers found no deterioration or alteration 
in the bridge’s response following the passage of the superload.
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2 Model Development and Validation 

2.1 Model Data 

1. Span (c/c distance of bearing), L = 104.5 feet (31.86 m) 
2. Roadway width = 24 feet (7.32 m) 
3. Total width of the bridge = 31 feet (9.45 m) 
4. Numbers of Lane = 2 
5. Number of longitudinal girders = 4 
6. Future wearing course = 4 inch thick 
7. c/c spacing of girders = 7.75 feet (2.36 m) 
8. AASHTO Girder type = V 
9. Post tensioning steel: 7 wire strand, low relaxation, Grade 270, Nominal 

diameter = 0.6 inch (15.2 mm) 
10. Curb height = 12 inch (3.66 m) 
11. Maximum initial concrete stress at transfer: fci ' =  0.8 fc'
12. Concrete for Deck slab, fc(Deck)' =  5 ksi  (34.5 MPa)  
13. Concrete for Girder, fc(Girder)' =  6 ksi  (41.4 MPa)  
14. Elastic Modulus for Slab Concrete, Ec(Deck) = w1.5 

c

/
fc(Deck)' =  3904 ksi = 

26,920 MPa 
15. Elastic Modulus for Slab Concrete, Ec(Girder) = w1.5 

c

/
fc(Girder)' =  4276 ksi 

= 29,480 MPa 
16. Elastic Modulus of Prestressing steel, E p = 28,500 ksi (Fig. 1).

2.2 Modeling Steps 

See Fig. 2.

2.3 Validation 

The model validation will show variation of different parameters from CSiBridge 
to manual calculation according to Code. This will ensure that the model has been 
correctly modeled. Validation for section properties, moment, support reaction, stress 
in tendon after all losses, stress check at transfer, check for final condition (Table 1).
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(a) 

(b) 

(c) (d) 

Fig. 1 a Deck configuration of model bridge; b Longitudinal section of AASHTO Type V girder, 
c Cross section of Mid-section and d Cross section of End-section
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Start a model 
Initialize the 

model 

Define the Bridge 
Layout Lines and 

Lanes 

Define Materials 
and Frame 
Sections 

Define Deck 
Section and 
Diaphragm 

Define 
Substructure 

Define Loading 
Define the Bridge 

Object 
Update the Model 

Analyze the 
Model 

Complete DesignGenerate Output 

Fig. 2 a Steps of implementing the 3D FE model of bridge in CSiBridge; b 3D FE model in 
CSiBridge

Location Distance 
(m) 

Manual 
calculation 
(KN-m) 

CSiBridge 
(KN-m) 

Variation 
(%) 

Check for moment due to 
girder self-weight 

1 0 0 0 0 

2 6.911 1464 1425 2.664 

3 11.42 1974 1935 1.976 

4 15.93 2144 2107 1.726 

Check for moment due to 
Dead load (Girder Self 
weight + Diaphragms + 
Deck Self weight) 

1 0 0 0 0 

2 6.911 2700 2564 5.000 

3 11.42 3645 3487 4.335 

4 15.93 3955 3795 4.046 

Check for moment due to 
Sidewalk and railing 

1 0 0 0 0 

2 6.911 638.8 627.8 1.722 

3 11.42 864.8 859.0 0.671 

4 15.93 940.3 947.3 0.739 

Check for moment due to 
wearing course load 

1 0 0 0 0 

2 6.911 454.9 445.3 2.110 

3 11.42 616.4 606.4 1.622 

4 15.93 670.1 660.4 1.448 

Check for moment due to 
pedestrian live load 

1 0 0 0 0 

2 6.911 141.5 139.0 1.767 

3 11.42 191.5 190.3 0.627 

4 15.93 208.1 209.8 0.810

(continued)



Effect of Overweight Vehicles on the Design of PC Girder Bridges 265

(continued)

Location Distance
(m)

Manual
calculation
(KN-m)

CSiBridge
(KN-m)

Variation
(%)

Check for stresses in 
tendon after all losses 

1 0 1125 1130 0.4425 

2 6.911 1143 1147 0.3487 

3 11.42 1155 1159 0.3451 

4 15.93 1168 1172 0.3413 

Stress check at transfer at 
bottom fiber of concrete (-
means compression) 

1 0 −7.786 −7.731 0.7064 

2 6.911 −17.98 −17.85 0.7230 

3 11.42 −20.39 −20.22 0.8337 

4 15.93 −21.36 −21.20 0.7491 

Stress check at transfer at 
top fiber of concrete 
(- means compression) 

1 0 −4.754 −4.678 1.599 

2 6.911 −3.376 −3.367 0.2666 

3 11.42 −1.240 −1.295 4.247 

4 15.93 −0.5000 −0.5259 4.925 

From this validation part, it can be summarized that the model has been almost 
correctly modeled as most of the parametric variations are within 5%. This implies 
that the model can used further for parametric studies. 

3 Parametric Study 

3.1 Overweight Truck Selection and Modeling 

Due to time and resource constraints, it was not possible to conduct an axle load 
survey. Hence previous survey data has been studied and the most overweight vehicle 
has been selected. From such a previous survey found in a study by Ullah [6], the 
most overweight vehicle observed to have a total weight of 33.2 ton which is a two-
axle truck having respectively 9.5 ton and 23.7 ton on axle 1 and axle 2. For modeling 
purpose, it has been assumed that the axle-to-axle distance is 14 feet similar to design 
truck (Fig. 3).

For parametric study purpose, 4 different length bridges have been selected: 30 m, 
35 m, 40 m, and 45 m. They have been designed (Design procedure will be described 
in the later portion of this chapter). It has been assumed that the total bridge length 
will be occupied by a series of selected overweight trucks. Truck to truck distance 
and other dimensions are shown in the figures (Figs. 4, 5 and 6).

In CSiBridge these series of 4 and 5 trucks have been defined as a single vehicle 
of respectively 8 and 10 axles and having an impact factor of 1.15 moving in both 
lanes at a speed of 50km/h (13.889 m/s).
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Table 1 Validation of model bridge 

Parameters Manual 
calculation 

CSiBridge Variation (%) 

Section properties 
for non-composite 
section 

Section modulus 
of mid-section 
for bottom fiber 

2.729 × 108 mm3 2.729 × 108 mm3 0 

Area of 
mid-section 

7.097 × 105 mm2 7.097 × 105 mm2 0 

Section modulus 
of end-section for 
bottom fiber 

3.230 × 108 mm3 3.230 × 108 mm3 0 

Area of 
end-section 

1.188 × 106 mm2 1.188 × 106 mm2 0 

Section properties 
for composite 
section 

Section modulus 
of mid-section 
for bottom fiber 

3.780 × 108 mm3 3.780 × 108 mm3 0 

Area of 
mid-section 

1.148 × 106 mm2 1.148 × 106 mm2 0 

Distance of 
centroid of 
mid-section from 
bottom fiber 

1155 mm 1155 mm 0 

Section modulus 
of end section for 
bottom fiber 

4.813 × 108 mm3 4.813 × 108 mm3 0 

Area of end 
section 

1.626 × 106 mm2 1.626 × 106 mm2 0 

Distance of 
centroid of end 
section from 
bottom fiber 

1065 mm 1065 mm 0

Fig. 3 Two axle overweight truck
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Fig. 4 Series of 4 overweight trucks for 30 and 35 m bridges 

Fig. 5 Series of 5 overweight trucks for 40 m and 45 m bridges 

Fig. 6 Vehicle data for vertical loading

4 Results and Discussions

The observations found from this study can be summarized as follows (Fig. 7):

1. Flexural moments for strength I combination using a series of overweight trucks 
have been increased by 20.46% for 30 m bridge, 25.74% for 35 m bridge, 31.59% 
for 40 m bridge and 37.89% for 45 m bridge from moments produced using 
Design HL 93 Live load and these moments have also crossed the positive flexural 
resistance limit. 

2. D/C ratios for strength I combination using a series of overweight trucks have 
been increased by 19.76% for 30 m bridge, 35.33% for 35 m bridge, 41.44% for
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Fig. 7 a Maximum moment for strength I combination versus Bridge span; b Demand to maximum 
concrete shear capacity ratio for strength I combination versus Bridge Span; c Girder bottom stress 
for service III combination versus Bridge span; d Girder bottom stress for live load versus Bridge 
span; e Maximum reaction at support for strength -I combination for interior girder versus Bridge 
span; f Maximum reaction at support for Strength -I combination for exterior girders versus Bridge 
span

40 m bridge and 32.41% for 45 m bridge from D/C ratios produced by using 
design HL-93 Live load. For 30, 35 and 40 m bridges this ratio is within limit 
but for 45 m bridge it crosses the limit (Figs. 8, 9 and 10).

3. Tensile stresses at girder bottom for Service III combination using a series of 
overweight trucks, have been increased by 625.8% for 30 m bridge, 1995% for 
35 m bridge, 884.5% for 40 m bridge and 763.8% for 45 m bridge from stresses 
produced by using HL 93 vehicle and also, they have crossed the limit by 2.143
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Fig. 8 Flexural moment 
check due to overweight 
truck for Strength I 
combination (including 
prestress force) for 30 m 
bridge 

Fig. 9 D/C ratio check due 
to overweight truck for 
Strength I combination 
(including prestress force) 
for 30 m bridge 

Fig. 10 Stress Check due to 
overweight truck for service 
III combination for 30 m 
bridge
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times by 30 m bridge, 4.163 times by 35 m bridge, 6.353 times for 40 m bridge 
and 8.103 times by 45 m bridge.

4. Maximum reaction at supports for Strength I combination using a series of over-
weight trucks, have been increased by 44.33% for 30 m bridge, 37.83% for 35 m 
bridge, 48.77% for 40 m bridge and 41.63% for 45 m bridge for interior girders 
and for exterior girders 32.55% for 30 m bridge, 32.48% for 35 m bridge, 37.20% 
for 40 m bridge and 35.79% for 45 m bridge. 

5 Conclusion 

5.1 Findings 

The findings of this study can be summarized as: 

(1) Bridges designed considering single AASHTO Standard HL-93 vehicle in each 
lane as Live load are not capable of withstanding series of overweight vehicles 
(both lanes) considered in this study. 

(2) All the bridges considered in this study failed in flexure moment check crossing 
the flexural resistance limit for the series of overweight vehicles considered. 

(3) For 30, 35, 40 m bridges overweight vehicles couldn’t not cause shear failure, 
but 45 m bridge failed in D/C limit check due to overweight vehicle. D/C ratio 
increased with the increase in the bridge span. 

(4) All the bridges studied in this study failed in Girder bottom tensile stress check. 
Though these bridges have passed this stress check for design live load, they 
have failed to meet the same limit when series of overweight moved through 
them. 

(5) Due to series of overweight truck movement, bearing support reaction increased 
than that is required for design live load. So, bearing pad needs to be redesigned 
considering overweight vehicle movements. 

5.2 Limitations and Recommendations 

This study has a very limited scope to observe all the things about overweight vehicle 
problems. The fields in which study can be further extended are discussed below: 

(1) Due to time and resource constraint axle load survey has been skipped and 
overweight vehicle data has been collected from previous studies which may 
not be the real scenario of the recent time. So, a comprehensive survey can be 
conducted in future to get a more realistic result. 

(2) In this study, CSiBridge v23.3.1 has been used for finite element modeling and 
analysis of bridges. This software has many limitations. It was not possible to 
check all the stress limits recommended by AASHTO LRFD 2012 code. So, in
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future a more accurate and detailed study can be conducted using other software 
like Midas Bridge, Ansys etc. 

(3) It was not possible to replicate the effect of accumulative damages due to live 
load in highway bridges which is very important in studying the fatigue damage 
and fatigue life of bridges. So, consideration of this effect in future studies can 
bring a very interesting and significant result. 

From the trend of damages occurring due to a range of overweight vehicles, a 
study can be conducted to predict the reduction in service life of bridge. 
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Effect of the Inclination Angle of Hooked 
Steel Fiber on the Flexural Behavior 
of Steel Fiber Reinforced Concrete 

J. A. Mahmud, A. Islam, and M. S. Hosen 

Abstract The inclusion of metallic fibers within concrete is a widespread approach 
for improving crack resistance, energy-absorbing abilities, and longevity. The geom-
etry of the fibers, which usually have a hooked end, has a significant impact on 
boosting the fiber-matrix bond as well as the mechanical properties of both the fiber 
and the concrete. This research looked at the strength and failure behavior of concrete 
with hooked-end steel fibers. For this, specimens for the flexural test were cast using 
hooked steel fibers with inclination angles of 120, 135, and 150°, a diameter of 
0.75 mm, and multiple hooked lengths (50 and 60 mm). A numerical analysis was 
conducted to model flexural members with ANSYS 2022. To validate the numerical 
study, a four-point bending experiment was performed. A better understanding of 
the effects of hooked length and inclination angle was revealed. As fiber dosages 
and lengths increase, flexural strength also increases. On the contrary, increasing the 
hooked angle above 135º had little effect on enhancing flexural strength; as a result, 
a hooked angle of 135º was regarded as the most suitable option. The optimal steel 
percentage was revealed to be 2%, the hook length was 60 mm, and the inclination 
angle was 135° for ultimate strength. 

Keywords Hooked end steel fibers · Inclination angle · Fiber-matrix bond ·
Ultimate strength · Numerical analysis 

1 Introduction 

Concrete is a semi-brittle material with crimp failure and low tensile and strain 
endurance. Usually, 8–15% of its compressive strength makes up its tensile strength 
[1]. By preventing and bridging developed cracks, reinforcement, like steel bars 
or fibers, is employed to boost tensile strength and ductility [2]. Fiber reinforced
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concrete without steel rebar reinforcement has been used in low-load bearing parts 
such as facades, tunnels, raised septic tanks, pavement, and so on [3]. Steel fibers 
prevent cracks, whereas rebar restricts crack breadth. Scientists at ETH Zurich have 
developed a lightweight concrete floor solution that does not require steel rein-
forcement. It is 70% lighter than ordinary concrete flooring [4]. The insertion of 
steel fibers into concrete results in fiber-reinforced concrete with enhanced energy 
absorption, deformation before failure, and ductile behavior [5]. Additionally, the 
steel fibers improve the flexural characteristics of concrete and its tensile strength, 
which is thought to be its fundamental structural weakness [6, 7]. Utilizing deformed 
fibers, such as hooked fibers, can enhance the mechanical properties of steel fibers. 
According to research, the fiber-matrix binding strength of deformed steel fibers is 
three to seven times greater than that of straight fibers [8, 9]. In the essence of flex-
ural strength and durability, Banthia and Trottier [10] claim that the employment of 
hooked-end steel fibers outperforms the usage of crumpled and duplex deformed steel 
fibers in strengthening ordinary and semi-concrete compressive strengths. Theoret-
ically, fibers with hooked ends offer greater mechanical coupling than other types 
of fiber [11]. Raising the fiber volume can generally enhance mechanical proper-
ties. The increase in fiber usage to accommodate loads is to blame for this [12]. Wu 
et al. [13] demonstrated that raising the fiber content by roughly 3% improved the 
compressive and flexural characteristics of steel fiber reinforced concrete (SFRC) 
when combined with a stable superplasticizer (SP) dose despite decreasing flowa-
bility. Shi [8] demonstrates that 2% is the optimum fiber content for SFRC and that 
composites with 2% steel fibers are much more reliable than those with 1 or 3% steel 
fibers. Lengthier fiber lengths generate a broader interfacial bonding surface and a 
higher fraction of pullout loading, which leads to improved flexural performance, as 
demonstrated by Abdallah et al. [14]. Yoo et al. [15] recommended that lengthier steel 
fibers with significantly greater aspect ratios be utilized to lower responsiveness to 
the size effect when compared to shorter steel fibers, and that 2% by volume of steel 
fibers can achieve minor influence on flexural strength unless the fiber distribution 
properties are constantly governed in spite of the size of the specimen. Murali et al. 
[16] demonstrated that steel fibers with hooked ends outperform twisted steel fibers 
in terms of impact energy dispersion capacity at concentrations ranging from 0.5 to 
2%. Despite extensive research on SFRC, there has not been much work on the use 
of varied concrete strengths and angles of fibers of varying aspect ratios, lengths, and 
contents. The majority of published studies focused on either fiber angles or short 
fiber lengths. The mechanical characteristics of SFRC with different angles, lengths, 
and volume percentages of steel fibers are investigated in this work. The primary 
purpose of this research was to deliver precise information on the mechanical prop-
erties of SFRC, taking fiber lengths, angles, and volume percentages into account. 
The relationships between the numerous important mechanical characteristics of 
SFRC are established and analyzed in light of previous researchers’ outcomes.
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Table 1 The composition of OPC 

Constituents SiO2 Al2O3 Fe2O3 CaO MgO SO3 Insoluble 
residue 

Free 
lime 

Loss on 
ignition 

Weight (%) 20.76 4.76 3.32 65.12 1.20 2.23 0.36 0.94 0.52 

Table 2 Characteristics of 
coarse and fine aggregate Parameters Coarse aggregate Fine aggregate 

Fineness modulus 6.13 2.95 

Specific gravity 2.70 2.88 

Moisture content 2.03% 1.84% 

2 Materials and Methods 

2.1 Materials 

2.1.1 Cement 

A regional cement plant supplied Type I ordinary Portland cement (OPC) per ASTM. 
The composition of the cement utilized of that analysis is presented in Table 1. 

2.1.2 Fine and Coarse Aggregates 

For the preparation of the mixtures, fine sand and crushed sand with differing particle 
sizes were utilized. Crushed sand and fine sand have respective fineness modulus 
(FM) of 1.46 and 4.61. To give the mixture of fine and crushed sand a FM of 2.56, 
10 mm maximum-sized coarse aggregate was added. Table 2 displays the properties 
of both coarse and fine aggregates. 

2.1.3 Fibers 

For the purposes of this study, the SFRC was constructed using two varieties of 
steel fibers with hooked ends. Steel fibers of two different lengths and hooked at 
different angles were given for this purpose. Specifically, the steel fibers used had 
a tensile strength of 534 MPa and a Young’s modulus of 212 GPa. Other features 
of the utilized steel fibers are summarized in Table 3. Figure 1 depicts the physical 
form of the hooked end fibers.



276 J. A. Mahmud et al.

Fig. 1 Visual attributes of the hooked end fiber 

Table 3 Characteristics of 
steel fiber Length (mm) Diameter (mm) Aspect ratio (l/d) 

50 0.75 66.67 

60 0.75 80.00 

2.2 Mixture Proportions and Specimen Preparation 

The mixture proportion for SFRC that was used in this investigation is shown in 
Table 4. There were no water-reducing additives applied. All types of concrete were 
made using a water-to-cement ratio of 0.46. Hooked angles of 120°, 135°, and 150° 
were applied to steel fibers in five different ratios: 0, 0.5%, 1, 1.5, and 2% by volume 
of concrete. Twenty-five beams were formed for the flexural strength tests. Three 
separate rounds of mixing the fibers together produced a uniform SFRC blend. Flex-
ural samples of 100 × 100 × 400 mm were prepared to examine the flexural strength 
of SFRC. Excess material was removed from the mold’s top surface, which was 
smoothed with a trowel, and plastic was placed over the specimens to keep them 
moist. When the 24 h were over, the samples were demolded and cured at 22 ºC with 
100% relative humidity until the testing age. 

Table 4 Mixture Proportion of SFRC 

Volume 
fraction (%) 

Cement (kg/ 
m3) 

Fine aggregate 
(kg/m3) 

Coarse 
aggregate (kg/ 
m3) 

Hooked end 
steel fiber (kg/ 
m3) 

Water (kg/m3) 

0 394 784 992 0 185 

0.5 394 784 992 11.775 185 

1.0 394 784 992 23.55 185 

1.5 394 784 992 35.325 185 

2.0 394 784 992 47.10 185
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Fig. 2 A and  b Setting up the four-point flexural test 

2.3 Experimental Methods 

According to ASTM C1609/C1609M-05, the flexural strengths for each beam spec-
imen were calculated. Four-point bending studies on beam samples with sizes of 100 
× 100 × 400 mm and a span length of 300 mm between supports were carried out 
(Fig. 2). According to ASTM C78-02 requirements, the loading and support system 
was able to apply third-point loading to the sample without twisting. The experiment 
was executed on a universal testing machine (UTM) with a 100 KN ultimate load. 
The rate of change was 0.08 mm per minute due to displacement. 

2.4 Numerical Study 

The numerical investigation to contrast the experimental results of the beams uses 
non-linear finite element analysis (FEA) relying on ANSYS 2022. A mathematical 
tool called FEA was used to approximatively solve boundary value difficulties for 
partially differential equations. According to published investigations, the SFRC 
beam modeling utilizing the aforementioned software has been proven to be adequate. 
As a result, the FEA was performed using full-scale beam models, which were taken 
into account throughout the experimental investigation. 

2.4.1 Modeling of Materials 

Concrete 

Concrete is prone to both cracking and crushing under tension and compression, 
respectively. The material was modeled using the Solid 65 module. Each of the 
eight endpoints on the Solid 65 element has three degrees of freedom, permitting 
conversions in the x, y, and z nodal dimensions. Tables 5 and 6 display the SolidWorks
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Table 5 Parameters for 
concrete design Material characteristics Values 

Modulus of elasticity (E) 22,350 MPa 

Grade of concrete M20 

Poisson’s ratio (ν) 0.22 

Shear factor for an open crack (βt) 0.32 

Table 6 Properties of 3D 
hooked-ends steel fiber Property Unit Steel fiber values 

Diameter mm 0.75 

Length mm 50 

mm 60 

Aspect ratio - 66.67

- 80 

Tensile strength N/mm2 532 

Youngs modulus KN/mm2 210 

Fig. 3 Fiber design in Solid 
65 

concrete modeling parameters and properties of hooked end steel fiber that were 
utilized, respectively. 

Steel Fiber 

Figure 3 depicts the configuration of hooked steel fibers that were modeled using the 
Solid 65 program, while Fig. 4 depicts deformation as a result of stress.
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Fig. 4 SFRC beam analysis 
in Ansys 

3 Results and Discussions 

3.1 Numerical Findings 

3.1.1 First Crack Load 

The “first-crack load” of the improved SFRC beam (F0.5L50A20) (where F, L, and 
A stand for fiber content, length, and angle, respectively) was greater than that of the 
control beam (unreinforced beam) (Fig. 5) (F0) because of its enhanced stiffness. In 
unreinforced fibrous beams, an increase in fiber quantity decreased the load required 
to trigger the initial fracture, making the distinct steel more susceptible to damage. 
In addition, the load corresponding to the initial failure in fibrous beams was greatest 
when the fiber concentration (Vf = 2%) was at its maximum. The current investigation 
revealed that the amount of fiber had a considerable impact on the load at the initial 
stage of cracking. In this experiment, the quantity of fibers had a clear effect on the 
load at the first crack phase. Table 7 shows that when comparing unreinforced fibrous 
beams of the same length and angle, the percentage increase in the first-crack load of 
the former beam at different Vf is roughly 11.84, 58.68, 118.95, and 172.40%. It was 
credited to the action of steel fibers during the pre-cracking phase that the preceding 
rise had a significant effect on increasing the first-crack load of reinforced beams. 
when Vf exceeds 0.5%, such as when Vf was 1.0, 1.5, and 2%, the first fracture 
load of reinforced fibrous beams was increased dramatically. This suggests that Vf 

= 0.5% was the “threshold limit” for manipulating the first-crack load of fibrous 
beams.

3.1.2 Ultimate Load 

Similar to the first-crack load, the ultimate load of SFRC-strengthened fibrous beams 
(F0.5L50A20, F1L50A20, F1.5L50A20, F2L50A20, etc.) was increasing relative to 
control beams. As indicated previously, the largest load found had the highest fiber
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Fig. 5 Unreinforced Beam 

Table 7 First crack load and ultimate load obtained from ANSYS 2022 analysis 

Mix ID First crack stage Percentage increase 
comparing with F0 

Ultimate stage Percentage increase 
comparing with F0 

Load, Ffc (MPa) % Load, Fu (MPa) % 

F0 3.80 - 5.14 -

F0.5L50A20 4.25 11.84 6.43 25.1 

F0.5L50A35 4.85 27.63 6.94 35.02 

F0.5L50A50 4.46 17.37 6.49 26.26 

F0.5L60A20 4.83 27.10 6.25 21.60 

F0.5L60A35 4.97 30.80 6.85 33.27 

F0.5L60A50 4.74 24.74 6.56 27.63 

F1L50A20 6.03 58.68 8.31 61.67 

F1L50A35 6.14 61.58 8.65 68.30 

F1L50A50 5.98 57.40 8.27 60.90 

F1L60A20 6.12 61.05 8.38 63.04 

F1L60A35 6.21 63.42 8.74 70.04 

F1L60A50 6.15 61.84 8.68 68.87 

F1.5L50A20 8.32 118.95 11.24 118.68 

F1.5L50A35 8.58 125.80 11.52 124.12 

F1.5L50A50 8.38 120.53 11.45 122.76 

F1.5L60A20 8.41 121.32 11.22 118.30 

F1.5L60A35 8.66 127.90 11.63 126.26 

F1.5L60A50 8.43 121.84 11.52 124.12 

F2L50A20 10.35 172.40 13.31 159.00 

F2L50A35 10.67 180.80 13.74 167.32 

F2L50A50 10.62 179.47 13.62 164.98 

F2L60A20 10.55 177.63 13.44 161.50 

F2L60A35 10.76 183.16 13.81 168.68 

F2L60A50 10.68 181.05 13.76 167.70
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content. The first-crack load demonstrates the same behavior as previously described. 
The highest increase of 25% in the ultimate load of the F0.5L50A20 beam over the F0 
beam was attributable to the hardening effect of SFRC bonding. The aforementioned 
percentage rise appears to be nearly twice as great in the latter stages as it was in the 
initial stages. It was apparent that strengthening had a superior impact, particularly 
at the ultimate failure stage, where brittle failure may be to blame. Such achievement 
in a region prone to earthquakes is unfathomable. Table 7 indicates that for Vf = 0.5, 
1.0, 1.5, and 2%, the ultimate load of the strengthened fibrous beams (F0.5L50A20, 
F1L50A20, F1.5L50A20, and F2L50A20) was significantly greater than that of the 
F0 beam by up to 29, 61.67, 118.68, and 159%, respectively. This demonstrates how 
steel fibers drastically enhance the flexural capacity of SFRC strength in this work. 
When a higher Vf (2%) was taken into account, the effect of the above yield was 
quite strong and could still be seen at a lower Vf (0.5%). This yield was a perfect 
example of how fibrous beams harden after cracking and being stretched. 

3.2 Investigational Results and Discussions 

3.2.1 Effect of Fiber Dosages, Length of Fiber and Inclination Angle 
on Flexural Strength 

Different composites with various fiber compositions showed a noticeable improve-
ment in flexural strengths. Figures 6 and 7 shows the ultimate load was found to rise 
along with fiber dosages and lengths, respectively. The flexural strength improved 
from 5 to 166% for the fiber with a lower aspect ratio of 66.67 when the fiber 
content was increased from 0.5 to 2%, and from 5 to 180% for the fiber with a 
higher aspect ratio of 80. That was comparable an increase in flexural strength 3 
to 124% increased for fibers with a smaller aspect ratio of 65, but 140% for fibers 
with a higher aspect ratio of 80 as compared to concrete without fibers [17]. Longer 
fibers were enhanced the load behavior of concrete, regardless of the fiber volume 
percentage. When compared to shorter fiber 50 mm, the fiber with a length of 60 mm 
and an aspect ratio of 80 considerably increased the flexural strength of SFRC. At a 
fiber length of 60 mm, F2L60A20 had a flexural strength of 12.58 MPa, which was 
5% higher than F2L50A20. Although the inclination angle has little impact on the 
flexural strength of beam, but it is significant for design of a structure. The flexural 
strength of SFRC may rise by 2 to 8% depending on the angle of the hook (Fig. 8).

Figure 6 shows that the increasing fiber content increases the flexural strength of 
SFRC beams. The flexural strength of the SFRC beam was 14.46 for 2% fiber volume, 
whereas it was 4.63 for 0% fiber volume. The addition of steel fibers significantly 
improves many of the engineering properties of mortar and concrete, notably impact 
strength and toughness. Flexural strength, fatigue strength, tensile strength, and the 
ability to resist cracking and spalling were also enhanced. 

Figure 7 shows that increasing fiber length increases the flexural strength of SFRC 
beams. The interlocking area grows as fiber length increases, enhancing the flexural
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Fig. 6 Mean flexural strength for various fiber quantities 
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strength. Although having a same fiber composition, longer fiber has significantly 
better strength. Here, a maximum strength of 12.727 MPa was found for 60 mm fiber 
length at 2% fiber volume, whereas 12.197 MPa for 50 mm fiber. 

Figure 8 shows the flexural strength of SFRC beams for different hooked 
angles. Hooked fibers can improve flexural strength because of an increase in fiber-
matrix bond strength caused by mechanical anchoring from the hooked region. The 
maximum strength for each fiber content was discovered at an angle of 135°. The 
maximum strength was found for hooked angle 135º (12.97 MPa) that is slightly 
higher than 150º (12.63 MPa). It is clear from this that the flexural strength relies on 
both the angle of the hooked fibers and the amount of fiber present. 

4 Conclusion 

The test results led to the conclusion that fibers were essential to both the mechanical 
and physical characteristics of beam specimens. The flexural strengths of SFRC 
increased in proportion to the steel fiber dosages. The addition of 0.5 to 2% hooked 
steel fibers increased the flexural strength by 5 to 180% when compared to the 
unreinforced control mixture. In addition, it is important to note that the flexural 
strength of steel fiber reinforced concrete increases by 1–5% with increasing fiber 
length from 50 to 60 mm. When the fiber content was increased from 0.5 to 2%, the 
flexural strength increased from 5 to 166% for the fiber with a lower aspect ratio 
of 66.67, and from 5 to 180% for the fiber with a higher aspect ratio of 80. Also, 
increasing the hooked steel fiber inclination angle further to 150 degrees lowers the 
flexural strength, and the strength of SFRC was obtained in the following order: 135° 
> 150° > 120°. 
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Analyzing Historical Temperature 
Variation in Dhaka, Bangladesh 
in Climate Change Perspective 

A. Rudaiba and R. Mamtaz 

Abstract Climate change is a major environmental hazard in the twenty-first 
century. This long-term weather change threatens all living species. Temperature 
is the best climatic indicator. Identifying and evaluating historical temperature fluc-
tuations is vital to climate change research, and scientists from many nations are 
working on it. Dhaka, Bangladesh’s capital, is a climate-vulnerable metropolis. In 
this study, an attempt has been made to analyze temperature variations from 1980 
to 2020. Using linear regression and the Mann–Kendall test, the long-term trend 
of historical temperature change was examined. The findings of both studies were 
quite comparable, except for March’s monthly average maximum temperature. Every 
month of the year had a noticeable rising trend in the monthly average minimum 
temperature. Between 2010 and 2019, both the monthly average maximum tempera-
ture and the monthly average minimum temperature increased significantly. Over this 
period, the rate of increase of monthly average maximum temperature for September 
is 1.3 °C/decade, and the rate of increase of monthly average minimum temperature 
for December is 1.6 °C/decade. The average maximum temperature during the hottest 
months—March, April, and May—and the average minimum temperature during the 
coldest months—December, January, and February—both increased by about 0.15 
and 0.45 °C for every decade, respectively. Rising trends of 0.15 °C/decade and 
0.28 °C/decade were seen in the average annual maximum and minimum temper-
atures. The number of hot days per decade with maximum temperature exceeding 
30 and 35 °C grew by 7.3 and 30%, respectively, from 1980 to 2020. For the same 
period, the number of cold days per decade having a minimum temperature of less 
than 15 and 10 °C dropped by 27.8 and 54.8%, respectively. The study reveals a 
rising trend in Dhaka’s temperature. 
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1 Introduction 

At all geographic and economic dimensions, dealing with climate change and climatic 
unpredictability is seen as one of the biggest concerns of the next decades [1]. During 
the industrial era, the atmospheric concentrations of major anthropogenic greenhouse 
gases like CO2, N2O, CH4, water vapor, and fluorinated gases have grown dramat-
ically [2]. It is anticipated that elevated quantities will stay in the atmosphere for 
thousands of years. The higher atmospheric concentrations of these gases, particu-
larly CO2, increase the amount of Infrared (IR) energy absorbed by the atmosphere, 
resulting in a warming effect at the Earth’s surface [3]. Each of the last four decades 
has been successively warmer than any decade that preceded it since 1850 [4]. The 
majority of the expected impacts of climate change are negative, according to the 
Intergovernmental Panel on Climate Change (IPCC). Increased heat waves (and fewer 
cold spells), stronger storms and cyclones, an increase in weather-related damage, 
more frequent droughts and flooding, warmer surface temperatures, particularly at 
higher latitudes, faster disease spread, decreased agricultural productivity in many 
areas, and a shift toward higher latitudes, and increasing sea levels that might inundate 
coastal regions are some of these [5]. 

Bangladesh’s capital, Dhaka, is the eighth-largest city in the world [6] and is 
among the cities in the world that are most at risk from climate change. Due to 
the high population concentration, climate change’s impacts will be particularly 
severe for the mega-cities of the developing world [7], especially those in Asia. 
Dhaka tops the risk of climate change in Asia [8]. Knowledge and data on the 
climatic variance features of an ecosystem are essential for the assessment and plan-
ning of environmental research. Consequently, the necessity of comprehending the 
features of future climatic fluctuations cannot be emphasized. There have been a 
few studies done on how climate parameters are changing over time in Bangladesh 
[9–11]. Ahmed and Alam (1999) anticipated an average temperature rise of 1.3 °C 
in 2030 and 2.6 °C in 2075 for Bangladesh [12]. Basak and Titumir (2013) reported 
that the average annual maximum temperature changes by approximately 0.0186 °C 
in a year, whereas the average annual minimum temperature changes by 0.0152 °C 
in a year [13]. Another study done by Mohiuddin and Bhuiya (2014) showed that 
Winter (December–February) has the biggest and most substantial temperature vari-
ations, with a rising tendency of 13 °C in 100 years [14]. All the above studies are 
focused on Bangladesh. However, Dhaka is the most populated and polluted city in 
Bangladesh, and all kinds of urban activities, such as vehicular movement, industries 
etc. are going on here. Therefore, these anthropogenic activities may have a role in 
increasing the temperature of this city, which may be higher than that of Bangladesh. 
Keeping this in mind, this research focused on the changes in Dhaka’s temperature 
by analyzing historical data from 1980 to 2020 and forecasted future changes.
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2 Methodology 

The study area for this study is the Dhaka Metropolitan Area (Fig. 1) and Dhaka’s 
temperature data was gathered from the Bangladesh Meteorological Department. 
For the years starting from 1980 to 2020, data on the daily temperatures have been 
compiled. 

A data quality check was carried out prior to index calculation as incorrect outliers 
might have a significant influence on index calculation and trend. Once patterns 
had been identified, estimated, and predicted, statistical procedures were used to 
determine their statistical and physical significance. Using RStudio, simple linear 
regression was performed to estimate the linear trend (slope), and the non-parametric 
Mann–Kendall test (MK) was also employed to figure out the significance of the 
monotonic trend (either linear or non-linear). 

Employing Dhaka’s monthly maximum and minimum temperatures, the study 
performed a statistical trend analysis. Using a simple linear regression equation, a 
trend analysis was performed [17] as shown  in  Eq. (1). The model is expressed as, 

y = A + Bx (1) 

In the equation, y represents the temperature of a certain year, x represents that 
year, and A represents the intercept of the straight line depicted by the equation. “A” 
and “B” can be determined from the following equation, 

A =
(∑

y
)(∑

x2
) − (∑

x
)(∑

xy
)

n
(∑

x2
) − (∑

x
)2 (2)

Fig. 1 Dhaka City as a Study area, a Google Earth Image [15] and  b Map of Dhaka Metropolitan 
Area [16] 
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B = 
n
(∑

xy
) − (∑

x
)(∑

y
)

n
(∑

x2
) − (∑

x
)2 (3) 

The Mann–Kendall trend test [18] is used to determine if a group of data values 
is trending upward or downward over time and whether the trend is statistically 
significant for either direction. [19]. The magnitude of the change is not evaluated 
by the MK test. The data values are analyzed as ordered time series. If n data points 
are presented by x1, x2, x3…..xi where xj represents the data point at time j, then S 
is defined as follows, 

S = 
n−1∑

k=1 

n∑

j=k+1 

sign(x j − xk) (4) 

Where  : sign(
x j − xk

) = 

⎧ 
⎨ 

⎩ 

1i f  x  j − x j > 0 
0i f  x  j − x j = 0 

−1i f  x  j − x j < 0 
(5) 

The following formula is used to calculate the normalized test statistic Z: 

z = 

⎧ 
⎪⎨ 

⎪⎩ 

S−1 √
V AS(S) 

i f  S  > 0 

0i f  S  = 0 
S+1 √
V AS(S) 

i f  S  < 0 
(6) 

While negative Z values reflect decreasing trends, positive Z values show 
increasing trends. 

3 Result and Discussion 

The monthly temperature variation has been investigated employing time series data. 
Based on the average maximum and minimum temperature for the previous 41 years 
(1980–2020), the monthly variation in temperature has been assessed. 

Figure 2 shows that the winter months from December to February have low 
monthly maximum average temperatures. January has the lowest average maximum 
(24.95 °C) and minimum (13.27 °C) temperatures in a year. The summer season, i.e., 
the months of March (32.42 °C), April (33.89 °C), and May (33.44 °C), are character-
ized by higher average monthly temperatures. April has the highest average monthly 
maximum temperature. Based on this study, Dhaka city’s coldest and warmest months 
are January and April, respectively.

Figures 3 and 4 present the change in average maximum temperature in the 
summer season (March, April, and May) and the change in average minimum 
temperature in the winter season (December, January, and February) up to the year
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Fig. 2 Average monthly maximum and minimum temperature of Dhaka during the period of 1980– 
2020

2040, respectively. Both the figures show an increasing trend over time. Both the 
average summer maximum temperature and the average winter minimum temper-
ature increased by approximately 0.15 and 0.45 °C each decade, respectively. The 
projected trend line up to the year 2040 shows that the average maximum summer 
temperature will be 33.9 °C in 2040 (Fig. 3). Furthermore, the minimum average 
temperature in winter will rise to 16.7 °C in 2040 from 14 °C in 1980 (Fig. 4). 

Fig. 3 Trend Analysis of mean maximum summer season temperature
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Fig. 4 Trend Analysis of mean minimum Winter season temperature 

Although average annual maximum and minimum temperatures fluctuated for 
Dhaka City throughout the time shown in Fig. 5, the rate of increase for both the 
maximum and minimum temperatures was 0.15 °C/decade and 0.28 °C/decade, 
respectively. Both trendlines were projected to continue for the next 20 years, i.e., 
the year 2040. This trendline predicts that the average annual maximum temperature 
in 2040 might be 31.42 °C, a rise of 1.13 °C in 60 years. Additionally, the average 
annual minimum temperature in 2040 is projected to reach 23.02 °C, an increase of 
1.63 °C in 60 years.

The Mann–Kendall test and linear regression model findings for the monthly 
average maximum and minimum temperatures for different months are shown in 
Table 1. Except for December and January, the monthly average maximum temper-
ature is rising for all other months. Significant increases are seen in May (0.37 °C/ 
decade), July (0.35 °C/decade), and September (0.39 °C/decade). The monthly 
average minimum temperature is rising throughout the whole year. The study found 
that December is the month where the average minimum temperature rises the most 
(rate is 0.53 °C/decade). Compared to the monthly average maximum temperature, 
the rising trend is more evident for the monthly average minimum temperature.

The results of the simple linear regression model and the Mann–Kendall statistical 
test are similar. The monthly average maximum temperature only shows a declining 
trend in January, March, and December. The MK trend test for the remaining 
nine months indicates an increase in the monthly average maximum temperature. 
In contrast, for the monthly average minimum temperature, all months exhibit an 
upward tendency. 

Linear regression result shows that September is the month with the highest 
increase in monthly average maximum temperature, and thus Fig. 6 presents the
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Fig. 5 Average annual maximum and minimum temperature trend of Dhaka during 1980–2040

decade-wise trend of monthly average maximum temperature for September over 
the period of 1980 to 2020. It has been found that the recent past decade (2010– 
2019) shows the highest rise in temperature (at a rate of 0.13 °C per year) compared 
to previous decades.

The average minimum temperature increases the most during December, 
according to the findings of linear regression. The slope is highest for the 2010–2019 
decade. Figure 7 illustrates a decade-wise trend analysis of the monthly minimum 
temperature for December. The average minimum temperature for December 
increased at a rate of 0.16 °C per year from 2010 to 2019.

Table 2 displays the overall number of hot and cold days for the four decades 
examined in this study. It is evident that the number of hot days is increasing from 
1980 to 2019, 7.3% for temperatures more than 30 °C and 30% for temperatures 
more than 35 °C. In contrast, the number of cold days decreased from 1980 to 2019, 
27.8% for temperatures less than 15 °C and 54.8% for temperatures less than 10 °C. 
This indicates that the winter will be warmer and shorter in the coming future, which 
agrees with the finding of the IPCC [20].
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Fig. 6 September’s 
decade-by-decade trend 
analysis of the average 
monthly maximum 
temperature

Fig. 7 December’s 
decade-by-decade trend 
analysis of the average 
monthly minimum 
temperature

Table 2 Cold and hot days in Dhaka City by decade from 1980 to 2019 

Decades 1980–1989 1990–1999 2000–2009 2010–2019 

Number of hot days with maximum 
temperature exceeding 30 °C 

2277 2325 2316 2443 

Number of hot days with maximum 
temperature exceeding 35 °C 

297 292 258 386 

Number of cold days with minimum 
temperature below 15 °C 

557 573 1246 402 

Number of cold days with minimum 
temperature below 10 °C 

31 44 7 14
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4 Conclusion 

The major conclusions drawn from this study are: 

• Over our study period, both the average annual maximum and minimum temper-
atures of Dhaka City increased by about 0.15 and 0.28 °C each decade, 
respectively. 

• The rate of increase in average minimum temperature in winter (0.45 °C/decade) is 
more than that of the average maximum temperature in summer (0.15 °C/decade). 

• The trend of rise in temperature has been higher in the recent past decade (2010– 
2019) than in the previous decades. 

• The number of hot days (highest temperatures > 30 and 35 °C) is increasing, and 
the number of cold days (lowest temperatures < 15 and 10 °C) is decreasing. The 
number of cold days in winter is decreasing at an alarming rate (54.8%). 

The present study shows that climate change will result in a constant rise in the 
temperature of Dhaka. In winter, the highest rise in temperature and reduction in 
cold days are observed. The results of this study are expected to further knowledge 
of current climate changes, likely future climatic scenarios, and the climate change 
consequence in various sectors of Dhaka. This paper also highlights the urgent need 
for global action to limit temperature rise. Allowing climate change to continue 
unchecked will have devastating effects, but by acting now, we can avert the worst 
impact on lives and economies. 
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BIM and CFD Based Simulation 
Approach in Reducing Thermal Energy 
Demands of a Residential Building: 
A Case Study in Bangladesh 

S. A. Islam, M. T. Hassan, and M. R. Awall 

Abstract With rising energy demands and impending climate crises driven by high 
energy consumption, household energy demand reduction is becoming vital for 
resilient development. This paper demonstrates how building information modeling 
(BIM) based thermal demand simulation, and computational fluid dynamics (CFD) 
analysis can help in sustainable building design decisions. Especially regarding 
selecting the sets of construction materials and components that help reduce building 
cooling energy demand while considering natural wind flow. Thus, the designers can 
forecast occupant thermal satisfaction utilizing a bioclimatic chart. The fourth level 
of a typical five-story residential building in Bangladesh was selected as the case 
study since residential building types are responsible for a significant percentage of 
national electricity demands, especially in the month of June. The case study building 
was replicated on Autodesk Revit. The energy analysis was done using BIM-centric 
cooling loads calculations based on building location, design characteristics, and 
material properties. Autodesk CFD software was used for ventilation simulation. 
Then material modifications with two alternative designs were conducted in the BIM 
model to produce different cooling load demands. These results are then compared 
with the initial design that uses conventionally used materials. The study examines 
the various building envelope materials designs, the different building components, 
and their individual leverage in reducing thermal energy demands. This will help 
orient further research toward selecting materials and building components with the 
most potential for thermal energy management while considering natural ventilation 
potential—especially regarding Bangladeshi climatic conditions.
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Keywords BIM · CFD · Natural ventilation · Building envelops · Thermal energy 
demand 

1 Introduction 

Buildings account for 40% of total global direct and indirect carbon emissions and a 
net total of one-third of global energy demand [1], of which the majority is used for 
heating and cooling [2] and also ventilation, accounting for no less than 25, 9, and 10% 
correspondingly [3]. The lack of sustainable engineering regarding building occu-
pancy and the global energy demands of the past few decades has demonstrated the 
importance of researching building energy efficiency concerning thermal demands 
[4]. Thus, both commercial industry trends and academia have started focusing on 
targeting building energy demand analysis in a simulative approach based on BIM 
[5]. Under the current circumstances, BIM is proving itself as a critical technology 
in the Architecture, Engineering, and Construction (AEC) industry [6], especially 
due to its accurate digital modeling of physical building assets with functional char-
acteristics representation [7, 8]. Determining cooling loads from the building BIM 
model has become a reliable and consistent approach to assessing thermal energy 
demands [9, 10]. Several studies focusing on various elements and components of 
buildings and their designs in evaluating their leverage in reducing thermal energy 
demands have proved that the material properties of windows and external walls 
and WWR (window to wall ratio) are pivotal in thermal energy efficient building 
envelop design assessment [11–14]. On the other hand, using natural ventilation is 
one of the most economical techniques for ensuring thermal comfort in hot seasons 
and reducing cooling loads. Research on thermo-comfort zones shows that the stan-
dard mechanical HVAC system does not provide the range of thermo-comfort levels 
that buildings designed with natural air circulation parameters can [15]. Moreover, a 
study focusing on energy reduction by introducing natural air circulation in high-rise 
public housing in Hong Kong has substantiated the potential for natural ventilation 
[16]. In the United Kingdom, a study demonstrated that natural ventilation in an 
office building could effectively reduce cooling energy demand by 14–41 kWh/m2, 
saving almost 10% of total annual energy consumption [17]. 

On the other hand, simulations based on computational fluid dynamics (CFD) are 
being used more and more to model how natural air flows through buildings [18–20]. 
The CFD approach is also preferable because of its reliable validation with experi-
mental data and competence in the economy compared to datasets with unnecessary 
high-resolution levels. Hence, it proves its favorability to assign the natural air circu-
lation perplexity, cost-effectiveness, and real data validation [21–23]. Thus, natural 
ventilation assessment via CFD simulations and BIM-based thermal energy propa-
gation simulations has proven to be a reliable way to reduce building thermal energy 
demands. However, an extensive literature review on this topic found no comprehen-
sive studies that merged BIM and CFD modeling simulation in Bangladeshi climatic 
conditions. Therefore, this paper focuses on simulating a building’s thermal energy
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demands by (a) comparing various design material sets and building components, 
and (b) assessing the feasibility of CFD-centric natural ventilation simulation in 
reducing thermal energy demands by ensuring occupant thermal comfort. 

2 Materials and Methods 

Overview: The case study building is a typical residential housing located in 
Ishwardi, in the district of Pabna, Bangladesh. The building is under construction 
and of reinforced concrete structure, consisting of five stories. The fourth level is the 
focus of the study, as the upper stories hold significant natural ventilation potential. 
The level has 10-foot walls, and the plan illustrates the building orientation (Fig. 1). 
The building was modeled as a BIM entity for analysis in Autodesk Revit and put 
through the workflow illustrated in Fig. 2. The cooling load demands of two alterna-
tive design material sets were compared to the initial design based on conventional 
materials. The CFD simulation of natural ventilation to assess occupant thermal 
comfort in Bangladeshi climatic conditions was done in parallel. 

BIM-based thermal energy load simulation: To derive the cooling loads for the 
building, the building was replicated according to the initial design plan in Autodesk

Fig. 1 Typical floor plan of the building
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Fig. 2 Workflow methodology for the study

Revit with their respective material properties. However, to assess alternative mate-
rials in different components of walls, roofs, and windows, two more separate 
models (designated as Alternative 1 and 2) were created, having material thermal 
characteristics described in Table 1. 

The material properties and project location (from where Revit determines the 
climatic circumstances, correlating with material properties to derive desired cooling 
loads) were set up by tuning Revit’s energy settings and location options embedded 
within its analysis features. After that, spaces were created, assigning each room as 
an individual space (Fig. 3), from which energy models were created for the whole 
story. Then the thermal loads were generated from the model considering the general 
energy parameters in Table 2.

CFD-based natural ventilation simulation: In CFD analysis, the conservation of 
mass and momentum for modeling the motion of the fluid is shown by the filtered 
time-dependent Navier–Stokes equation, the governing equations used for eddies of

Table 1 Considered building components and their thermal properties 

Building 
components 

Material properties 

Initial design Roof 4'' Lightweight concrete (U = 0.2245 BTU/(h ft2 °F)) 
Exterior walls 5'' Brick/block wall (U = 0.0774 BTU/(h ft2 °F)) 
Exterior 
windows 

1/8'' Single glass pane in unsealed openable frames (U = 0.5806 
BTU/(h ft2 °F), SHGC = 0.86) 

Alternative 1 Roof 6'' lightweight concrete (U = 0.1121 BTU/(h ft2 °F)) 
Exterior walls 5'' Brick cavity full mineral insulation and lightweight plaster 

(U = 0.0892 BTU/(h ft2 °F)) 
Exterior 
windows 

Double glazing—1/8'' thick—low-E/clear (e = 0.05) glass (U = 
0.3500 BTU/(h ft2 °F), SHGC = 0.41) 

Alternative 2 Roof 6'' Heavyweight concrete with 2'' insulation (U = 0.0899 BTU/ 
(h ft2 °F)) 

Exterior walls 5'' Brick cavity with dense  plaster (U  = 0.2627 BTU/(h ft2 °F)) 
Exterior 
windows 

Double glazing—1/4'' thick—low-E/clear (e = 0.05) glass (U = 
0.3500 BTU/(h ft2 °F), SHGC = 0.37) 
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Fig. 3 Energy model 
representing spaces for each 
room 

Table 2 General energy 
parameters Parameter Value 

Building type Single-family 

Location Ishwardi Upazila, Bangladesh 

Ground plane Level 1 

Project phase At completion 

Sliver space tolerance 1' 0''

Building envelope Functional parameters 

Building service Single duct 

Schematic types Building 

Building infiltration class None 

Report type Standard 

Load credits Optional

an incompressible flow of a Newtonian fluid being [24]: 

∂ρ 
∂t 

+ 
∂(ρui ) 

∂xi 
= 0 (1)  

∂ρui 
∂t 

+ 
∂(ρui u j ) 

∂ x j 
= −  

∂ P 
∂ xi 

+ ∂ 
∂x j

[
μ

(
∂ui 
∂x j 

+ 
∂u j 
∂xi

)]
(2) 

where i and j = 1, 2, 3 represent the x, y, and z directions respectively; ρ = fluid 
density; t = time; u = velocity; P = pressure. 

However, to assess the thermo-comfort environment in junction to DBT (dry bulb 
temperature) and RH (relative humidity), CFD simulation is carried out to derive 
wind speeds inside various portions of the building envelope that specifically meet 
the requirement for occupant thermal comfort. The 3D building model was replicated 
in Autodesk Revit, where the inlet and outlet extensions were defined. The inlet
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extensions were five times the opening width, and the outlet extensions were ten 
times the opening width, following Autodesk CFD specifics. After defining building 
and component geometry and computational domain in Autodesk Revit, the model 
was then exported to Autodesk CFD following the workflow illustrated in Fig. 2. The  
walls were assigned as brick walls, and the floor and slab were assigned as concrete, 
and the voids in the model were defined as air (Fig. 4).  The mesh sizing was  set to  
auto-sizing (Fig. 5). Finally, the model solution was derived through 300 iterations. 

The CFD simulation was set under the climatic parameters of June. The monthly 
average RH and DBT were calculated to be 71.58% (Fig. 6) and 29.48 °C (Fig. 7). 
Using these two parameters in Olgyay’s bioclimatic chart [25], which has proven 
to be decisive in assessing the comfort zone for occupants [26, 27], we obtained 
the minimum wind speed required for the closest achievable, practical comfort zone 
as 0.1–0.4 m/s (Fig. 8). This is considered the required wind velocity for occupant 
thermal comfort under the site’s DBT and RH parameters. On-site wind speeds of 
south facing 3.1 m/s and east facing 3.26 m/s were modeled in CFD simulation by 
analyzing wind rose data obtained from Autodesk Green Building Studio’s (GBS)

Fig. 4 Material assigned in 
CFD model 

Fig. 5 Mesh sizing of the 
model 
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Fig. 6 RH data for June obtained from the GBS weather station 
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Fig. 7 DBT data for June obtained from the GBS weather station 

Fig. 8 Olgyay’s bioclimatic chart relating to wind speed [25]

access to weather stations closest to the building location (Fig. 9). The CFD simu-
lation will represent the interior wind flow from these constraints and assess how 
much of the building interior sustains the required wind speed of 0.4 m/s that ensures 
occupant thermal comfort. 

3 Results and Discussions 

Results of cooling loads were categorized by three metrics: peak cooling loads of 
rooms, design types (comparing alternative 1 and 2), and finally, building components 
of walls, windows, and roofs. 

Figure 10 shows the different rooms with their cooling loads compared with 
the two alternative designs. The dining area requires the most cooling, followed
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Fig. 9 Summer wind rose of 
Ishwardi

by Bedroom 1 and Bedroom 2. In measuring peak cooling load reduction from the 
initial design, Fig. 11 indicates that the alternative design materials can reduce it 
by a minimum of 34% from the initial design. Moreover, alternative 1 has a more 
homogeneous cooling load reduction across the rooms. 

In Fig. 12, which compares building component sets and their individual potential 
for reducing cooling load demand, roof materials have been shown to be the most 
important, except for the Alternative 2 design case, where wall materials have been 
shown to be the most effective.

Results for CFD analysis were sorted by June’s average and the required wind 
velocity of 0.4 m/s (obtained from Olgyay’s bioclimatic chart) for thermal comfort. 
In Fig. 13a, CFD analysis for south-facing wind indicates that there is high wind 
velocity (color-coded) and circulation (vector arrows) across the building envelope 
in the living, two bedrooms, and portions of the dining. But substantial portions of 
toilets and stairways are relatively less ventilated. We see that Figs. 14a and 15a are  
the confirmation of the wind circulation speed data assessed via Fig. 13a. Again, in 
Figs. 16a, 17a, and 18a CFD analysis for east-facing wind indicates that there is a low 
wind velocity and circulation across the building envelope as the wind circulation
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Fig. 12 Building components and their leverage in thermal energy demand reduction in the three 
design sets

is contained within bedroom 1, bedroom 2, and toilet 2. However, the CFD analysis 
conducted with the required wind velocity to reach thermal comfort indicates that 
natural ventilation can achieve relative thermal comfort across the building envelope 
interior (area color-coded with blue, i.e., wind speed of no less than 0.4 m/s). For 
south-facing wind, as seen in Figs. 13b and 14b, most of the area covers the required 
speed. But Fig. 15b shows less speed as it is near toilet 1, which has less opening. 
In the east-facing wind (Figs. 16b, 17b, and 18b) we see most of the area has less 
wind speed, but this drawback is mitigated by the dynamic circulation (vector arrow) 
pattern.
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Average Monthly Wind Velocity (3.1 m/s)   Required Wind Velocity (0.4 m/s) 

(a)       (b) 

Fig. 13 CFD analysis results of south-facing wind (at 5 ft. elevation from the floor) 

(a)       (b) 

Fig. 14 CFD analysis results of south facing wind (at section A–A) 

(a) (b) 

Fig. 15 CFD analysis results of south-facing wind (at section B–B)
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Average Monthly Wind Velocity (3.26m/s)  Required Wind Velocity (0.4m/s) 

(a)       (b) 

Fig. 16 CFD analysis results of east-facing wind (At 5 ft. elevation from the floor) 

(a) (b) 

Fig. 17 CFD analysis results of east-facing wind (at section C–C) 

(a) (b) 

Fig. 18 CFD analysis results of east-facing wind (at section D–D) 

4 Conclusion 

This study demonstrated that both the CFD-based method for analyzing natural 
ventilation for occupant thermal comfort and the BIM simulation for assessing the 
possible decrease of a building’s thermal demand by modifying material thermal 
characteristics through different components hold huge potential. 

BIM-based analysis for cooling indicated that the walls and roofs of a building’s 
top story might be leveraged the most, while windows are considerably less feasible. 

The study demonstrated that, for ensuring thermal comfort, CFD-centric natural 
ventilation evaluation helps in visualizing wind flow patterns and velocity concerning
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exterior and interior openings. This can help with better decision-making in the design 
phase of the building on how to utilize natural ventilation more. The study also illus-
trated that in the case study building, the service rooms (toilet, kitchen, and stairway) 
indicated a general need for mechanical ventilation. But, all the served rooms (bed, 
living, and dining spaces) can be naturally ventilated for occupant comfort. However, 
this does not consider the occupant cooling demand when high physical activity is 
conducted but rather the ventilation required in a resting situation by the human 
body to achieve thermal comfort. Further studies can be conducted considering this 
parameter. 

The study will help guide future studies toward using a BIM and CFD simulation-
based early design process that puts the comfort of building occupants first and 
reduces the amount of thermal energy the building needs. Thus, maximizing the 
building’s long-term efficiency through strategic placement of openings and material 
selection for wall, roof, and window components. Particular attention should be paid 
to the upper floors, which need the most cooling and traditionally leave natural 
ventilation underutilized. 
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Assessing the Fuel Potential of Fecal 
Sludge and Coal Through Co-combustion 

R. P. Saha, T. S. Raaz, and A. B. M. Badruzzaman 

Abstract On-site sanitation facilities meet the sanitation needs of a major portion 
of the population of Bangladesh. However, the generated fecal sludge (FS) is not 
properly handled and is instead discharged in low-lying areas, posing a significant 
risk to human health and the environment. There are many examples from the United 
States, Europe, Japan, and China, where industries use sewage sludge as fuel. This 
strategy of generating energy from sludge through thermal combustion, if applied in 
Bangladesh, could be a sustainable solution that provides two simultaneous benefits 
of energy generation and sludge management. This study aims to evaluate the possi-
bility of recovering energy from fecal sludge for use in energy generation through 
co-combustion with coal. Hence, for this study, the fecal sludge sample was collected 
from WSUP (Water and Sanitation for the Urban Poor)’s sludge collection chamber 
(located in Dhaka) and tested in the laboratory. The samples were subjected to prox-
imate and ultimate analysis, in order to determine the properties of the FS. To deter-
mine the effect of sludge addition on calorific value, the sludge samples were mixed 
with different percent (by weight) of coal and combusted in bomb calorimeter. From 
the experiment, the gross energy content of the dried sludge sample was found to 
be 5.9 MJ/kg which had a moisture content in the range of 67–70% as determined 
through proximate analysis. After deducting the amount of heat required to evapo-
rate the moisture from the sample, the net energy content of the dried FS sample was 
estimated to be 4.13 MJ/kg. For a sample containing sludge-coal mix in the ratio 1:1 
(by weight), the gross and net energy contents were found to be 17.2 and 15.4 MJ/kg 
respectively, which exhibits acceptable capacity for extraction of energy. Although 
there are scopes of energy generation through co-combustion of fecal sludge with 
other fuels, the commercial viability of this study depends on identifying sustainable 
and cost-effective methods of dewatering and energy recovery technologies. 
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1 Introduction 

The sanitation requirement of approximately 2.7 million people around the world 
are met through onsite (non-sewered) sanitation facilities, with that figure predicted 
to rise to 5 billion by 2030 [1]. This population consists of both rural and urban 
inhabitants, especially of low and middle-income countries that lack sewer infras-
tructures [1]. In Bangladesh, all urban areas are supplied by an on-site sanitation 
system, except for about 20% of Dhaka’s metropolitan area (which is served by an 
almost non-functional sewerage system) [2]. It is clear that fecal sludge management 
is a critical issue that must be met, and that it will continue to play an important role 
in global sanitation management in the future. 

Safe reuse or disposal of the generated FS is a crucial part of an effective fecal 
sludge management system. Traditionally, fecal sludge is disposed of through land-
filling. However, due to land constraints and rising sludge production volume, this 
alternative is no longer as viable as it previously was. The sludge might need to be 
further treated, or utilized through some type of resource recovery. Typically, the 
most common type of resource recovery from FS has been as a soil conditioner and 
organic fertilizer since excreta consist of essential plant nutrients and organic matter 
that boosts the water holding capacity of soils. In addition, there are several other 
treatment options that allow for resource recovery. For example, during anaerobic 
digestion of FS, biogas may be created, and the residual sludge can be utilized as a 
soil conditioner. Furthermore, energy recovery technologies such as pyrolysis, gasi-
fication, incineration, and co-combustion that would result in a more sustainable 
management of fecal sludge are being developed to recover end products [3]. 

Energy recovery from fecal sludge can be described as one of the most appealing 
strategies for utilizing the rising amount of FS and lowering waste volume while 
also having the potential to recover nutrients and/or metals from it. One of the 
major factors for effective conversion of sludge to energy is maintaining the moisture 
content of the sludge. So, reducing the moisture content of the FS simply by drying 
can significantly enhance its organic content and calorific value [3]. For the removal 
of fluids present in the primary sludge, different dewatering and drying techniques 
such as mechanical dewatering, direct drying systems, indirect drying systems, etc. 
are used [4]. 

In global context, there are many examples from the United States, Europe, 
Japan, and China, where industries use sludge (specially sewage sludge obtained 
as a byproduct of conventional wastewater treatment plants) as fuel [5]. The inven-
tion of the idea of using sludge as a fuel has been mainly driven from the lack of 
disposal options, where landfilling area is limited. A study showed that FS has volatile 
matter ranged between 39 and 50%, which qualify FS as a fuel [6]. Hence, it can 
be claimed that dried FS can be used as an alternative to primary fuel in coal fired 
thermal power plants. Fecal sludge can also be used as an auxiliary fuel in power 
plants and cement kilns which will decrease the fuel costs of these plants and also 
provide an economical method of sludge disposal. As a result, the immense pressure 
on the consumption of primary fuels can be reduced. This strategy of generating
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energy from sludge through thermal combustion, if applied in Bangladesh, could be 
a sustainable solution that provides two simultaneous benefits of energy generation 
and sludge management. Hence, the main objective of this study is to assess whether 
fecal sludge and sludge-coal combinations can be used as fuel to generate energy. 

2 Materials and Methods 

The outline of the methodology conducted during this study is shown in Fig. 1 and 
details are discussed briefly. 

For this study, fecal sludge sample was collected from WSUP (Water and Sanita-
tion for the Urban Poor)’s sludge collection chamber, located at Kochukhet, Dhaka 
(23.7940° N, 90.3901° E). WSUP collects septage from the septic tanks of the adja-
cent areas using vacutug service. Then the sludge is dewatered mechanically and 
stored, before being conveyed to the treatment plant. Hence, the sample collected 
for this study was already dewatered and it existed in a moderately hard semi-solid 
form. 

2.1 Proximate Analysis 

In this study, proximate analysis was carried out on the fecal sludge sample according 
to the ASTM D3172-89 guidelines [7]. The analysis involves determination of the 
moisture content, volatile matter, ash and fixed carbon content of the sample.

Sample Collection 

Proximate Analysis 
(Determines the moisture, 

volatile matter, ash and fixed 

carbon contents)  

Sample dried, 

pulverized and sieved 

Ultimate Analysis 
(Determines the percentages of 

Carbon, Hydrogen, Nitrogen, 

Sulfur and Oxygen Content) 

Bomb 
Calorimetry 

Fig. 1 Outline of methodology 
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• Moisture Content 

The moisture content was determined by measuring the weight loss of samples due 
to heating at 77 °C for 24 h. 2–3 g FS sample was weighed and placed in a clean, dry 
crucible into the oven for 24 h at a temperature of 77 °C. The crucible containing the 
dried sample was then placed in a desiccator for 30 min before measuring the dry 
weight of the sample. Then, the moisture content was calculated using the following 
equation: 

Moisture content = Ww − Wd 

Ww
× 100% 

where, 

Ww wet weight of sample 
Wd dry weight of sample

• Volatile Matter Content 

The dry sample from the moisture content test was heated at 105 °C for 1 h to obtain 
the initial sample for volatile solid content test. To obtain the percentage of volatile 
content, the sample was kept in the furnace oven at 550 °C for 1 h in a ceramic 
crucible. Then, the crucible containing the sample was placed in a desiccator for 
30 min before measuring the dry weight again. The percent of volatile solid content 
was calculated using following formula: 

Volatile solid content = w1 − w2 

w1 
× 100% 

where, 

w1 dry weight of sample at 105 °C 
w2 dry weight of sample at 550 °C

• Ash Residue 

The percent of ash residue, that remained in the crucible after burning the sample at 
550 °C, was determined using the following formula: 

Ash residue = (100 − volatile solid content)%
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2.2 Ultimate Analysis 

The ultimate analysis includes an assessment of the levels of carbon, hydrogen, 
oxygen, nitrogen and sulfur contents present in a sample of biomass. Fine pulver-
ized samples of FS were used for the determination of carbon, nitrogen, sulfur and 
hydrogen contents. Oxygen content was calculated by the difference of carbon, 
nitrogen, hydrogen, sulfur and ash from unity. 

O = 100 − Ash − C − N − S−H 

where, 

C carbon, wt% 
H hydrogen, wt% 
N Nitrogen, wt% 
S Sulphur, wt% 
O Oxygen, wt% 

2.3 Determination of Calorific Value of FS Sample 

Various empirical equations have been developed through mathematical modelling 
to estimate the energy content of biomass using the percentage composition of the 
components. The models used in this study are mentioned in Table 1. 

Table 1 Mathematical equations for theoretical estimation of energy content 

Model Mathematical equation Unit References 

Modified Dulong 
formula 

HH  V  = 337(C) + 1419(H − O 8
) + 93(S) + 23.26(N) kJ/ 

kg 
[8] 

Steuer formula 
HH  V  = 81(C) −

(
3O 

8

)
+ 171

(
O 

8

)
+ 345

(
H − O 

10

)

+ 25(S)−6 (9H + W) 

kcal/ 
kg 

[8] 

Scheurer–Kestner 
formula HH  V  = 81(C) −

(
3O 

4

)
+ 171

(
O 

4

)
+ 342.5

(
H − O 

10

)

+ 22.5(S)−6 (9H + W) 

kcal/ 
kg 

[8] 

Niessen formula HH  V  = 0.2322(C) + 0.7655(H) − 0.072(O) 
− 0.0419(N) + 0.0698(S) + 0.0262(Cl) 
+ 0.1814(P) 

MJ/ 
kg 

[9]
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Fig. 2 IKA C3000 bomb calorimeter 

2.4 Bomb Calorimetry 

The bomb calorimeter, shown in Fig. 2, is a device that determines the heating value 
of a sample. The heat produced by the combustion of the platinum fuse wire and 
sample, as well as any benzoic acid employed as a combustion aid, is absorbed by the 
bomb and the surrounding water jacket when the ignition button on the calorimeter is 
pressed. The calorific value of samples is determined by the amount of heat created 
during the combustion process. 

3 Results and Discussions 

3.1 Proximate Analysis 

The results of the proximate analysis of raw sludge samples are shown in Table 2. 
The analysis was performed in dry basis. 

Table 2 Proximate analysis of fecal sludge samples 

Physical parameters Moisture content (in dry basis) % Volatile solids % Ash residue % 

Sample 1 67.23 40.4 59.6 

Sample 2 70.24 41.1 58.9
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The analysis shows that the sample had moisture content ranged between 67 and 
70%, which seems to be very high for the raw sludge to be used as fuel. The sample 
has to be dried well to remove the excess moisture, so that its energy content can 
be determined. The volatile solids ranged between 40 and 41%. The volatile solids 
content should be greater than 40% of the total mass for it to qualify as a fuel [6]. 
The percentage of residual ash ranged between 58 and 60%. 

3.2 Ultimate Analysis 

The elemental composition of the sludge samples has been determined through 
ultimate analysis as shown in Table 3 and is represented diagrammatically in Fig. 3. 

The analysis shows that the elemental composition of the samples of FS does not 
show much variation. This is because the samples belong to the same origin, as it 
was collected from a single site.

Table 3 Elemental composition of samples obtained from ultimate analysis 

Parameters Carbon (%) Hydrogen (%) Nitrogen (%) Sulfur (%) Oxygen calculated (%) 

Sample 1 15.2 2.15 1.62 0.5 20.93 

Sample 2 15.1 2.1 1.64 0.48 21.78 

Sample 3 15.2 2.11 1.65 0.51 21.13 
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Table 4 Theoretical calorific values of sludge samples 

Modified Dulong 
formula 

Steuer formula Scheurer-Kestner 
formula 

Niessen 
formula 

kJ/kg MJ/kg Kcal/kg MJ/kg Kcal/kg MJ/kg MJ/kg 

Sample 1 4544.972 4.545 933.515 3.906 743.753 3.112 3.635 

Sample 2 4288.159 4.288 877.350 3.671 680.325 2.846 3.510 

Sample 3 4454.365 4.454 915.465 3.830 724.028 3.029 3.590 

3.3 Theoretical Calorific Values 

The theoretical calorific values of the sludge samples were calculated using the 
mathematical models shown in Table 1 and the results are summarized in Table 4. 

The calorific value of sludge obtained from mathematical models is found to be 
too low for FS to be considered for power generation. When compared to the calorific 
values of other low-quality fuel like lignite coal (14.7–19.3 MJ/kg, ASTM D388-99) 
and sugar bagasse (18.61 MJ/kg) [10], it can be concluded that the calorific value of 
fecal sludge is quite low. 

3.4 Experimental Calorific Value 

From the Bomb Calorimeter, Gross Heating Value was obtained and to calculate the 
Net Heating Value, energy of vaporization by the moisture content was subtracted. 
The experimental results from the bomb calorimeter are shown in Table 5 and 
represented graphically in Fig. 4. 

It can be observed in Fig. 4, that as the coal-to-FS mixing ratio increases, the 
experimental heating value increases. The Net Heating Value from the FS alone 
(Sample A) is found to be 4.13 MJ/kg without any coal mixing. When the FS is 
mixed with coal at a 1:1 ratio (Sample C), the maximal extraction of Net Heating 
Value is almost four times (15.4 MJ/kg) than that of the FS alone.

Table 5 Heating value of FS-coal sample mixes from experimental analysis 

Sample Component Gross heating value 
FS-coal mixes 

Net heating value FS-coal 
mixes 

Coal (%) Fecal sludge (%) MJ/kg MJ/kg 

A 0 100 5.89 4.13 

B 25 75 11.54 9.78 

C 50 50 17.16 15.4 

D 100 0 27.66 26
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Fig. 4 Comparison of heating values between samples

3.5 Comparison Between Experimental and Theoretical 
Results for FS 

From Table 6, it is evident that each of the four theoretical methods produce quite 
close values for all the three samples due to having same composition. Taking average 
of theoretical energy values for the three samples in each method, Table 7 was 
prepared in order to compare between theoretical values and experimental value and 
analyze the variation. 

It can be observed that Modified Dulong Formula produced maximum energy and 
shows least variation when compared to the experimental heating value, among the 
other four mathematical models. Also, experimental method using Bomb Calorimeter 
exhibits more heating value than the theoretical models. This variation between 
the theoretical and experimental heating values might be because the mathematical 
models used in this study were not developed for fecal sludge.

Table 6 Theoretical and experimental calorific values from FS (only) samples 

Samples Theoretical models Experimental (net 
value) 

Modified 
Dulong 
formula 

Steuer 
formula 

Scheurer-Kestner 
formula 

Niessen 
formula 

Bomb calorimeter 

Unit (MJ/kg) 

Sample 1 4.545 3.906 3.112 3.635 4.13 

Sample 2 4.288 3.671 2.846 3.51 

Sample 3 4.454 3.83 3.029 3.59
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Table 7 Theoretical (Average) and experimental calorific values of FS (only) samples 

Value Modified Dulong 
formula 

Steuer formula Scheurer-Kestner 
formula 

Niessen formula 

(MJ/kg) 

Gross experimental 5.89 

Net experimental 4.13 

Theoretical 4.43 3.802 2.996 3.578 

(%) Variation with 
net experimental 
value 

7.26 7.94 27.46 13.36

3.6 Comparison of Energy Density Between FS-Coal Mixes 
and Common Fuels 

The energy density of coal sludge mixes as found from the experimental analyses 
was compared with the energy density of the commonly used fuels in Bangladesh. 
The results are displayed in Fig. 5. 

From the energy density plot in Fig. 5, it can be concluded that the gravimetric 
energy densities of the coal-sludge Mixes are comparable to the gravimetric energy 
density of the commonly used fuels, such as wood, lignite coal and sugarcane bagasse. 
It can be noticed that the gravimetric energy densities of sample B (25% Coal and 
75% FS) and sample C (50% Coal and 50% FS) are very close to the values of lignite 
coal. This is an interesting finding since lignite coal is widely used in Bangladesh.
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4 Conclusion 

The main objective of this study was to assess whether fecal sludge can be used 
as a fuel for power generation. For this, characteristic properties such as moisture 
content, volatile solids content and proportion of ash was determined, in addition to 
determining the elemental composition of the FS samples. Then, different portions 
of coal were mixed with FS sample to determine the fuel potential of FS-coal Mixes. 

Based on the findings of the investigations, the following conclusions can be 
drawn:

• The volatile organic content was found to be in the range of 40–42% which ensures 
good amount of energy extraction from the organic samples as stated in different 
literature [6].

• The Gross Calorific Value and Net Calorific Value of FS sample was found to 
be 5.89 and 4.13 MJ/kg respectively from experimental process, which is quite 
low when compared to other existing fuels. So, it can be concluded that the 
combustibility of FS alone is not enough for it to be used as fuel for power 
generation.

• The calorific value of FS obtained experimentally was cross-checked and 
compared with the heating values obtained theoretically from different empir-
ical equations. Modified Dulong Formula yielded the closest value (4.43 MJ/kg) 
to the experimental result of all the empirical equations used. As it turned out, the 
Modified Dulong Formula proved to be a better formula for relating the Bomb 
Calorimeter results. 

Since the calorific value of fecal sludge alone is not enough to be used as fuel, 
integrating FS with coal proved to be a useful idea for getting a fuel with a higher 
energy content.

• With increasing coal content, the calorific value of the coal-sludge mixture 
increases. When the FS is mixed with coal at a ratio of 1:1 (Sample C), the heating 
value is found to increase to almost three times than that of the FS sample alone. 
When compared with other fuels, the calorific value of coal-sludge mixture with 
coal content of 50% (Sample C), is found to be greater than the calorific values 
of lignite coal. Hence, it appears from Fig. 4, that coal-sludge mixes containing 
about 50% coal, having a calorific value of approximately 15 MJ/kg, can be used 
as an alternative to lignite coal.

• The gravimetric energy densities of some commonly used fuels were compared 
with that of the sludge and coal Mixes. It was observed that the gravimetric energy 
densities of sample B (25% Coal and 75% FS) and sample C (50% Coal and 50% 
FS) are very close to the values of lignite coal, sugarcane bagasse and wood. 
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On the Method to Evaluate 
the Post-earthquake State of Collapsed 
Structures and Its Applications 
to Numerical Analyses 

Zongmu Liu and M. Saitoh 

Abstract Devices to control the direction of structural collapse during earthquakes 
have been proposed in recent years where a rigid block or a chain is placed in 
between the column and the beam of a structure to asymmetrically accumulate the 
inelastic response, leading the collapse in the designated direction. The effectiveness 
of such devices has been verified by numerical and experimental studies, where 
symmetric simple structures were targeted. To assess the effectiveness of such devices 
on asymmetric or eccentric structures, on the other hand, an appropriate method 
to capture their collapsed state is desired. This study proposes a new method to 
capture the direction of collapse and the amount of deformation of target structures. 
Moreover, by employing Open Dynamic Engine (ODE), a three-dimensional time-
history analysis that can simulate the collapse of structures consisting of rigid bodies, 
the proposed method is verified. In this method, the structural members are virtually 
divided into elements based on the unit weight and the movement of each element is 
measured as the vector before and after earthquakes. The origin of the vectors is then 
moved to concentrate at the origin to integrate their direction and displacement. The 
information of the direction is expressed as the percentage of the accumulated masses 
of the elements normalized by the total mass of the structure while the information 
of the displacement is shown as the color map. This graphical mapping can render 
the state of collapse, expressing the direction and displacement in a simple manner. 
The proposed method is applied to the results of the time-history analysis in case of 
structures with and without the collapse direction control devices, which successfully 
shows the quantitative differences between them. This method is a promising tool to 
evaluate the state of the collapse of various types of structures. 
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1 Introduction 

In recent years, a number of severe damages to structures have occurred due to 
unprecedented earthquake ground motions, which were not considered in the design. 
Resilient structures have been recognized as a marked paradigm shift from the ordi-
nary safety and reliability engineering approaches to mitigate unwanted outcomes 
due to uncertainties. Hollnagel et al. [1, 2] defines resilience as the intrinsic ability of 
a system to adjust its functioning prior to, during, or following changes and distur-
bances, so that it can sustain required operations under both expected and unexpected 
conditions. There is a high possibility that emergency roads might be blocked as a 
result of collapsed structures in an event of an earthquake, exacerbating the recovery 
of cities and evacuation of people to safety as shown in Fig. 1. Such unwanted situ-
ations, in fact, have been experienced in the past earthquakes. It should be primarily 
admitted, therefore, that the collapse of structures could occur due to unexpected large 
ground motions despite possessing sophisticated knowledge from historical earth-
quake events pertinent to the seismic design. Thus, it is desired to consider ways to 
avoid blocked roads for quick recovery after an earthquake. In recent studies, devices 
to control the direction of structural collapse have been proposed by Saitoh et al. [3], 
where a rigid block or a chain is placed in between the column and the beam of a 
structure to asymmetrically accumulate the inelastic response, leading the collapse 
in the designated direction. The effectiveness of the devices has been verified by 
recent experimental studies [4], where symmetric simple structures were targeted. In 
general, not all buildings simply deform in one direction. At least, there is no realis-
tically designated direction. Mostly, the post-collapse condition is complicated. For 
example, in a two-story wooden house, there are cases where the first and second 
stories collapse in different directions. The two-story gate of Aso Shrine collapsed 
during the 2016 Kumamoto Earthquake, where the first and second floors collapsed in 
different ways, making it difficult to determine the direction of collapse. To assess the 
effectiveness of such devices on asymmetric or eccentric structures, an appropriate 
method to capture their collapsed state is desired. 

Space for Recovery Work (A) 

Direction of Collapse 

Emergency Roads(B).Human Casualty(C) 

Direction of Collapse 

Fig. 1 Resilient structures controlling the direction of collapse [3] (a–c are possible status where 
collapse of structures should be avoided)
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This study proposes a new method to capture the direction of collapse and the 
amount of deformation of target structures. Moreover, by employing Open Dynamic 
Engine (ODE), a three-dimensional time-history analysis that can simulate the 
collapse of structures consisting of rigid bodies, the proposed method is verified. 

2 Method Proposed 

In this method, the structural members are virtually divided into elements based on 
the unit weight and the movement of each element is measured as the vector before 
and after earthquakes. The origin of the vectors is then moved to concentrate at the 
origin to integrate their direction and displacement. The information of the direction 
is expressed as the percentage of the accumulated masses of the elements normalized 
by the total mass of the structure while the information of the displacement is shown as 
the color map. This graphical mapping can render the state of the collapse, expressing 
the direction and displacement in a simple manner. 

2.1 Discretization of Structural Members 

Figure 2 shows a column standing in the Cartesian coordinate system. The column 
is divided into small segments with the total number of n, where they are sufficiently 
small and have the same mass. The reason for the use of the consistent mass for 
the division is to be discussed later. These elements can be expressed in the three-
dimensional coordinates system; the location of each element can be expressed in a 
vector form as: 

[nx ny nz
]

(1) 

where, nx , ny , and nz are the x, y, and z-axis coordinates, respectively. This is a 
position vector of each element. Therefore, the location of all elements of the column 
can be written in the following matrix, referred as position matrix.

Fig. 2 Discretization of columns 
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Fig. 3 Discretization of other structural members 

⎡ 

⎢ 
⎣ 
n1x n1y n1z 
... 

... 
... 

nnx nny nnz 

⎤ 

⎥ 
⎦ (2) 

This expression can be applied not only to the standing column but also laterally 
located beams and inclined ones. Moreover, to extend this expression to plates and 
solid members such as a wall (a board) and a block shown in Fig. 3, the straightforward 
division into elements with a consistent mass can be applied, where they are also 
expressed as the matrix form. 

There is a primal reason for the use of consistent mass in the division of structural 
members. It is considered that the mass can be an indicator of how much energy or 
work should be provided to reinstate damaged structures into their original positions. 
This study will present a graphical mapping to express the status of damages to 
structures in the latter section. An appropriate combination of the graphical mapping 
and the mass information will provide the information of easiness and difficulties in 
the recovery after earthquakes, which is a promising tool to measure the “Resilience” 
of the structures. 

2.2 Vector Expressions of Elemental Movement 

The matrix form defined above is available to calculate various physical quantities 
representing the status of movement and collapse of structures. The displacement 
of structural members →p is expressed in the following matrix form by using Eq. 2, 
where the position matrix after the earthquake is subtracted from that before the 
earthquake.

→p = P ' − P (3)
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P = 

⎡ 

⎢ 
⎣ 
n1x n1y n1z 
... 

... 
... 

nnx nny nnz 

⎤ 

⎥ 
⎦ (4) 

P ' = 

⎡ 

⎢ 
⎣ 
n'
1x n

'
1y n

'
1z 

... 
... 

... 

n'
nx  n

'
ny n

'
nz 

⎤ 

⎥ 
⎦ (5)

→P = 

⎡ 

⎢ 
⎣ 
n'
1x − n1x n'

1y − n1y n'
1z − n1z 

... 
... 

... 

n'
nx  − nnx n'

ny − nny n'
nz − nnz 

⎤ 

⎥ 
⎦ (6) 

where, P and P
'
are the matrices before and after the event, respectively. 

2.3 Graphical Mapping 

The purpose of graphical mapping is to visualize the location of the structural 
members, the direction of their displacements, and the amount of mass movement. 
Equation 2 can be used for a graphical mapping to capture the location of the members 
and their direction from the origin of the coordinate after the event of earthquakes 
while Eq. 6 can be used to exhibit the direction of the displacements and the amount 
of mass movement. The former mapping has a benefit to capture the location of 
members and structures at a glance whereas the disadvantage is that the mapped 
values depend on where the origin of the coordinate is set. The latter mapping is 
independent of the location of the origin so that a more comprehensive observa-
tion of the mass movement can be performed. In this study, the former graphical 
mapping is defined as “absolute system mapping” while the latter is as “relative 
system mapping”. To capture the movement of structures from the top view, the 
matrix of either Eq. 2 or Eq. 6 is projected on the horizontal X–Y plane, that is, just 
an extraction of the X and Y components from the original matrix such that Eq. 7 
represents the matrix and Eq. 8 is the projected matrix. 

⎡ 

⎢ 
⎣ 
n1x n1y n1z 
... 

... 
... 

nnx nny nnz 

⎤ 

⎥ 
⎦ (7) 

⎡ 

⎢ 
⎣ 
n1x n1y 
... 

nnx 

... 

nny 

⎤ 

⎥ 
⎦ (8)
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Equation 8 is converted into the polar coordinate according to the following 
general geometrical relations: 

⎡ 

⎢ 
⎣ 

α1 l1 
... 

αn 

... 

ln 

⎤ 

⎥ 
⎦ (9) 

where, 

αn = arctan 
nny 
nnx  

(10) 

ln =
√
n2 nx  + n2 ny (11) 

Figure 4 shows a graphical mapping based on Eqs. 10 and 11. In the mapping, 
the total circumferential angle is equivalently divided into angular sections while the 
range of the displacement is discretized into segments. All elements are classified in 
terms of angular sections and displacement segments. In the mapping procedure, the 
number of elements within each angular section is accumulated in each displacement 
segment. The number of elements is expressed as the percentage per the total number 
of elements in the mapping; range of the displacement is mapped in the form of color 
differences as shown in the figure. 

Fig. 4 Proposed graphical 
mapping
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Fig. 5 Model used for 
analysis in ODE 

3 Applications of Proposed Graphical Mapping 

3.1 Target Structural Model 

The proposed method is applied to the results of the time-history analysis in case of 
structures with and without the collapse direction control devices. Open Dynamic 
Engine (ODE) was used for the analysis targeting a frame model consisting of four 
rigid columns connected to four rigid beams with elastic–plastic rotational joints as 
shown in Fig.  5. The size of each column was 105 mm in width, 105 mm in depth 
and 2500 mm in height, and weight 262 kg. The size of each beam was 105 mm 
in width, 240 mm in depth and 1520 mm in height, and weight 261 kg. The size of 
model was 2025 mm in width, 2025 mm in depth and 3410 mm in height. Herein, 
restitution coefficient to define the energy loss by contact was set by 0 in ODE. 
The load-deformation relationship reproduced by the two-column frame wall in the 
lateral direction by using the joints is shown in Fig. 6.

3.2 Collapse Direction Control Device 

Collapse direction control device is briefly introduced here; details are described in 
Saitoh [3]. A rigid block is connected to the beam while it maintains a small gap 
from the column as shown in Fig. 7. The block acts as a restraint when the column 
is displaced in the undesired direction. It has, however, no effect on the movement
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Fig. 6 Load-deformation 
relationships of two-column 
frame wall in ODE model

Direction of Collapse 

Block 

Spacing(sustaining 
failure mode)

Resistance 
due to Block No impediment 

by Block 

Fig. 7 Device with block for controlling the direction of collapse [3] 

of the column in the opposite direction. Consequently, the residual displacement is 
accumulated in the desired direction. 

In this study, two devices were modeled as a rigid body and placed at the top of 
the beams to allow the collapse in the right-hand side as shown in Fig. 8.

3.3 Time-History Analysis in ODE 

Figure 9 shows the simulated earthquake ground motion (displacement) integrating 
the acceleration record at the station 2004 K-NET Ojiya EW in time domain. The 
time interval was set 0.0001 s in the analysis. This ground motion was applied to the 
base of the structure. In the analysis, the direction of the excitation was arbitrarily 
varied to reproduce different status of collapse. Figure 10 shows the results of the 
analysis selected where a various type of collapse can be observed.
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Fig. 8 Location of collapse direction control devices in ODE model

Fig. 9 Incident force seismic waves 

(a) (b) (c) (d) 

Fig. 10 Top view of ODE results from left to right (a EW excitation without device; b EW excitation 
with device; c SW excitation without device; d SW excitation with device) 

3.4 Results of Graphical Mapping 

The results of graphical mapping are presented in Fig. 11. The origin of the coordinate 
is set at the center of the edge line of the beam (south side). Figure 11a shows  the
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graphical mappings of the absolute system and the relative system, respectively, in 
case of EW excitation without device. The absolute system mapping shows that 
more than 50% of the elements are located in between the north-west and south-west 
directions from the origin. It is conceivable that the distribution of the elements after 
the event of earthquakes can be grasped smoothly from the mapping. On the other 
hand, the relative system mapping clearly shows that most of the elements displace 
to the west direction: the relative system mapping may be suitable to evaluate the 
effect of collapse direction control devices. It is noted that one of the benefits of 
the relative system mapping is that the visualized quantities are independent of the 
location of the origin. Therefore, a consistent evaluation can be performed by using 
the relative system mapping. 

Comparisons of Fig. 11a, b exhibit the effect of the collapse direction control 
device. From the absolute system mapping, a larger number of elements in the case 
with device are in the east direction than those in the case without device after the 
earthquake. The relative system mapping with the device indicates that the collapse 
direction control accomplishes perfectly: all elements displace to the east direction, 
whereas most elements move to around west direction in the case without device. 
In contrast, comparisons of Fig. 11c, d indicates that the device is not effective to 
control the collapse direction as both structures collapse to almost the same west 
direction. 

As shown above, the absolute system mapping and the relative system mapping 
have their own advantage of grasping the status of structures after the event of 
earthquakes.

(a) EW excitation without device                                     (b) EW excitation with device 

(c) SW excitation without device                                          (d) SW excitation with device  

Fig. 11 Graphical mapping (absolute system and relative system) 
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(a) (b) 

Fig. 12 Graphical mapping using impact matrix (a EW excitation; b SW excitation) 

4 Extended Applications 

4.1 Effectiveness of Collapse Control Devices (Impact 
Matrix) 

The effectiveness of the device is better evaluated by taking differences between the 
post-collapse matrices with and without the device. The equation can be written as 
follows,

→d = B ' − A' (12) 

where, →d is Impact Matrix; B ' is relative matrix with device; and A' is relative matrix 
without device. 

Figure 12 shows the graphical mappings based on the impact matrices. The left-
hand side of the figure shows a dominant effect of the collapse direction control 
device, where all elements are controlled to move to the desired direction. The right-
hand side of the figure implies that, although the moving direction of the elements 
tends to disperse, the device seems to avoid the movement to the undesired direction 
(the west direction). 

4.2 Anisotropy of Collapse Direction (Anisotropic Matrix) 

Grasping the anisotropy of the collapse status in structures subjected to ground 
motions may illustrate how to spread the elements and pitfall of the device. To 
visualize the anisotropy, anisotropy matrix is calculated by applying ground motions 
from different angles. The matrix in each angle is superimposed into a matrix, so
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(a) (b) 

Fig. 13 Graphical mapping using anisotropic matrix (a No device; b With device) 

called “Anisotropic matrix” defined by the following form. 

PT = 

⎡ 

⎢⎢⎢⎢ 
⎣ 

P1 
P2 
... 

Pn 

⎤ 

⎥⎥⎥⎥ 
⎦ 

(13) 

where, PT is Anisotropic matrix; P1 P2 Pn is the absolute system matrix when 
subjected to ground motions in different directions. 

Figure 12 shows the graphical mappings based on the anisotropic matrix in cases 
with and without device. It is conceivable that the device works well to control the 
direction of collapse: it avoids the undesired direction (west) while there is a trend 
that the structure collapses in the east region. Therefore, this anisotropic mapping 
is effective to verify the performance of the device against the diversity of the input 
angle. 

5 Conclusions 

This study proposes a new graphical mapping method to visualize the direction of 
collapse, the location of the structural members, and the amount of deformation of 
target structures. The absolute system mapping and the relative system mapping are a 
powerful tool to capture the quantitative status of collapse. Moreover, by employing 
Open Dynamic Engine (ODE), a three-dimensional time-history analysis that can 
simulate the collapse of structures consisting of rigid bodies, the proposed method 
is verified for the case of collapse direction control device. This study also proposes
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extended applications of proposed graphical mappings for detailed verification of 
the effectiveness of the device. This method is a promising tool to evaluate the state 
of the collapse of various types of structures. 
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Relationship Between Rate of Corrosion 
of TMT Bars and Quality of Electrolyte 
in Electrochemical Corrosion Process 

M. N. Bari and M. Mohshin 

Abstract A large number of coastal and offshore infrastructures are subjected to 
deterioration due to continuous effect of physical, chemical and electro-chemical 
process when exposed to high salinity either directly or indirectly. Reinforcement 
corrosion has been identified as the predominant mechanism of deterioration of 
reinforced concrete structures which seriously affects the serviceability, safety and 
durability of the structures. The researchers are interested to explore the marine effect 
on concrete as well as reinforcement through the laboratory experiment in artificial 
marine environment. However, the change in marine environment might affect the 
corrosion mechanism as well as rate of corrosion. This study focused to establish 
the relationship of marine environment and rate of corrosion of TMT steel bars. In 
this regard the change in electrical conductivity (EC), total dissolved solids (TDS), 
total suspended solids (TSS) and pH value of electrolyte solution as well as rate 
of corrosion of TMT steel bars were determined at an interval of 15 min during the 
corrosion process. The experimental results show that the electrical conductivity (EC) 
and total dissolved solids (TDS) decreased with the progress of corrosion while total 
suspended solids (TSS) and pH value increased. It indicates that salinity of electrolyte 
reduced by producing corrosion product and low concentration of salinity hampered 
the uniformity of corrosion. Therefore, the quality of electrolyte must be maintained 
to determine the effect of marine environment in electro-chemical corrosion process. 
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1 Introduction 

The electrochemical corrosion process is a complicated series of reactions between 
the electrolyte and metal surfaces. The corrosion process primarily depends on 
various interdependent parameters and combines mechanical, biological and chem-
ical factors such as electrolyte environment and its compositions, corrosion products 
and corrosion test period. The electrical conductivity (EC), total dissolved solids 
(TDS), total suspended solids (TSS), type of ions and pH value are the several domi-
nant factors influencing the rate of corrosion as well as the quality of electrolyte [1]. 
The electrical conductivity (EC) that comes from the ions in the seawater [1, 2] are  
greatly affected by the formation of iron oxide (rust) on rebar surfaces [3]. The first 
solid phase to precipitate from the dissolved ions produced by the corrosion of the 
steel surfaces is the green rusts (GRs) that are mixed-valence Fe(II,III) layered double 
hydroxides (LDH) mainly containing Fe(II) cations [4]. The various GRs products, 
such as GR(Cl−), GR(SO2− 

4 ) and GR(CO
2− 
3 ) are produced depending on the anions 

present in the electrolyte environment as well as its chemical compositions [5–7]. 
Among them sulphate green rust is predominant as revealed by the previous results 
accumulated in the past years [8, 9]. Hence, the understanding of the influence of 
those parameters as well as their impacts on the variation of electrolyte properties is 
the key to the optimization of the corrosion and corrosion test period. A focus is made 
on the formation of the rust compounds and its effect on the quality of electrolyte 
solution. The majority of the earlier researchers are mainly concerned with corrosion 
strategies [10], effects of chemical compositions of metal body on the corrosion [11] 
and therefore the corrosion effects on the mechanical properties of the metal body 
[12]. Studies were also conducted on the regression analysis of electrode reaction 
time [13], influence of suspended solids on pitting corrosion of carbon steel [14] 
and effect of pH on the corrosion and re-passivation behavior within the test solu-
tion [2]. Hence, there’s a paucity of research on electrochemical corrosion process 
and consequent behavioral changes of electrolyte properties. Therefore, this study 
aims to investigate the quality of electrolyte with the corrosion of TMT steel bars in 
electrochemical corrosion process. The study also presents the numerical correlation 
between percent corrosion and factors influencing the rate of corrosion. 

2 Materials and Methods 

2.1 Selection of TMT Steel Bars 

Locally produced TMT 500 W high strength steel bars of 10 mm have been 
investigated in this research work. These bars were collected from the local market.
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Fig. 1 Composition of artificial sea water (Islam 2016; Mayers 1969) 

2.2 Preparation of Electrolyte 

In this study artificial sea water (ASW) was used as electrolyte environment. ASW 
was simulated in the laboratory by mixing the exact amount and ratio of various chem-
ical compounds found in natural seawater with distilled water. The most commonly 
dissolved ions in seawater are sodium, chloride, magnesium, sulfate and calcium. 
The chemical composition of artificial sea water is shown in Fig. 1. 

2.3 Electrochemical Corrosion Process 

In this research work the electrochemical corrosion technique was adopted to accel-
erate the corrosion process. Impressed current method was used in an integrated 
system incorporating an adjustable DC power supply with an output of 15 V and 5 
amps as shown in Fig. 2.

2.4 Measurement of Water Quality Parameters 

Since the electrical conductivity (EC), total dissolved solids (TDS), total suspended 
solids (TSS), type of ions and pH value are the dominant factors influencing the 
rate of corrosion as well as the quality of electrolyte as investigated by the previous 
researchers, these parameters were measured while performing corrosion test to
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Fig. 2 Electrochemical corrosion process

describe the variation of the quality of seawater as well as to develop numerical corre-
lation between the influencing factors and the rate of corrosion. Electrical conduc-
tivity and TDS were measured using calibrated EC meter. A pH meter was also used 
to determine the pH of the seawater as shown in Fig. 3. The water quality parameters 
were measured for six samples taking after every fifteen minutes while conducting 
corrosion test. 

Fig. 3 Measurement of pH, EC, TDS and TSS of electrolyte solution
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2.5 Experimental Procedure 

The experimental steel samples were corroded to six corrosion levels (0.5, 1.0, 1.5, 
2.0, 2.5 and 3.0%) at an interval of 15 min. After achieving the desired degree of 
corrosion, electrolyte samples were collected and tested the quality parameters of the 
electrolyte solution to find the actual concentration. The experimental program was 
designed in a marine environment and can be summarized in the following steps:

• Marine environment by preparing artificial sea water (ASW) in laboratory was 
used as electrolyte.

• Electrochemical corrosion cell was adopted to accelerate the corrosion as well as 
to achieve the desired degree of corrosion of TMT steel bars.

• The electrolyte quality parameters such as EC, pH, TDS and TSS were measured 
to develop numerical correlation between the influencing factors and the percent 
corrosion. 

3 Results and Discussions 

The variation of electrical conductivity (EC) of electrolyte with percent corrosion is 
presented in Fig. 4. It was observed from the results that the electrical conductivity 
decreased linearly with the increase of degree of corrosion. The electrical conduc-
tivity comes from the ions in the seawater. The formation and deposition of dissolving 
and non-dissolving corrosion products on the rebar surfaces hinder both electrode 
reactions and mass transfer [3]. Since ions are not free to move in solid crystals 
i.e. iron oxide (rust) accumulates on rebar surfaces, electrical conductivity decreases 
with the formation of rust on rebar surfaces [15]. 

Figure 5 represents the variation of pH of electrolyte with percentage of corrosion. 
The pH value increased with increase of corrosion. This phenomenon increases the
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Fig. 4 Variation of EC of electrolyte with percent corrosion 
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corrosion resistance of reinforcing bars due to the development of passivation layer 
in moderately alkaline (high pH) solutions [2]. 

The increased pH levels may be attributed to water electrolysis, which led to the 
production of hydrogen and (OH) ions. However, the relationship between pH and 
percentage of corrosion is found to be weak as the coefficient of determination (R2) 
is only 87.5% in linear regression model. 

The variation of total dissolved solids (TDS) with percent corrosion is illustrated in 
Fig. 6. It was evident from the experimental results that the TDS value decreased with 
the increased degree of corrosion. TDS is found to be linearly correlated to percent 
corrosion in the test solutions. Since the TDS value decreased with the increased 
experimental time, the EC of the electrolyte also decreased which greatly depends 
on the TDS. 

On the other hand, total suspended solids (TSS) in electrolyte increased with 
elapse time and increase of corrosion (Fig. 7). During the electrochemical process

y = 0.4715x + 7.4775 

R² = 0.8758 

0 

2 

4 

6 

8 

10 

0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 

p
H

 o
f 

E
le

ct
ro

ly
te

 

Corrosion (%) 

pH versus Percent Corrosion 
PH 

Fig. 5 Variation of pH of electrolyte with percent corrosion 
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Fig. 7 Variation of TSS of electrolyte with percent corrosion 

seawater (electrolyte solution) get darker due to non-dissolving corrosion products 
formed on the surface of TMT steel bars when exposed to corrosive environment. 
The deposition of suspended solids was increased with the increase of degree of 
corrosion. Since the dissolved iron ions from pitting corrosion act as a coagulant, the 
suspended solids coagulated and deposited [16]. The suspended solids accelerate pit 
formation and enlarge tubercles by corrosion products, hence TSS increased with the 
formation of rust on rebar surfaces [17]. TSS also increased with the formation of 
scaling due to the less soluble calcium and magnesium salts (carbonates or sulphates) 
presents in the electrolyte solution [18]. 

The variation of the quality parameters of electrolyte with experimental time is 
presented in Fig. 8. The experimental results revealed that both the TSS and pH 
value of electrolyte increased with the increase of experimental duration. The pitting 
corrosion increases due to the electrochemical reaction which in turn increases the 
corrosion products as well as the TSS values in electrolyte environment [19]. The 
electrolysis of electrolyte solution also results in an increase of pH at the cathode due 
to reduction of hydrogen and generation of hydroxide ions that produces an alkaline 
(high pH) environment [20]. It was also observed from the results that the TDS 
and EC value of electrolyte decreased with the increase of experimental time. The 
chemical compositions present in electrolyte break down due to the electrochemical 
corrosion process and the cations (M+) separates from the anions (A−). The negatively 
charged chloride ions are attracted to the positive side of the electrical charge where 
it bonds with oxygen and hydrogen from water and converted to hypo-chlorous acid 
molecule [21]. The positively charged sodium, magnesium and calcium cations are 
attracted to the negative charge, where it also bonds with oxygen and hydrogen and 
is electrochemically converted to hydroxide of cations (NaOH, KOH, Mg(OH)2 etc.) 
[22]. On the other hand, the suspended solids in electrolyte environment coagulate by 
the dissolved iron ions resulting from pitting corrosion [16]. Thus electrocoagulation 
process continues with the increasing experimental time and increases the removal 
efficiency of TDS and turbidity of electrolyte environment. The EC that comes from
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Fig. 8 Variation of the quality parameters of electrolyte with experimental time 

the ions present in the electrolyte is also reduced due to the formation and deposition 
of dissolving and non-dissolving corrosion products [3, 23]. 

It was also observed from the results that the EC and TDS values decreased by 
0.0252 ms/cm-min and 22.31 mg/l-min respectively while the TSS and pH values 
increased by 23.29 mg/l-min and 0.015 per min of corrosion process. The factors 
were found to be changed significantly when the experimental time exceeds 15 min. 

4 Conclusion 

The experimental results revealed that the corrosion reaction as well as the formation 
of rust (corrosion products) on rebar surfaces greatly affects the electrical conduc-
tivity (EC), total dissolved solids (TDS), total suspended solids (TSS) and pH value 
of electrolyte solution (seawater) which are the important factors influencing the rate 
of corrosion. These factors also indicate the quality of electrolyte solution as well as 
the salinity level. The alkalinity level increased highly and the electrolyte solution 
got darker due to non-dissolving corrosion products formed on the surfaces of TMT 
steel bar. From the obtained results it can be mentioned that the electrolyte solution 
should be changed at an interval of 15 min during the corrosion process to maintain 
the actual concentration of the salinity of the electrolyte solution in order to find 
out the actual effect of the corrosive environment. Finally the developed numerical 
correlation between influencing factors and percent corrosion may be used to predict 
the quality of the electrolyte environment at desired degree of corrosion.
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Performance of Rice Husk Ash Concrete 
in Acidic Environment 

Md. S. Islam, Md. A. Hasan, Md. M. Islam, and S. S. Das 

Abstract As a suitable supplementary cementitious material with high pozzolan 
reactivity, low energy requirements, and minimal greenhouse gas emissions during 
production, rice husk ash (RHA) concrete has gained recognition. In relation to 
the silica dissolution from RHA, RHA’s pozzolanic reactivity is affected by its 
amorphous silica content, fineness, mix proportions, alkaline media availability and 
temperature. This paper discusses mainly the strength performance of RA blended 
concrete in plan water (PW) and acidic environment. Five different cement replace-
ment levels by RHA (i.e., 0%, 10%, 15%, 20% and 25%) were selected to make 
blended concrete specimens. A total of 500 nos 100 mm cubical specimens were cast 
for M28 grade concrete. All the specimens were precured for 7 days in PW and then 
exposed to PW and acidic environment (5% H2SO4 solution) over the period of 14, 28, 
60 and 180 days. Different tests including visual examination, compressive strength, 
split tensile strength, porosity, alkalinity (PH levels) at different depth levels of the 
specimens were conducted to observe the strength properties and alkaline conditions 
of the concrete. RHA concrete showed significant resistance against strength dete-
rioration. Among the various RHA concretes, 10–15% cement replacement level is 
found effective from strength and durability point of view. 

Keywords Compressive strength · Split tensile strength · Acidic environment ·
Rice husk ash (RHA) · Alkalinity

Md. S. Islam · S. S. Das 
Dept. of Civil Engineering, Stamford University Bangladesh, Dhaka, Bangladesh 
e-mail: msislam@cuet.ac.bd 

Md. A. Hasan (B) 
Dept. of Civil Engineering, Southern University Bangladesh, Chattogram, Bangladesh 
e-mail: hasancuet90@gmail.com 

Md. M. Islam 
Department of Civil Engineering, CUET, Chattogram, Bangladesh 
e-mail: msislam@cuet.ac.bd 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Arthur et al. (eds.), Proceedings of the 6th International Conference on Advances in 
Civil Engineering, Lecture Notes in Civil Engineering 368, 
https://doi.org/10.1007/978-981-99-3826-1_29 

347

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3826-1_29&domain=pdf
mailto:msislam@cuet.ac.bd
mailto:hasancuet90@gmail.com
mailto:msislam@cuet.ac.bd
https://doi.org/10.1007/978-981-99-3826-1_29


348 Md. S. Islam et al.

1 Introduction 

With the increasing global development as well as the ever-raising population, the 
demand for constructions of infrastructures and buildings is increasing tremendously. 
Existing construction system require natural raw materials, consume high energy and 
produce waste during materials processing and construction. The constructions of 
buildings and infrastructures using cement concrete has become the most popular 
due to low cost, more durability, high mechanical strength and most convenient and 
easier to apply [1]. However, the production of cement requires costly limestone 
as raw materials, consume high energy and emits CO2 [2]. The manufacturing of 
regular Portland cement contributes between 5% and 8% of the globe’s CO2 emis-
sions (OPC) [3]. Researchers are looking for alternate sources of cement made from 
agricultural and mill byproducts due to concerns about the environment, energy 
use, and the economy. This leads to sustainable, green and environment friendly 
construction [4]. The key characteristics of supplementary cementitious materials 
(SCM), like RHA, are good pozzalonic activities and suitable bond-ability with 
aggregates [5]. RHA has showed that it is a sustainable and eco-friendly SCM in 
concrete [6]. The United States Department of Agriculture (USDA) estimates that 
499.31 million metric tons of rice were produced worldwide in 2019–2020 (World 
agriculture production, 2020). When rice is milled, 0.28 kg of rice husk is extracted 
from each kg of rice. As a result, a significant amount of waste is generated annually 
and used as fuel in many businesses to generate heat energy, such as incineration 
and burning units. Following complete burning of the rice husk, 20–25% RHA is 
formed [7]. Unfortunately, most of RHA are dumped to open landfills although a 
very limited amount of RHA is used as fertilizing agent. RHA can be produced by 
the burning of rice husk either through open field burning or through incineration 
conditions in which temperature and duration are controlled. Open field burning is 
not encouraged due to pollution problems and also for producing poor quality of 
RHA. It results in a highly crystalline form of ash having high carbon content that 
adversely affect concrete performance for its lower reactivity [8]. The RHA in the 
amorphous form of silica which has the potential to be used for concrete is produced 
through controlled incineration conditions. According to [9] for  burning of RH at  
temperature not exceeding 700 °C, the nature of RHA silica is predominantly amor-
phous and thus reactive under alkaline conditions like the ones created in the hydrated 
cement paste. The highest amorphous silica could be obtained by burning the rice 
husk at the temperature range of 500–700 °C [8]. Depending on the mix proportions, 
aggregate and cement characteristics, w/c ratio, curing time, and RHA replacement 
level, the compressive strength of RHA concrete is proportional to its density [10, 
11]. Due to their contributions to pozzolanic activity and binder hydration, RHA 
content and fineness both play a significant role in the strength development of RHA 
blended concrete. The recommended mean particle size of RHA ranges from 3.6 to 
9 µm [12]. The optimal RHA content varies according to RHA characteristics and 
binder type. For RHA, the ideal cement replacement level is thought to be around 
20–30% [13]. Strength increment of about 25–30% upto 56 days were observed upto
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15% cement replacement. Similar trend in the compressive and split tensile strength 
development of concrete with RHA is reported in the existing literature and the 
typical range being around 15–20%. Durability of concrete in an adverse environ-
ment is an important issue to the researchers regarding the effective performance of 
structural concrete throughout the life span of the structures. It is caused by the pene-
tration and absorption of liquids, ions, and gases into concrete from the surrounding 
environment. As a result of both chemical and physical loading, the concrete in the 
core structure deteriorates and degrades. A few literatures are available regarding 
the performance of RHA blended concrete in aggressive environment including the 
acidic one. Concrete containing supplementary cementitious materials (SCM‘s) is 
reported to have lower permeability that may resist the penetration of objection-
able chemical ions into the hardened concrete mass thereby increase its longevity. 
The paper aims at to observe the performance RHA concrete in acidic environment 
(H2SO4 solution) by conducting some relevant tests. 

2 Materials and Methods 

2.1 Experimental Program 

The experimentations program included the collection of concrete ingredient mate-
rials, casting of required number of test specimens, creation of acidic environment, 
curing and testing of specimen etc. which are stated as follows. 

2.1.1 Materials 

Cement 

Ordinary Portland Cement (OPC) confirming to ASTM C150 was used in concrete 
mix. Table 1 shows the properties of cement used in the study.

Rice Husk As 

The rice husk ash (RHA) was collected from a rice milling industry. The RHA, the 
residual materials were grounded in loss angel machine to have desired fineness. 
Table 1 shows the properties of RHA used in the study.
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Table 1: Physical and chemical properties of cement and RHA 

Relevant properties OPC RHA Relevant properties OPC RHA 

Physical 3.10 2.06 Chemical (%) 

Fineness (Blaine, cm2/gm) 4000 6000 SiO2 21.20 87.2 

Setting times(mins) Al2O3 4.65 0.15 

Initial 145 Fe2O3 2.27 0.16 

Final 275 CaO 63.55 0.58 

Compressive strength (MPa) MgO 3.27 0.36 

3 days 15.3 – MnO – – 

7 day 24.8 – Na2O 0.11 1.11 

28 day 35.2 – K2O 1.04 3.60 

SO3 2.19 0.32 

LOI 2.30 6.58

Aggregate 

Sylhet sand having FM of 2.58 and specific gravity (SG) of 2.60 was used as fine 
aggregate. Coarse aggregate comprises of well graded crushed stone chips of 20 mm 
nominal size and having SG of 2.78 was used in making concrete specimens. 

Acid 

Laboratory grade sulphuric acid (H2SO4) was used in creating artificial environment 
in this program. 

2.1.2 Mix Proportions 

Concrete mix proportions for a particular grade of concrete (M28) were found after 
several trial following ACI mix design procedures. Concrete mixes having various 
cement replacement level by RHA (0%, 10%, 15%, 20% and 25% by weight) were 
used to cast the test specimens keeping the proportions of fine and coarse aggregate 
fixed. 0% replacement indicate the control specimens having 100% OPC concrete. 
Table 2 shows the details of mix design.

2.1.3 Casting of Test Specimens 

OPC, rice husk ash and required amount of fine aggregates were mixed thoroughly in 
dry condition for 1 min water was then added and the materials were mixed for 3 min. 
100 mm cubical size molds were made ready to cast the specimens and compaction



Performance of Rice Husk Ash Concrete in Acidic Environment 351

Table 2 M28 RHA blended concrete mix proportion 

Mix no Cement: RHA Quantities in kg/m3 

Cement RHA F.A C.A Water w/c 

01 100:0 435 0.0 545 1150 218 0.5 

02 90:10 391.5 43.5 545 1150 218 

03 85:15 369.7 65.5 545 1150 218 

04 80:20 348.0 87.0 545 1150 218 

05 75:25 326.2 108.8 545 1150 218

was done in two equal layers. 16 mm diameter and 0.45 m long bar was used for 
compaction with 25 blows in each layer. 

The cast specimens were demolded after 24 h of casting and precured in plain water 
(PW) for 7 days before immersion in acidic environment. Total 500 nos specimens 
were cast of which 250 nos were immersed in PW and the remaining 250 nos for 
acidic environment. 

2.1.4 Exposure Environment 

Two types of curing environment i.e., PW environment and Acidic environment was 
used for the period of 14, 28, 60, 90 and 180 days was used to cure the specimens. 
Acidic environment was created by mixing 5% H2SO4 in PW. Special curing tanks 
were used for acidic environments in order to avoid accidents. 

2.1.5 Test Conducted 

Various test including visual examinations and strength tests (compressive strength 
and split tensile strength), porosity, pH value was carried at different curing period 
i.e., 14, 28, 60, 90 and 180 days in PW as well as in acidic environment. The identical 
specimens from each mix combination were tested and average value of test results 
were considered as the representative data. The compressive and split tensile strength 
tests were conducted according to BS 1881-166:1983 and IS 5816:1999, respectively. 
For strength, all the specimens were tested at SSD condition and loads were applied 
to other than casting faces and at a particular rate. For porosity test, the weight of the 
same specimen was taken in air at SSD condition, oven dry condition and water under 
submerged condition. To know the alkalinity level, concrete powder was collected 
from different depth levels (1 mm, 15 mm & 25 mm) of the specimens by masonry 
drill. Drilled powder was made finer after grounding to pass through No. 200 sieve 
and preserved in individual plastic bag in sealed condition to avoid carbonation. The 
powdered sample was mixed with distilled water with periodic stirring, then filtered 
with filter paper and finally pH was determined by using pH meter.
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(a) PW Environment                      (b) Acidic Environment 

Fig. 1 Concrete specimens exposed to PW and Acidic environment. a PW environment, b Acidic 
environment 

3 Results and Discussions 

3.1 Visual Examinations 

He specimens were subjected to visual examination after taking out of acidic envi-
ronment. No sign for crack or surface damage was detected. However, the specimens 
showed change in color from off white to brownish as shown in Fig. 1. The color 
change for RHA concrete was reported as minimum. The specimen in PW showed 
practically no change in color. In acidic environment, the change in color at exposed 
surfaces of the specimen may be primarily due to ionic effects. The texture insides 
the specimens were found in original color. 

3.2 Compressive Strength 

As per experimental program, compressive strength test of both control and RHA 
blended concrete specimens exposed to PW and H2SO4 acid environment was 
conducted and the test results are shown in Fig. 2. From Fig.  2, it is observed that for 
control concrete i.e., 100% OPC concrete specimens in PW the strength increases 
with curing ages and rate of gain in strength is higher in early ages followed by slower 
strength gain at later ages. In acidic environment, the strength increases at early ages 
i.e., upto 60 days and then decreases. The decrease in strength at later period is due 
to formation of some new compounds including ettringite as a result of reactions of 
hydrated cement products with acidic ions.

With acidic ions. These products being expansive and leachable in nature cause 
microcracking that results in strength deterioration. For RHA concrete specimens’ 
strength gaining at early ages is observed to be lower but significant at later ages.
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Fig. 2 Concrete specimens’ compressive strength in PW and acidic environments

The formation of secondary gel due to reaction of RHA with cement component is 
reported to be responsible for strength development at later ages. Upto 15% cement 
replacement level, the strength development of RHA concrete specimens is found 
significant, even more than control concrete specimens. In H2SO4 environment, the 
strength of RHA concrete specimens also decreases at later ages but at slower rate as 
compared to control concrete. However, for specimen with higher RHA content, the 
strength loss is observed are observed to higher at later ages. The overall strength data 
indicate that concrete specimens upto 15% RHA content attain 2–3% higher strength 
than control specimens. In acidic environment, after 180 days of curing, the strength 
loss for control specimens is 19%. Whereas specimen upto 15% RHA content showed 
5–8 strength loss as compared to PW cured control specimens. It clearly indicates 
the better strength performance of RHA concrete in acidic environment. 

3.3 Split Tensile Strength 

Figure 3 illustrate the split tensile strength development of control and RHA concrete 
specimens exposed to PW and acidic environment for different curing ages. It is seen 
that the split tensile strength development of control and RHA concrete specimens 
follows the similar trend as that of compressive strength both in PW as well as in 
acidic environment. The strength development of RHA concrete is reported to be 
lower at early ages and enhanced at later ages.

Also, in case of split tensile strength cement replacement level upto 15% showed 
significant strength development in PW and acidic environment. From the relevant 
strength results it is seen that RHA concrete specimens upto 15% RHA content attain 
slightly higher strength than that of control concrete in PW at 180 days curing period. 
In acidic environment control concrete specimens show around 25%. Strength loss 
as compared to PW cured concrete specimens. On the other hand, 10% and 15% 
RHA blended concrete specimens exhibit 8–12% reduction in strength as compared 
to PW cured strength.
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Fig. 3 Concrete specimens’ split tensile strength in a PW and acidic environment

Fig. 4 Porosity of concrete specimens in PW and acidic environment 

3.4 Porosity 

As per program, porosity test of control and RHA concrete specimens exposed to 
PW and acidic environments were carried out and the test results are shown in Fig. 4. 
In PW environment, both control and RHA blended concrete specimens indicate the 
gradual reduction in porosity with time. The porosity of RHA concrete specimens is 
observed to be less than the control concrete. Among the RHA concrete mixes, 10% 
and 15% RHA concrete specimens showed lower porosity. In acidic environment, 
the porosity of control specimens decreases upto 60 days and then increase. This 
may due to microcracks as a result of formation of expansive compounds and also 
for leaching action. For RHA blended specimens, 10–15% RHA concrete specimens 
show gradual reduction in porosity with time whereas 20% and 25% RHA concrete 
specimens show reduction upto 90 days and then again increase at 180 days. Overall 
study indicates the better performance of RHA concrete both in PW and acidic 
environment. 

3.5 pH Values 

To assess the alkaline condition of the hardened concrete mix, the pH values of 
powder concrete samples taken at different depth level of control and RHA concrete
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Fig. 5 pH value of concrete specimens at different depth levels in acidic environment 

specimens exposed to acidic environments are measured and reported in Fig. 5 From 
practical point of view, pH of concrete was measured at 3- and 6-month exposure 
only. The pH value of hardened concrete generally varies in the range of 12–13. 
However, the observed pH values at different depth levels for control and RHA 
blended concrete specimens cured in acidic environment are observed to vary from 
10.05 to 12.60. At surface levels, the measured pH values were minimum and it 
increases with depth levels for both control and RHA blended concrete specimens 
in acidic environment although the change in pH values are marginal. Again, at any 
depth level, pH values for 10% and 15% RHA concrete specimens are relatively 
higher than that of control specimens. It may be due to impermeable characteristics 
of RHA concrete that resist the penetration of acid ions inside the concrete. However, 
all the measured pH values are well above the limiting value (≥9.5) for initiation of 
rebar corrosion in concrete. Thus, it is seen that RHA concrete have more capability 
to preserve alkalinity in concrete pore as compared to identical control (100% OPC) 
concrete. 

4 Conclusion 

The stated study presents the performance of RHA blended concretes (0%, 10%, 
15%, 20% and 25% RHA) exposed to PW and acidic environment over a period 
of 6 months. It is a part of durability study although the time frame is too short to 
predict the various aspects of concrete in an aggressive environment like acidic one. 
However, based on the limited number of variables studied, the following conclusions 
can be drawn.
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(i) Both control and RHA concretes showed change in color off white to brownish 
due to acidic reaction. 

(ii) The strength gaining of RHA concrete is observed to be lower at early ages 
and faster at later ages as compared to control concrete. 

(iii) In PW environment, upto 15% cement replacement level, RHA concrete speci-
mens attained 2–3% higher compressive strength and slightly around 1% higher 
split tensile strength than control specimen. 

(iv) In acidic environment, both control and RHA concrete losses strength after 
6 months. The maximum losses in compressive and split tensile strength were 
reported around 19% and 25%, respectively for control concrete. The corre-
sponding strength losses for 10–15% RHA concrete varied from 5% to 8% and 
8% to 12%, respectively. 

(v) In PW environment, the porosity of RHA concrete is observed to be less than 
the control concrete at any curing ages. In acidic environment, the porosity 
of control concrete decreases upto 60 days and then increases. 10% and 15% 
RHA concrete showed gradual reduction in porosity with time. 

(vi) RHA concrete exhibited higher PH values than control concrete at any depth 
level indicating higher capability of RHA concrete in preserving alkaline 
condition in concrete matrix. 

RHA concrete with 10–15% cement replacement levels is found optimum 
regarding strength, durability and economic point of view. 
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Shape Effects on Shear Behavior 
of Superdisk Systems Studied by Level 
Set Discrete Element Method 

Haoran Jiang, Reid Kawamoto, and Takashi Matsushima 

Abstract This paper investigates the shear behavior of superdisk particles using 
the 2D level set discrete element method (LS-DEM). Specifically, dense samples 
of various superdisk shapes (blockiness n ∈ [2, 4]) were prepared through isotropic 
compression tests, and the prepared samples were then subjected to simple shear tests 
under different shearing speeds. We find the following. Firstly, it is observed that the 
final compression state is strongly influenced by the particle shapes. Larger surface 
blockiness leads to more ordered packing structures, resulting in higher solid fractions 
and mean coordination numbers in larger values of n. Secondly, the quasi-static shear 
response shows significant differences for different values of n. The stress ratios q/p 
and solid fractions φ in the peak and critical state increase monotonically with all 
blockiness values explored. Finally, the study tests the constitutive rheological model 
of steady flows, and the findings indicate that μ(I ) and φ(I ) relations can be well 
captured by power-law functions for all samples. Furthermore, the fitted exponents 
are found to be nearly independent of the shape of the samples. The results of this 
study provide deeper insights into the particle shape effects on granular materials. 
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1 Introduction 

Granular materials are widely encountered in industrial and engineering applications, 
and to gain a better understanding of their complex behavior, numerical modeling 
using the discrete element method (DEM) [1] has been extensively employed. 
However, earlier studies [2, 3] have primarily limited to circular or spherical parti-
cles due to the difficulties associated with contact detection and the high compu-
tational costs of modeling non-spherical particles. In recent times, there has been 
a growing interest in exploring the impact of particle shape on granular materials, 
owing to its significant influence on the behavior of such materials. The incorpo-
ration of the influence of particle shape into theories and models that are based on 
circular particles [2, 3], as well as the effects of non-circular shapes on granular 
flows [4–13], have become topics of interest in recent studies. Moreover, there is a 
need to develop constitutive laws that can describe the behavior of dense flows of 
non-circular particles. These issues have been the subject of recent investigations 
and have been partially addressed in mentioned studies. While most of these studies 
have predominantly examined ellipses [4, 5], polygons [6, 8], and clump particles 
[9, 10, 13], the present study aims to investigate the properties of superdisk particles. 
Although superdisk particles are part of the superellipse family, they have received 
much less attention compared to their counterparts, the elliptic particles. This can be 
attributed to the more challenging contact detection involved in modeling superdisks, 
for which the continuous function representation (CFR) method using an iterative 
Newton–Raphson approach is often utilized [14, 15]. As the alternate, the discrete 
function representation (DFR) method [16] is considered more numerically stable for 
superdisk-related issues [14]. The present study utilizes the level set discrete element 
method (LS-DEM) [17, 18], which is a type of DFR method, to model the granular 
systems consisting of superdisks, and aims to fill the gap in the literature by inves-
tigating the shear responses of superdisk particles. LS-DEM has been successfully 
employed in previous studies to predict the behavior of sands [17, 19], understand 
the fabric effect on shear wave velocity in soils [20], and reproduce particle breakage 
process [21, 22]. The LS-DEM method incorporates two fundamental components 
to represent the particle morphology, namely the level set function [23] and the 
discrete surface nodes, which are described in Sec. 2. By applying this method, all 
dense packs prepared by isotropic compression are sheared up to a large deforma-
tion under different shearing speeds, as outlined in Sec. 3. The obtained results are 
presented and discussed in Sec. 4. Finally, conclusions and remarks on the displayed 
results are provided in Sec. 5.
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2 Level Set Discrete Element Method 

2.1 Superdisk 

The mathematical formulation of a superdisk surface in the Cartesian coordinate 
system is 

|x/a|n + |y/a|n = 1, (1) 

where the positive number n measures the edge sharpness of a given superdisk, and 
is commonly referred to as blockiness [15]. In this study, we focus on the convex 
shapes with n ∈ [2, 4], where n = 2 restores a disk and larger values of n correspond 
to increasingly square-like shapes (Fig. 1). The area of a superdisk is computed via 
Green formula as 

A = 
4a2 

n 
B

(
1 

n 
, 
1 

n 
+ 1

)
, (2) 

where the term B(x, y) is a beta function related to the gamma function [(x, y) 

B(x, y) = 2
∫ π 

2 

0 
sin2x−1 θ cos2y−1 θ dθ =[(x)[(y)

[(x + y) 
(3) 

Furthermore, the moment of inertia is 

Iz = 
2a4 

n 
B

(
3 

n 
, 
1 

n

)
(4)

Fig. 1 Superdisk shapes with different surface blockiness. (a)n = 2, (b)n = 3, and  (c)n = 4 
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Fig. 2 a Signed distance function (SDF) of a superdisk particle (n = 3). The value is indicated by 
color. b Illustration of the node-to-surface contact detection algorithm. Overlap is exaggerated for 
clarity 

2.2 Level Set Function 

For the representation of a particle surface, the level set functionΦ(x) should possess 
the following characteristics: (1) Φ(x) < 0 in the particle interior; (2) Φ(x) >  0 
in the particle exterior; (3) Φ(x) = 0 denotes the particle surface. While various 
mathematical functions can potentially meet these criteria, previous studies [17–19] 
have mainly utilized a signed distance function (SDF) for its ability to readily assess 
contact information and other geometric properties, including the center of mass of 
the particle. Therefore, the SDF was adopted and a specific example of a signed 
distance function (SDF) describing a superdisk is shown in Fig. 2a. 

2.3 Surface Node Discretization 

In the context of LS-DEM, discrete nodes seeded onto the particle surface are also 
responsible for the shape representation. In this study, we applied a sufficiently 
small, uniform node spacing (evenly distributed 150 surface nodes) to all shapes in 
the simulations. This choice was made in order to meet the requirement previously 
discussed in Ref. [17]. Then a node-to-surface contact algorithm is considered (see 
Fig. 2b), which is frequently used in finite element modeling. Specifically, the contact 
is determined by checking each surface node xk i (k = 1, 2, . . . ,  150) of a particle i 
against the interface of another particle j constructed by its signed distance function
Φ j . The penetration sand contact normal on each code can be found by 

dk 
i = ||Φ j

(
xk i

)||, n̂k i = ∇Φ j
(
xk i

)
/
||∇Φ j

(
xk i

)|| (5)
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where ∇ is the gradient. Upon obtaining the contact information, a linear spring-
dashpot model [1] is used for the contact force computation. For more information 
on LS-DEM, the readers may refer to the Refs. [17, 19]. 

3 Numerical Simulation Procedures 

3.1 Preparation of Dense Samples 

To prepare the dense packing samples for each blockiness value, we first generated 
10,000 particles in space with a small dispersity (dmax = 2dmin) uniformly distributed 

around the unit particle size (d) =  2 
√
A/π . This choice was made in order to avoid 

crystallization [3, 5]. The mean particle area A for all shapes was kept constant to 
ensure equivalent sizes for all samples. Subsequently, the packings were performed 
by isotropic compression within a rectangular frame with a bi-periodic boundary, 
with the left and bottom boundaries fixed and the other two boundaries subjected to 
confining pressure P and allowed to move slowly (as shown in Fig. 3a). The particle 
stiffness kn was set to a sufficiently large value to ensure penetrations δ/(d) << 1 
under this loading condition. The jammed mechanically stable state was obtained 
until the fluctuations of particle positions and contact forces were below 0.01% 
[3]. During this compression process, the gravity and the inter-particle friction were 
turned off to obtain uniform, dense packs without the stress gradient [8]. 

Fig. 3 Simulation setups for a isotropic compression and b simples shear tests
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3.2 Simple Shear Tests 

In a subsequent simple shear process, the inter-particle friction was adjusted to 0.5 
to resemble most real-life granular materials. Two plates were formed by rigidly 
connecting particles at the top and bottom of each sample [8, 10]. The top plate 
was given a constant lateral speed vx and allowed to move vertically under the same 
pressure P used in the compression tests, while the bottom plate was fixed vertically 
with an opposite speed−vx (see Fig. 3b). The shearing speed was gradually increased 
before reaching the target speed to avoid initial shock disturbance [24]. The samples 
were sheared up to a large cumulative shear strain γ = Δx/H , where Δx and H 
denote the overall wall displacement and sample height. This choice ensures the 
critical state is reached, where the shear rate γ̇ = 2vx /H and normal stress σyy  ≈ P 
become steady. Furthermore, an empirical quantity I , known as the inertial number, 
was used to describe different shear regimes, which is given by 

I = γ̇ d
√

ρp/σyy, (6) 

where (d) and ρp are the effective size and density of particles. A wide range of I was 
explored, spanning from approximately 10−3 to 1.5× 10−1 , indicating the transition 
from a quasi-static state to a dense regime. A summary of simulation parameters is 
listed in Table 1. 

Table 1 LS-DEM simulation parameters used in this study 

Parameter Value 

Number of particles, n p 10,000 

Particle blockiness, n 2.0/2.4/3.0/3.4/4.0 

Particle surface nodes, sn 150 

Particle size and dispersity, (d) ± ∈ 1 ± 0.33 
Particle density, ρp 1 

Confining pressure, P 100 

Coefficient of restitution, e 0.10 

Inter-particle friction, μp 0.0 (compression)/0.5 (shear) 

Normal stiffness, kn 400 P 

Lateral stiffness, kt 1.0 kn 

Simulation time step, Δt 0.01
√

ρp A/kn 

Width of periodic cell, W ≈ 100(d)
Height of periodic cell, H ≈ 100(d)
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4 Results and Discussion 

4.1 Definition of Macroscopic Quantities 

In a granular system, the expression of contact stress tensor σ [25] reads 

σi j  = 
1 

V

∑
α∈Nc 

f α 
i l

α 
j , (7) 

where f α is the contact force of the contact α and lα is the branch vector joining the 
mass centers of two particles involved. V is the total volume of the sample and Nc 

is the contact number in total. By computing the eigenvalues σ1 and σ2 (σ1 > σ2) of  
stress tensor σ , an internal friction reflecting the shear strength μ is defined as 

μ = q/p, (8) 

where q = (σ1 − σ2)/2 and p = (σ1 + σ2)/2 are the deviatoric and mean stresses, 
respectively. The solid fraction φ, which compares the volume occupied by solid 
particles V s and total volume V , is adopted to evaluate the system packing density 

φ = V s / V . (9) 

Given that the shearing plates are not perfectly flat, 100 slices are taken vertically 
for accurate measurement of φ. 

Furthermore, the mean coordination number z is measured as the mean contact 
number of non-rattler particles as 

z = 2(Nc − Nr )/
(
n p − nr

)
, (10) 

with Nr and nr denoting the number of contacts and particle number of rattlers, 
respectively. 

4.2 Packing Properties After the Isotropic Compression 

Two snapshots of our packings after the isotropic compression are displayed in 
Figs. 4a and b. The particles with zero or one contact, called rattlers, are shown in 
grey since they do not carry any loads. The solid fraction φ and coordination number 
z, which are crucial parameters for evaluating the structural stability and geometric 
properties of the packings, are reported in Fig. 4c. The solid fraction φ describes 
how densely the system is packed, and the result (φ = 0.843) for the circular system 
(n = 2) coincides with random close packing (RCP) value observed in Refs. [8,
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Fig. 4 Prepared packing samples with a n = 2 and b n = 4 after the isotropic compression in a 
particle-scale view. Rattler particles are shown in light gray. c Solid fraction φ and mean coordination 
number z (inset) as a function of the blockiness n 

26]. For non-circular shapes, the solid fraction increases monotonically with the 
blockiness n we explored. This is due to the ordered alignment of particles in large 
values of n, thus leading to fewer voids created among particles. A similar trend can 
also be observed in the variation of coordination number z, which increases with 
increasing blockiness n, indicating more contacts are required to constrain a single 
particle due to additional freedom of rotation. The isostatic theory [3] suggests that in 
the frictionless limit, two contacts per degree of freedom d f are needed to constrain a 
particle, thus leading to z = 2d f = 4 for circular shape in two dimensions. However, 
our result is slightly larger than 4 since the circle is not perfectly represented due to 
the shape discretization. Nevertheless, such deviation is considered acceptable since 
all the results obtained for the circular system in the following match very well with 
previous studies. 

4.3 Stress–strain Response in the Quasi-Static Limit 

Figure 5 displays the evolution of the stress ratio q/p and solid fraction φ as a function 
of shear strain γ for quasi-static cases with minimum inertial number I we simulated. 
The shear resistance of all particle shapes increases from 0 to a shape-dependent 
peak value and then relaxes to a constant value corresponding to the residual state 
in soil mechanics [27] (Fig. 5a). This behavior is consistent with the observations 
from [24] for dense samples. Moreover, we find that the peak and residual shear 
stress ratios have a clear dependency on particle shapes, with larger blockiness n 
tending to increase them, as shown in the inset of Fig. 5a. It should be noted that 
the shear strength in the quasi-static state μ0 is averaged from the stress ratios after 
the critical state is reached, and the value for the circular system agrees well with 
the previous study [4] introduced in the following. The peak and residual stress 
ratios both exhibit similar tendencies, rising rapidly when starting to deviate from
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the circle, then slowing down and saturating when n → ∞, ultimately reaching the 
shear strength limit of the square system. To understand this phenomenon, we show 
two example assemblies near the peak states together with their force chains (Figs. 6a 
and b). We observe that particles in the assembly with n = 4 tend to contact nearby 
particles through their ‘flat sides’. According to the mechanism [28] described in 
Fig. 6c, the ‘side-side’ contacts allow the transmission of the force moments through 
contact pairs and hinders particle rotations, resulting in a larger shear strength. Similar 
observations are also reported for polygonal systems in previous studies [7, 29]. 

The evolution of solid fraction (Fig. 5b) exhibits an initial rapid dilation phase that 
matches the rapid increase in the stress ratio q/ p at the beginning. The maximum 
dilatancy angle (slope of the dilation curve) and the peak stress ratio are reached 
almost simultaneously. However, unlike the stress ratio q/p, which converges to an 
almost constant value when γ ≈ 0.35, the sample volume V gradually increases 
until the sample was sheared to a sufficiently large strain around γ ≈ 10. Therefore,

Fig. 5 a Stress ratio q/p and b solid fraction φ of different shapes as a function of shear strain 
γ in the quasi-static limit. Inset of (a) shows the peak and residual stress ratios as a function of 
blockiness n. Error bars represent the standard deviation in the residual state 

Fig.6 Snapshots of a part of assemblies with a n = 2 and b n = 4 in the peak state. Red segments 
joining the mass centers represent the force chains, and the width is proportional to the magnitude. 
The difference in shear strength can be explained by the c mechanism of particle shape effects [28] 
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the quasi-static limit φ0 is evaluated when the sample volume no longer increases, 
which is much lower than the value that the residual state has just achieved (Fig. 5b). 

4.4 Rheological Features 

As the shearing speed of plates increases, samples tend to flow, indicating the transi-
tion from quasi-static to dense regimes. Previous research [2, 30] has established that 
the shear strength μ and solid fraction φ of granular flows, averaged from the steady 
state rather than just the residual state at small shear strains, can be predicted using 
the inertial number I . This empirical law, known as μ(I ) rheology model, reveals the 
non-Newtonian fluid nature of granular flows. It demonstrates a monotonic relation-
ship between the inertial number I and the above two parameters, wherein the shear 
strength μ increases while the solid fraction φ decreases as the inertial number I 
increases. However, this rheology law was originally developed for circular systems 
and requires application to non-circular systems. The results of our numerical simu-
lations for all explored inertial numbers I and blockiness n are presented in Fig. 7. 
Our findings indicate that the numerical data of circular systems (n = 2) coincide 
well with the results obtained from Ref. [4], while non-circular shapes exhibit higher 
shear strengths (Fig. 7a) or solid fractions (Fig. 7b) for any given inertial number I . 
However, these differences weaken as I increases, indicating that the system evolves 
towards a dilute system dominated by binary collisions, and the influence of particle 
shape gradually diminishes [4, 8]. To capture the exact relations between I and μ or 
φ, power-law functions [31] are considered in this study to fit the data 

μ = μ0 + AI  α , (11) 

φ = φ0 − BI  β , (12) 

with μ0 and φ0 the values in the quasi-static limit introduced in Sec. 4.3, respectively. 
As previously discussed, the value of φ0 is found to be lower than the critical state 
value due to additional shear strains. The curves fitted by Eqs. (11) and (12) are also 
presented in Fig. 7, where all data points appear to align with the obtained curves, 
indicating the reliability of the power-law functions in describing the μ(I ) and φ(I ) 
relationships. Intriguingly, we observe that the variations of these two quantities yield 
similar exponents (α, β ≈ 0.8), regardless of blockiness (see the insets of Fig. 7). 
This suggests that predicting the shear strength or solid fraction of the superdisk 
systems may be simpler than previously anticipated. However, further investigation 
is necessary to verify whether these findings hold for frictionless systems. Moreover, 
it should be noted that similar observations are made for elliptic systems [5], implying 
that extending these results to the entire superellipse family may be promising.
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Fig.7 a Shear strength μ and b solid fraction φ as a function of inertial number I for flowing 
superdisks with different blockiness n in log-linear scale, along with best fit obtained using Eqs. 
(11) and (12). Error bars represent the standard deviation in the residual state. Data of sheared 
circles from Ref. [4] is shown in red cross for comparison. Inset: Test of exponents (a) α and (b) β 

5 Conclusions 

To conclude, we utilized the 2D level set discrete element method (LS-DEM) to inves-
tigate the shear responses of superdisk particles. By varying the blockiness n from 2 
to 4, we prepared mechanically stable samples composed of various superdisks (from 
circular to square-like shapes) and carried out a series of simple shear simulations at 
different shearing speeds. Our findings indicate that: (1) Both the solid fraction φ and 
the mean coordination number z of the packs after isotropic compression increase 
with the blockiness n due to the ordered alignment and one additional freedom of 
rotation; (2) The difference in peak and residual stress ratios under quasi-static shear 
between different shapes is significant. We observe a positive correlation between 
the quasi-static shear resistance and blockiness n, which seems to saturate at large 
blockiness values. We attribute this enhancement to the rotational resistance provided 
by shape effects, following the mechanism proposed in previous literature. Addition-
ally, unlike the quick convergence of shear strength, the dilation continues even after 
the residual state is achieved, leading to a much lower solid fraction in a sufficiently 
large shear strain; (3) The obtained rheological curves follow the μ(I ) rheology 
law proposed previously for circular/spherical systems and can be well-described by 
power-law fitting functions. In the dense regime limit, the larger the blockiness n, the  
larger the shear strength q/p and solid fraction φ still hold. Surprisingly, our analysis 
of the power-law functions reveal that the exponents describing these variations are 
similar across all shapes (α, β ≈ 0.8), suggesting that the prediction of superdisk 
behavior may not be as difficult as previously thought. Our findings highlight the 
significant influence of particle shape on the behavior of granular assemblies under 
external loadings and suggest that further investigation of more square-like shapes 
is needed in future studies.
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Morphological Evolution of Andesite 
Railway Ballast Particle Under Rotating 
Drum Abrasion Test 

O. C. Debanath, T. Matsushima, T. Ijichi, and M. Miwa 

Abstract Railway ballast is a natural aggregate widely used in railway infrastruc-
ture. The mechanical strength and geometric shape of ballast particles have an impor-
tant role in the durability and maintenance economy of the ballasted track. This 
paper aimed to investigate the abrasive behavior of andesite ballast particles using a 
rotating drum abrasion test and 3D morphological shape analysis. The photogram-
metric reconstruction method is adopted here and modified to make it more efficient 
and user-friendly. The evolution of mass, particle shape, and grain indices were 
compared for different shape classifications. The experimental results show that the 
evolution of elongation and flakiness that describe overall particle shape is incon-
sistent during abrasion, whereas the equivalent ellipsoid volume ratio and rotational 
resistant angle, which mainly describe particle surface angularity evolve gradually 
throughout this long-term abrasion process. So, the latter two shape indices describe 
particle abrasion behavior more accurately. 
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1 Introduction 

Natural stones are the most common type of material with various engineering appli-
cations since prehistoric times, specifically for railway lines; crushed stones are the 
prime element of the ballast layer. Andesite rock is one of the most common igneous 
rocks used in railway infrastructure. A major concern about rail tracks is the insta-
bility of the track, which mainly depends on the geometric stability and settlement 
of the underlying ballast layer. Moreover, the stability of the ballast layer depends on 
the interlocking of particles, gradation, particle shape, hardness, and abrasion resis-
tance. The mechanical stability and economic efficiency of railway tracks greatly 
depend on the rate of ballast degradation (crushing and abrasion) due to the cyclic 
traffic load throughout its lifecycle. 

Several researchers [1–3] investigated ballast particle degradation by laboratory 
tests such as Los Angeles abrasion, micro-Deval abrasion, direct shear, and large-
scale triaxial test. They suggested that the ballast abrasion rate depends on its rock 
type, physical properties, external loading condition, etc. The grain shape is another 
important parameter that significantly affects the ballast particle performance. The 
relationship between the particle shape and abrasion value was reported by previous 
research [4–6]; typically, the flaky or elongated particles are more susceptible to 
breaking. The correlation between the mechanical strength and the physical proper-
ties of rock material was also studied by previous researchers [5, 7]. Guo [8] proposed 
a technique based on abrasion depth and 3D sphericity of particles to quantify the 
degradation. Similar research findings also revealed the relationship between the 
micro-Deval loss and the angularity of western Virginia aggregate [9]. 

Considering the durability phenomena, the long-term abrasive behavior is impor-
tant, which requires some additional tests beyond the standard test methods. Czinder 
[10] reported that the short-term micro-Deval abrasion test is insufficient to repre-
sent the overall abrasion process. A typical andesite rock requires approximately 2 
million abrasion cycles for 80% weight loss. In contrast, relatively soft rocks require 
up to 300,000 cycles, and the abrasion process is reported as a function of mechan-
ical work done following exponential form. A limited number of research studies 
was done on 3D shape analysis of particle, which only focused on short-term abra-
sion. However, it is still important to understand ballast particles’ long-term abrasion 
behavior, including morphological changes. 

The present study attempts to observe the abrasive behavior of ballast particles 
using a rotating drum device to look up the in-depth morphological transforma-
tion during long-term abrasion by using 3D particle shape analysis. Particle shape 
is defined by considering flakiness and elongation. There are many conventional 
shape descriptors to describe the grain shape, such as true sphericity, form factor, 
shape factor, angularity, texture, etc. In the current research, we introduced two new 
parameters ellipsoid volume ratio and rotational resistant angle. The evolution of 
these parameters was then correlated with volumetric degradation of ballast particles 
along with physical photographs at different abrasion stages for clear visualization 
of long-term abrasion phenomena.
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2 Materials and Experimental Workflow 

The material used in this study was irregularly shaped andesite ballast particles of 
about 5 cm. Their average density was about 2.62 gm/cm3. The Photogrammetric 
reconstruction technique was used to measure the 3D surface morphology of about 
50 particles. Among them, nine particles were selected for morphological evolu-
tion observation considering the variety of particle shapes. The evolution of particle 
mass, 3D models, and other shape indices were recorded at various stages of the 
abrasion process. Details of the experimental setup and workflow are described in 
the following subsections. 

2.1 Three-Dimensional Shape Extraction 

Recent articles have reported the use of 3D scanning techniques such as laser scan-
ners, X-ray CT scanners, photogrammetric reconstruction, and light-based 3D scan-
ners to extract the three-dimensional shape of ballast particles [11–13].  Laser orX-ray  
CT scanning is a very popular and primitive technique for digital model reconstruc-
tion of any solid object; specifically, laser scanning is an active method of shape 
reconstruction, where the laser beams reflected from the surface are recorded on the 
sensor. The suitability of the above-mentioned techniques depends on the object size, 
shape, surface irregularity, scanning resolution, etc. Several previous researchers used 
the laser technique to study 3D shapes. For an angular shape ballast particle, it often 
requires scanning the particle in different orientations and then aligning the meshes 
by using common surface points to generate the final shape. However, this work-
flow includes significant time starting from scanning and mesh processing, which is 
less effective for a large-scale experimental campaign. To overcome this drawback of 
previous digital reconstruction methods, Paixão [14] introduced the photogrammetry 
method to make this process more efficient. In this current study, we modified this 
workflow to make it more user-friendly and time efficient. A detailed description of 
the workflow is shown in Fig. 1.

For the photographic session, a photographic box was assembled with diffused 
light source at the top and all the box’s inner walls with reflective material to ensure 
enough light to the object. We used green screen background and a turntable assem-
bled with a tripod needle stand. The tripod stand facilitates the easy placement of 
particles. In contrast, the previous method [14] needs to drill an orifice at the particle 
surface to mount on the single pedestal support that may propagate microcracks on the 
rock surface. The turntable is placed at the center of the assembly and then rotated 
at a constant speed of 2 rpm. For each particle placed in the turntable, sequential 
photographs were captured to cover the 360° view at every 10° interval to confirm 
sufficient overlaps on successive images. 

We used a digital camera (Canon EOS Kiss X7 18 MP) equipped with EFS 17– 
18 mm lens; the camera settings were as follows: manual focus with exposure time 1/
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Fig. 1 Photographic 
arrangement

400 s., ISO-6400, and aperture F/8. For each 3D model, 72 photographs were captured 
from two different vertical positions (approximately 45° with horizontal). The overall 
photographic session took approximately 3 min per particle, from placement on the 
tripod stand to the end of the photo session. The next part of the reconstruction is 
done using Agisoft Metashape (student edition) software [15]. The first step is to 
align photos sequentially, taking the key point limit per MP as 5000; Afterward, the 
dense cloud is built at moderate depth filtering; Fig. 2 (a) shows the noise-free dense 
point cloud. In this workflow, no undesired points are generated, which makes the 
next step (mesh processing) easier, whereas the VisualSFM and CMVS algorithms 
used by previous authors build numerous background noises in the dense cloud. 
Moreover, the Agisoft Metashape software facilitates simultaneous data processing 
of multiple particles, which makes the workflow more efficient. The rest of the part is 
done by another software, CloudCompare [16], to erase the tripod support from the 
dense cloud and Screened Poisson mesh reconstruction. The reconstructed meshes 
need to be scaled correctly to represent the original particle. In the current study, the 
geometric scale factor is computed by taking the bouncy volume of the particle and 
applied for uniform scaling in all directions. Figure 2(b–c) represent the final 3D 
model and original particle, respectively.

In this modified photogrammetric reconstruction workflow, the average recon-
struction time taken for each particle is about 10 min, while the method proposed 
by Paixão [14] takes around one hr. per particle, and other 3D reconstruction tech-
niques are more time-consuming. At the beginning of this experimental campaign, we 
scanned the same particle using a laser scanner (Roland LPX-60) with 0.2 mm accu-
racy; after that, both models were overlapped to check the accuracy of photogram-
metric reconstruction. Figure 2(d) illustrates the deviation between the laser-scanned 
and the photo-reconstructed mesh. Both meshes were closely matched, and for most 
of the vertices, the deviation was observed between −0.2 mm and 0.3 mm, whereas 
the accuracy of the scanner was 0.2 mm. Moreover, the laser scanner took around 
45 min to scan the particle in one orientation. Multiple orientations were needed for 
a very angular particle, and the laser beams sometimes failed to capture the extreme
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Fig. 2 a Reconstructed dense cloud b Final 3D mesh c Original Ballast particle d Deviation with 
laser scanning

concave surface points. Hence the modified photogrammetric reconstruction method 
was chosen for the rest of this research. 

2.2 Sample Selection 

Around 50 representative particles were scanned by photogrammetric reconstruction, 
and 3D model has generated afterward. In this study, we used the best-fit ellipsoid 
concept to determine the dimensions of ballast particles. First, the best-fit ellipsoid 
was defined such that the three principal moments of inertia are identical to those of 
the original particle, and the maximum, intermediate, and minimum axes, denoted 
as L, I, and S, respectively, were computed from the ellipsoid. Figure 3(a) illustrates 
the best-fitted ellipsoid over the original particle. 

Therefore, elongation (I/L) and flakiness (S/I) are used to describe the overall 
shape of the particle. In this study, modified Zingg [17] form terminology was used

Fig. 3 a Illustration of Equivalent ellipsoid b Morphological classification of scanned particles 
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based on the degree of elongation and flatness. Black square dots in Zingg’s diagram 
shows the shape of the measured particles, Fig. 3(b). Among them, five Sub-equant, 
two prolate, one oblate, and one equant spheroid were chosen for details inspection, 
marked by colored circles in Zingg’s diagram. 

2.3 Test Setup 

We used a modified micro-Deval setup to accelerate the abrasion process, this modi-
fication was made based on available laboratory facilities. Figure 4 shows the setup of 
the test device. The inner diameter of the drum was 30 cm, and an inner shaft of 5 cm 
width was fixed to let the particle fall from a certain height and collide with the inner 
wall of the drum during the drum rotation. The rotational speed was kept constant 
(70 rpm) throughout the test. The test was conducted for an extended abrasion cycle 
to observe the long-term degradation until the particle mass loss reached 70–90%. 
The previous studies [18] reported that the rate of abrasion is very high initially and 
trending to be constant afterward. The experimental program was set to interrupt the 
abrasion process at irregular intervals; the test data was initially recorded at intervals 
of 2000, 14,000, and 50,000 rotations, respectively; afterward, approximately fifty 
thousand rotations intervals until desired weight loss was achieved. The mass of 
individual particles was recorded at every incremental stage of abrasion, and the 3D 
shape extraction was done simultaneously for all selected particles. If any particle 
was broken during this process, the fine fragments were discarded, and the remaining 
part of the particle was subjected to the next stage. 

Fig. 4 Rotary drum abrasion test setup
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3 Results and Discussions 

To describe the grain shape evolution, here we considered two new grain descriptors 
named: the equivalent ellipsoid volume ratio and rotational resistance angle for shape 
evolution. As mentioned above, the weight loss and 3D model were recorded at 
each incremental abrasion stage; then, further analysis was carried out based on 
the extracted virtual shape to obtain various shape indices. The detailed results are 
described in the following subsections. 

3.1 Particle Mass Evolution 

The individual particle mass recorded at the incremental stage of abrasion was used to 
compute the percentage of mass loss compared to the initial mass of the corresponding 
particle. Figure 5(a) shows the particle mass change during long-term abrasion; 
each line of this graph represents individual particle mass evolution. The generated 
abraded materials were mostly fine dust; few particles were broken at a sudden stage 
of abrasion, and any representable part from broken particles was also further tested; 
otherwise, the fine fragments were discarded. For example, the particle sub-equant-5 
was broken into fine fragments after 50,000 revolutions, and no representing parts 
remained; hence that particle was discarded from the analysis. On the other hand, the 
sub-equant-1 particle was divided into two after 142,000 revolutions; these fragments 
continued to be abraded and analyzed as two independent particles in the next phase. 
The sudden increase of particle mass loss is due to the particle breaking event at that 
phase; the sub-equant-3, prolate-2, and oblate particles were subjected to sudden 
breaking at several test stages. The physical photographs of particles captured at 
different test stages also confirmed this.

At the initial phase of abrasion, specifically below 10% mass loss, all the shapes 
showed a similar abrasion rate, which decreased in the later phase. The angularity of 
particles can describe this behavior; at the early stage, sharp edges and vertices were 
broken, resulting in higher mass loss, and reduced afterward. Considering long-term 
abrasion, the degradation of equant and sub-equant spheroid particles shows analo-
gous behavior. Other shapes like oblate or prolate spheroid undergo high degradation, 
possibly due to continuous edge breaking. 

3.2 Particle Shape Evolution 

The typical way of representing the particle shape is based on its flakiness and 
elongation; as defined earlier, the value of flakiness and elongation is less than 1. 
Several classification methods are available to describe the particle shape, and the 
modified Zingg’s classification was adopted in our study. Figure 5(b) shows the shape
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Fig. 5 Evolution of a particle mass and b shape movement of studied particles in modified Zingg’s 
diagram

evolution of nine particles within modified Zingg’s diagram during the abrasion test. 
The line colors represent the same particle as listed in Fig. 5(a); the circular marker 
indicates the shape of the particle at different stage of abrasion, whereas the larger 
circular and triangular markers represent the initial and final shape, respectively. 

Significant shape change was recorded during this long-term abrasion process. 
Figure 6 illustrates the visual change of the studied particles during the test. From 
visual inspection, it was seen that the sharp edges disappeared quickly, specifically 
during the first 2000 revolutions. And the smother shapes appeared afterward due to 
loss of surface roughness by continuous polishing action inside the drum; this char-
acteristic is reported as rolling erosion of rock [19]. At the initial configuration of 
the test, we started with the particles of different shape classes. However, at the final 
stage (after 70–90% loss), all particles’ classified as an equant spheroid shape. It was 
also noticed that elongation’s evolution was higher than the evolution flakiness. In the 
conventional micro-Deval abrasion test reported by a previous study [18], no evolu-
tion was recorded regarding particle shape classification. But the long-term abrasion 
test significantly changes the initial form of particle. This shape transformation of 
the particle during long-term abrasion can be noted as an important finding, as the 
overall stability of the ballast layer depends on the geometric shape.

3.3 Morphological Evolution 

Several shape indices were used in previous literature to explain the morphology of 
angular particles. In this study we considerd two overall indices: (i) flakiness, (ii) 
Elongation; and two detailed morphological indices: (iii) ellipsoid volume ratio, (iv) 
rotational resistant angle, respectively. The volume change for a homogeneous rock 
material is equivalent to the particle mass change. Hence, we considered the volume
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0 revolution 2000 revolutions 14000 revolutions 

50000 revolutions 96000 revolutions 142000 revolutions 

281000 revolutions 373000 revolutions 412000 revolutions 

512000 revolutions 697000 revolutions 743000 revolutions 

Fig. 6 Changes of particle shape during abrasion test

loss to describe the evolution of these parameters (Fig. 7). Although the particle shape 
changed significantly, the evolution of flakiness and elongation showed different 
evolution behavior during this long-term abrasion process. Referring to Fig. 7(a–b), 
the value of flakiness didn’t change much initially, specifically up to 30% volume loss, 
and after that, this value increased gradually. In contrast, the evolution of elongation 
happened constantly and merged in the range of 0.8–1; this evolution trend resulted 
from nonuniform abrasion of particles in all directions.

As described in Sec 2.2, a best-fit ellipsoid is generated for each 3D particle model 
such that the three principal moments of inertia are identical to those of the original 
particle. Figure 3(a) illustrates the best fitted ellipsoid over the original particle. Since 
the volume of the fitted ellipsoid is different from that of the original particle, and this 
difference is due to the detailed angularity difference, a shape index called, ellipsoid 
volume ratio (ev) is defined by the ratio of the original particle volume to the best-
fit ellipsoid. The value of the ellipsoid volume ratio is smaller than unity when the
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Fig. 7 Evolution of a Flakiness, b Elongation, c Ellipsoid volume ratio and, d Rotational resistant 
angle

particle shape deviates more from the ellipsoid. Figure 7(c) shows the evolution of 
the ellipsoid volume ratio; at the initial stage of abrasion, the ev value was different 
for different shapes and typically lies within the range of 0.928–0.98. However, this 
value moved towards unity for all particles regardless of the shape classification at 
the final stage of abrasion. This increase of ev was due to the continuous polishing 
effect inside the drum, which resulted in particles close to an ellipsoid shape. 

Another shape parameter is a mechanically based shape index, called the rotational 
resistant angle, αp proposed by Kawamoto [20]. For any surface point of 3D mesh, α 
is the angle between the surface normal of that point and the radial vector of joining 
the line of particle centroid, and dS is the area of the corresponding triangular face. 
Finally, αp is calculated by taking the weighted average α over the entire surface of 
the particle as described in Eq. (1); here, A is the total surface area of the mesh. 

αp = 1 
A

∫
α dS (1)
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The value of αp is linked to the rolling resistance acting on two particles in 
contact, and it increases with increasing particle surface angularity. Regarding the 
evolution of αp, this parameter varied from 27 to 43 degrees before abrasion; after 
long-term abrasion, this range was decreased. The Minimum value of αp was found 
for the equant shape ballast at the final configuration. For both cases, the abrupt 
particle breaking was reflected as a sudden transition of shape index, specifically for 
sub-equant-3 and oblate spheroid. As the shape indices (S/I and I/L) didn’t change 
consistently throughout the abrasion cycle, the other conventional parameters (such 
as sphericity, roundness, form factor, etc.) based on overall shape are not a good 
measure to represent the abrasion. On the other hand, the evolution of detailed shape 
indices (ev and αp) was consistent throughout the long-term abrasion and can describe 
the abrasion of the local corners. Therefore, the latter two indices can be taken as 
more suitable parameters to track the abrasive behavior of ballast particles. 

4 Conclusion 

In this paper, the rotating drum test was used to study the morphological evaluation of 
andesite ballast particles having varying shapes. The test was interrupted at different 
intervals, and 3D mesh of selected particles was generated by photographic session 
and 3D reconstruction technique. To observe the effect of accelerated long-term 
abrasion, the evolution was tracked in terms of weight loss, shape movement, ellipsoid 
volume ratio, and rotational resistant angle obtained from 3D shape analysis. 

The particle mass loss data reveals the high abrasion initially and slower rate 
afterward, except for some abrupt changes due to fragmentation. Compared to the 
short-term abrasion test, significant shape change was observed during the long-term 
abrasion process, where all the particles changed their initial shape classification. 
The corner breaking and particle fragmentation also occurred throughout the test 
and were reflected as sudden transitions of mass loss and shape index. The initial 
ellipsoid volume ratio deviated far from unity and converged significantly because of 
the rolling action inside the drum. Reasonable change of the shape indices proves the 
validity of the adopted method. It is suggested that the equivalent ellipsoid volume 
ratio and rotational resistance angle are good indices compared to overall shape index 
flakiness and elongation to evaluate the ballast particle abrasion. 

Considering the micro-scale morphology, local abrasion parameters such as the 
local curvature and wear depth are other important parameters that are not analyzed in 
the current study. However, future study is expected to include these issues to develop 
an abrasion model that may help to predict ballast particles’ abrasive behavior.
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Geopolymer-Based Building Blocks 
Using Construction and Demolition 
Waste 
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Abstract Brick and cement industries are booming with rapid urbanization and 
infrastructure revolution. Both sectors have a substantial carbon footprint, a signifi-
cant concern for global warming. Clay brick production requires kiln burning, which 
causes air pollution. Moreover, traditional brick industries consume a considerable 
amount of topsoil layer from agricultural land. On the other hand, due to rapid 
urbanization and the growing housing needs, construction and demolition wastes 
are increasing each day. This study, therefore, aims to find an alternative solu-
tion by producing non-fired geopolymer building blocks using construction and 
demolition wastes. Fly ash and Ground Granulated Blast Furnace Slag (GGBS) 
based geopolymer binder and construction, and demolition waste filler are used to 
produce non-fired building blocks. The physical and mechanical characteristics of 
geopolymer building blocks are evaluated using various mix proportions. The acti-
vator molarity was varied to find out the optimum for geopolymer concrete. The 
investigated result reveals that all the prepared geopolymer building blocks achieved 
at least 17.2 MPa compressive strength as per ASTM C62. The produced speci-
mens also satisfied BDS 208: 2009 standard for bricks. The highest compressive 
strength (36.5 MPa) was achieved with 60% GGBS and a 12 M NaOH activator. In 
general, the compressive strength of bricks tends to increase as GGBS amount and 
NaOH activator concentrations increase. These blocks have shown excellent results 
regarding water absorption capacity and efflorescence. The promising results create 
a more significant opportunity to establish an industry based on a non-fired, eco-
friendly geopolymer building block which will reduce the carbon footprint and the 
pressure on the fertile topsoil layer of agricultural lands. This study will give a viable 
indication of the construction and demolition waste disposal issues. 

Keywords Geopolymer · Construction and demolition waste · Building block ·
Fly ash · GGBS · Activator

Md. Zubair · Md. H. Mahmood · G. M. S. Islam (B) 
Department of Civil Engineering, Chittagong University of Engineering and Technology, 
Chattogram, Bangladesh 
e-mail: gmsislam@cuet.ac.bd 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Arthur et al. (eds.), Proceedings of the 6th International Conference on Advances in 
Civil Engineering, Lecture Notes in Civil Engineering 368, 
https://doi.org/10.1007/978-981-99-3826-1_32 

387

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3826-1_32&domain=pdf
mailto:gmsislam@cuet.ac.bd
https://doi.org/10.1007/978-981-99-3826-1_32


388 Md. Zubair et al.

1 Introduction 

Since the beginning of civilization, bricks have been extensively used as a primary 
building material. Bangladesh is the 4th largest manufacturer of bricks in the world 
[1]. A million people are employed in the brick manufacturing sector, which provides 
around 1% of the national GDP and supports economic expansion [1]. Most brick 
kilns use highly polluting and inefficient equipment for energy use, despite the 
overall significance of the sector in national growth. About 6 million tons of CO2 are 
produced annually by this outdated technique. The 20,000 crore taka brick industry 
is harming the environment due to the increased demand for traditional fired bricks 
[2]. 

Moreover, the red brickfields are using 284 billion cubic feet of soil which are 
mostly topsoil; as a result, reducing food production [3]. In addition to the topsoil, 
this sector consumes more than 5 million tons of coal and 3 million tons of wood per 
year to produce fuel for burning bricks, which results in 15 million tons of emissions 
of greenhouse gases every year [3]. The need for housing has grown recently due 
to rapid urbanization and the increasing population. Construction work has been 
expanding at a high rate. Therefore, managing waste sustainably generated from 
Construction and Demolition (C&D) is becoming increasingly essential to protect 
public health and the natural ecology [4]. C&D waste mainly ends up in landfills, a 
significant concern for densely populated countries [5]. 

Every stage of the cement manufacturing process affects the surrounding envi-
ronment, including releasing airborne dust and gas, generating noise and vibration 
when machinery is in operation, and quarry blasting. Cement production is estimated 
to be responsible for approximately 5% of global CO2 emissions, with the chemical 
process responsible for 50%, while fuel combustion is responsible for 40%. Every 
ton of cement produced results in at least 0.9 tons of CO2 being released into the 
atmosphere [6]. Therefore, it is critical to identify alternative uses for Ordinary Port-
land Cement (OPC) to reduce CO2 emissions. Incorporating a geopolymer binder 
in place of OPC could be an effective solution. It also provides good durability and 
physical properties of concrete [7]. Instead of traditional cement paste, geopolymer 
can be used as a binder to manufacture concrete. Silicon and aluminum in a powder 
material are activated by sodium hydroxide and sodium silicate to bind coarse and 
fine aggregates and other unreacted components, resulting in a geopolymer paste [8]. 

In Bangladesh, the coal-burning power plant will be a significant source shortly. 
It is assumed that approximately 1 Million Metric tonnes of fly ash will be produced 
by 2024 once the three large coal-based power plants come into production, which 
is currently under construction [9]. Fly ash can be an excellent binder if adequately 
assigned to the concrete [10]. GGBS is found as a by-product material from the steel 
manufacturing industry. It contains cementitious as well as pozzolanic properties. 
It is a material with latent hydraulic potential that, in the presence of an alkaline 
activator, is capable of reacting directly with water [9]. GGBS, with proper alkali 
activation, can produce high-strength concrete [11]. On the other hand, a practical 
approach is required to establish alternative brick production.
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An eco-friendly building block manufacturing industry is suggested as an alter-
native to brick industries. Developing geopolymer building blocks as a substitute for 
traditional fired bricks could be an essential approach to mitigate the negative envi-
ronmental impact of the brick and cement industries. In the alternative brick industry, 
topsoil and heat are not used; instead, waste generated from Construction and Demo-
lition (C&D) is used as aggregates. In addition, GGBS and fly ash are utilized as a 
base for the geopolymer binder. Therefore, this research has been performed using 
fly ash and GGBS-based geopolymer to transform C&D waste into concrete blocks 
to reduce carbon footprint and air pollution. 

2 Materials 

Geopolymer-based concrete building block was produced from GGBS and fly ash-
based binder. No Cement was used as the binder. The compressive strength is used 
as the primary criterion for streamlining the development of these blocks. NaOH 
(8 M, 10 M, & 12 M) and Na2SiO3 are used to activate the geopolymer. Recycled 
Coarse Aggregate (RCA), i.e., C&D debris from a construction site, was considered 
aggregates in block production. The physical properties of RCA, such as Los Angeles 
abrasion value, bulk density, specific gravity, and moisture content, are found to be 
33%, 1310 kg/m3, 2.15, and 8.7%. The recycled coarse aggregates were crushed to 
produce recycled fine aggregates (RFA). The fineness modulus of RFA was 3.53. 
The particle size distribution of aggregates is shown in Fig. 1. 

Ground granulated blast furnace slag (GGBS) was collected from a local cement 
industry that imported this for use with cement clinker. The physical properties of 
GGBS, such as fineness of 3120 cm2/gm, a specific gravity of 2.3, and moisture 
content of 0.8%. The chemical composition of GGBS is given in Table 1. Fly  ash  
was also collected from a local Cement Company. Class F fly ash was used for the 
project and complied with ASTM. The sand used in this project was obtained from 
the northeastern region of Bangladesh. The unit weight, specific gravity, absorption 
capacity, moisture content, and fine modulus was 1690 kg/m3 2.59, 1.0%, 0.53%, 
and 2.59, respectively. Alkaline Activators (NaOH & Na2SiO3) were collected from

Fig. 1 Particle size 
distribution of RCA and RFA 
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Table 1 Chemical composition of GGBS 

Oxides Al2O3 CaO SiO2 SO3 Fe2O3 MgO TiO2 Insoluble 
residue 

Free 
lime 

LOI 

Amount, 
% 

18.17 35.38 36.29 0.64 0.72 5.12 – 1.92 – 0.61 

Table 2 Proportion of materials 

Aggregates Binder + Activator 
70% 30% 

RCA RFA Sand Binder Activator (NaOH and Na2 SiO3) 

28% 28% 14% 20.68% 9.32% 

a local chemical shop. NaOH was in the form of solid flakes, and it was white. 
Na2SiO3 was in the liquid state, and it was golden brown. Potable water was used 
for the mixes, which was non-acidic and in the pH range of 6.5–7.5. There was no 
presence of turbidity. 

3 Experimental Methodology 

3.1 Mix Design 

Six mix designs with GGBS content of 40–60% are set for this study. The remaining 
portion of the binder was taken with fly ash. The molarity of NaOH was varied to 
see the influence of activator strength. Three different molarities, viz., 8 M, 10 M, 
and 12 M, were used. The ratio of Na2SiO3 to NaOH was 2.5, and the alkaline 
activator solution was 45% of the total binder content. The general proportion of 
materials used for the project is given in Table 2, and the mix proportion to make the 
geopolymer blocks is shown in Table 3.

3.2 Mixing process 

The materials were weighted, mixed, and cast using the brick maker machine, as 
shown in Fig. 2. The quantity of water used in the mix influenced the strength and 
shape of the blocks. The brick maker uses vibration to compact the fresh mixture. 
Therefore, each mix contained a different quantity of water as demanded during the 
mixing to maintain similar consistency. In the geopolymerization process, the mixed 
material was activated by NaOH solution and Na2SiO3. The materials were then 
thoroughly remixed after the solutions were added. After that, the materials were
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Table 3 Mix proportions for geopolymer bricks 

Mix Aggregates Binder Activator NaOH 
molarityRCA 

(%) 
RFA 
(%) 

Sand 
(%) 

Fly ash 
(%) 

GGBS 
(%) 

NaOH 
solution 
(%) 

Na2SiO3 (%) 

S40M8 28 28 14 12.41 8.27 2.66 6.66 8 M  

S40M10 28 28 14 12.41 8.27 2.66 6.66 10 M 

S40M12 28 28 14 12.41 8.27 2.66 6.66 12 M 

S60M8 28 28 14 8.27 12.41 2.66 6.66 8 M  

S60M10 28 28 14 8.27 12.41 2.66 6.66 10 M 

S60M12 28 28 14 8.27 12.41 2.66 6.66 12 M 

Notes *S40 means GGBS 40% & M8 means the molarity of NaOH is 8 M

(a) Ingredient materials (b) Brick maker machine (c) Freshly prepared blocks 

Fig. 2 Geopolymer based block making process 

poured into the brick-making machine. After compaction, the fresh blocks were 
taken out from the device. The blocks were left for air curing for 7 and 14 days 
before compression and other tests. 

3.3 Laboratory testing 

The bricks were intended to produce as per the PWD prescribed size in Bangladesh. 
Therefore, the shape, size, and color were evaluated as per BDS 208:2009. The 
bricks were divided into halves to test under compression. After cutting the bricks, 
the interface was observed manually. Compressive strength was tested as per ASTM 
C39. The water absorption and efflorescence of produced blocks were tested as per 
ASTM C67.
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Fig. 3 Colour and microstructure test 

Table 4 Dimensions of 
geopolymer building blocks Prototype Length (mm) Width (mm) Height (mm) 

Geopolymer block 240 115.6 70.2 

4 Results and Discussions 

4.1 Shape, Size, Colour, and Structure 

The form, size, colour, and architecture of bricks considerably influence the aesthetic 
value of brick-built structures therefore, these play a significant role in the appearance 
and aesthetic importance of the buildings made with bricks. The compressive strength 
is also directly related to the shape and microstructure of brick. Smooth and compact 
microstructure indicates higher compressive strength. Colour indicates the presence 
of pollutant substances in the brick. Figure 3 shows the colour of the geopolymer 
building block and its inner structure after cutting it into two-half pieces. The inside 
surface of the geopolymer bricks was found smooth and uniform. Table 4 shows 
the mean dimensions of geopolymer building blocks that comply with the PWD 
recommended size in Bangladesh. 

4.2 Compressive Strength 

Compressive strength reflects the most crucial characteristic of building components. 
ASTM C62 suggest a least compressive strength of 17.2 MPa for common bricks in 
moderate weathering condition. BDS 208:2009 set the limiting value for Grade A 
brick compressive strength as 15.1 MPa. Figure 4 gives that the mixture S60M12, 
which contains 12 molar NaOH concentration (activator) and 60% GGBS binder 
inclusion, has the highest compressive strength of 34.7 MPa following a week of air 
curing. The lowest compressive strength was found 18.7 MPa for the mix S40M8 
with 40% GGBS binder replacement and 8 molar NaOH concentration. However,
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Fig. 4 Compressive strength following seven days of air curing 

the lowest value of compressive strength of tested geopolymer brick complied with 
the requirements of moderate weathering brick (17.2 MPa) as per ASTM C62 and 
Grade A brick (15.1 MPa) according to BDS 208:2009. 

The compressive strength improved significantly with GGBS inclusion in place 
of the fly ash binder. The improvement in strength is also noticed with the concen-
tration of NaOH. Figure 4 demonstrates a 46%, 44.5%, and 46.4% increase in the 
compressive strength for 8 M, 10 M, and 12 M NaOH molarity when the percentage 
of GGBS raised from 40 to 60%. The increase in compressive strength with GGBS 
binder is consistent with previous research [12, 13]. Nath and Sarker [12] postulated 
that 10% inclusion of GGBS in place of fly ash binder increases the compressive 
strength up to 10 MPa. A notable amount of calcium content in GGBS could be 
the reason behind the increased strength of blocks. The calcium component forms 
a gel phase (C–A–S–H), improving the microstructure’s compactness [14]. Another 
reason that might be attributed to the strength gain is the presence of a more specific 
surface area in GGBS compared with fly ash, which intensifies the geopolymerisa-
tion process and thus results in rapid strength gain [15]. Also, GGBS content being 
finer than fly ash could be a triggering factor for more strength gain of geopolymer 
block including GGBS binder. 

The combination of NaOH and Na2SiO3 significantly influences the strength prop-
erties of geopolymer blocks. NaOH dissolute active alumina-silicates of geopolymer 
constituents, and Na2SiO3 acts as a binding agent [16, 17]. Figure 4 indicates an 
increase in compressive strength with increasing molarity of the NaOH activator. 
The 12-molar concentration of NaOH shows the best result for 40% GGBS binder 
replacement. However, the rate of increase in compressive strength is not as higher 
as found with 60% GGBS binder inclusion. This increase in compressive strength is 
consistent with previously carried out research works [18, 19]. Sodium ions are 
responsible for charge balance and, in that process, arrange an alumino-silicate 
network [19]. The emergence of gel and strength gain is dependent upon charge 
balancing and the alumino-silicate network. In case the concentration of NaOH is 
less, the gel that forms co-precipitate results in less strength gain. However, when the
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Fig. 5 Compressive Strength following 14 days of air curing 

concentration exceeds the prime level, the compressive strength decreases with the 
increasing molarity of NaOH. The explanation is that greater alkali dissolves more 
silica, which forms silicic acid and reduces the strength gain of geopolymer [18]. 
This research found maximum compressive strength at a 12 molar concentration of 
NaOH, consistent with previous work [19]. 

Figure 5 shows that the mixture with a 12 molar NaOH activator and 60% GGBS 
binder inclusion has the highest compressive strength of 36.5 MPa following 14 days 
of air curing. However, the increase in compressive strength at 14 days was trivial (2– 
5%) compared to 7 days strength. This finding is harmonious with previously carried 
out research works. When 100% recycled aggregate was used in place of the original 
aggregate and 30% GGBS was added, Hu et al. [20] found a maximum increase of 7% 
compressive strength following 28 days compared with 7 days strength. This study 
was carried out without any heat-curing process. At low temperatures, GGBS governs 
the activation process in fly ash-GGBS geopolymers [21]. Fly ash shows pozzolanic 
activity slowly compared to GGBS [22]. Since GGBS is the governing factor at low 
temperatures, most strength is developed in the early days after casting. This results 
in an insignificant variation of compressive strength between 7 and 14 days. 

4.3 Water Absorption 

The water absorption value indicates the compactness of bricks. In geopoplymer 
blocks, the water absorption capacity is directly related to compressive strength. Less 
water absorption capacity means fewer pores in the blocks and a densely packed 
structure. The Alkali-activated geopolymer blocks generally show a lower water 
absorption capacity [7]. Figure 6 indicates the highest water absorption capacity 
(9.21%) for the mix S40M8. This value is well below the limiting water absorp-
tion value of severe weathering (Grade SW) brick as per ASTM C62 [23]. BDS 
208:2009 permits no more than 10%, 15%, and 20% water absorption capacity for



Geopolymer-Based Building Blocks Using Construction … 395

Fig. 6 Water absorption 
capacity of geopolymer 
blocks 
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Grade S, Grade A, and Grade B brick. Each mix design of this research satisfies 
the Grade S brick requirement as per BDS 208:2009. The lowest value of water 
absorption capacity was found for the mix S60M12. Figure 6 suggests a decrease 
in water absorption capacity with an increased amount of GGBS inclusion. The test 
results found from water absorption capacity for different mix supports the increase 
of corresponding compressive strength. The findings are consistent with previously 
carried out research works [7]. The mechanism behind this phenomenon is the pres-
ence of a more specific surface area in GGBS, and GGBS is finer than fly ash [15]. 
Another explanation suggests GGBS form (C–A–S–H) gels which are thicker and 
more impenetrable, resulting in lower water absorption [20]. 

The test results indicate a gradual decrease in water absorption with increasing 
NaOH molarity, similar to the prior research [24]. A greater NaOH molarity enhances 
the geopolymerization process, resulting in a compact microstructure and less water 
absorption. The inclusion of recycled construction and demolition wastes in place 
of natural aggregates negatively affects water absorption. Recycle aggregates are 
generally more porous than natural aggregates, resulting in more water absorption. 
However, all the mix specimens gave well below the limiting water absorption value 
of Grade SW (Severe Weathering) as specified in ASTM C62-12. 

4.4 Efflorescence Test 

The efflorescence test was carried out by checking any salt deposition on the tested 
brick surface. A pair of bricks from the same mix was placed together for the efflo-
rescence test. Test results indicate all the specimens can be categorized as “not efflo-
resced” as per ASTM C67. These test values were obtained by visual inspection. No 
presence of salt deposit was detected on the surface of geopolymer building blocks. 
Previous studies also indicated less chance of efflorescence for geopolymer-based 
building blocks [25, 26].
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4.5 Cost Analysis of the Blocks 

Cost is one of the critical factors when it comes to industrial-level production. Mix 
S40M8 shows a minimum unit price of 13.6 Tk, slightly higher than the price for 1st 
class brick in the market, which is 10 Tk. [27]. Na2SiO3 is responsible for almost 60% 
of the cost per unit block. A study suggests that Na2SiO3 to NaOH ratios of 1.5 and 2 
give good results concerning geopolymer bricks’ physical and mechanical properties 
[7]. Hence further investigation is recommended to reduce the proportion of Na2SiO3 

to NaOH and study the compressive strength pattern for this ratio. This study didn’t 
apply compaction pressure while casting the geopolymer blocks. The cost for binding 
material of geopolymer block is lowered by 50% when the compaction pressure is 
increased by 101% [28]. This will help to reduce the unit price of geopolymer brick 
to a large extent. 

4.6 Practical Implication 

Brick is considered one of the essential building materials globally, while Bangladesh 
is the fourth largest manufacturer of bricks in the world [1]. The industry provides 
approximately 1% of the nation’s GDP and supports over one million individuals. 
With the current population growth rate, Bangladesh will need to build around 
4 million houses yearly [1]. This will create a massive market for the brick industry. 
However, the problem associated with the traditional fired brick industry is its huge 
carbon footprint. The study reported manufacturing one brick consumes 2.0 kWh of 
energy and results in 0.4 kg CO2 emissions [29]. On the other hand, the production 
of geopolymer building blocks does not require kiln burning; thus, no CO2 emission 
in the environment occurs. 

Additionally, the technology proposed in the current study uses construction and 
demolition waste in place of natural sand or clay. This will significantly reduce the 
pressure on the fertile topsoil layer of agricultural land. Geopolymer ingredients 
such as fly ash and GGBS are also by-products from industries and create adminis-
tration concerns for safe environmental disposal. These waste materials can be used 
extensively in the building block business. Implementation of cost optimization can 
result in about 5% savings compared to conventional fired bricks [30]. The incorpo-
ration of geopolymer brick technology in place of traditional brick manufacturing 
will occupy the 2.53 billion USD market in Bangladesh. This study established a 
course of action to use geopolymer building blocks to replace traditional fired bricks 
for a better environment and economy in the upcoming future.
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5 Conclusion 

The alternative building block manufacturing process is described with industrial, 
construction, and demolition waste products. All the mix designs achieved the least 
compressive strength of 17.2 MPa as per ASTM C62 for building brick with moderate 
weathering. The test results also conform to BDS 208:2009. Furthermore, the water 
absorption complied with Grade SW (Severe Weathering) as specified in ASTM C62 
and Grade S brick as per BDS 208:2009. The following inferences can be made from 
the test results: 

The amount of GGBS inclusion noted a gradual increase in the compressive 
strength of the geopolymer building block. The maximum compressive strength was 
found for 60% GGBS binder inclusion and 12 M NaOH at 7 and 14 days of air curing. 
The compressive strength of geopolymer bricks improves with increasing concen-
tration of the activator (NaOH). Therefore, water absorption capacity decreases 
with increasing GGBS inclusion and activator strength. Thus, the minimum water 
absorption was found for the mix design S60M12. 

With 60% GGBS binder and 12 M NaOH gives the best result considering the 
compressive strength, water absorption, and efflorescence of geopolymer building 
blocks. Mix design S40M8 indicates the lowest price for unit bricks. The strength 
obtained for this mix satisfies the Grade MW (Moderate Weathering) as per ASTM 
C62-12. The water absorption capacity for this mix is also satisfactory for Grade SW 
(Severe Weathering). Hence, this mix can be used for industrial-level production of 
geopolymer building blocks. 

Geopolymer bricks are eco-friendly. The blocks were made without any kiln 
burning and the use of cement. Production of these blocks will reduce the enormous 
carbon footprint of brick and cement industries. Construction and demolition wastes 
were used to make these building blocks. Therefore, this study effectively solved the 
construction waste dumping problem and natural resource depletion. Further analysis 
can optimize the cost by compacting the fresh mix with certain pressure. 
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Burst Pressure Prediction 
of Dent-Cracked Steel Pipeline Subjected 
to Tensile Force 

B. C. Mondal, A. Farzana, and C. K. Debnath 

Abstract The dent-crack defect is considered to be one of the fatal defects in a 
pipeline system. The pipelines often face the presence of external loadings like 
tension during service life. In this study, the burst pressure of an X70 steel pipeline 
having a dent-crack defect has been analyzed using the Extended Finite Element 
Method (XFEM) when the pipe was subject to an axial tensile force. The Maximum 
Principal Strain (Maxpe) criterion was considered for crack initiation, and the Frac-
ture Energy criterion was used for damage evolution. The dent-cracked pipes were 
modeled considering different crack sizes but one dent size. The pipes were pressur-
ized internally up to the failure subjecting to a specified axial tensile force. The study 
reveals that the crack size and axial force evidently reduce the burst pressure of the 
pipe, where crack depth plays the leading role in reducing the pressure compared to 
the crack length. Finally, four interaction curves between normalized burst pressure 
and normalized crack area have been developed. The interaction curves might be the 
useful tools to predict the remaining strength of the defected pipe in terms of internal 
pressure. 

Keywords Burst pressure · Axial tensile force · Dent-crack defect · Extended 
finite element method (XFEM) · Interaction curve 

1 Introduction 

With the advancement of industries, pipeline systems have become a more popular 
and essential transfer system worldwide. Particularly the oil and gas industries cannot 
sustain themselves without pipelines at all. Therefore, the integrity of the pipelines 
in the system is the most important criterion to keep the transferring and produc-
tion process rolling. A pipeline system’s integrity depends on various things. In 
the working environment, almost always, the pipelines are subject to simultaneous
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tension, compression and bending [1]. There are two widely used standards named 
BS 7910 [2] and R6 [3] those are used to evaluate the fracture resistance in terms 
of strain rate. They are substantially limited to minor plastic strains and established 
for an elastic response only, whereas the pipe material shows considerable plastic 
deformation before failure. Therefore, a precise and more comprehensive method 
for fracture evaluation of pipelines is needed which will also be compatible with the 
deformation capacity of the pipeline under those types of external forces. 

During the service life, a pipeline may be subjected to different types of geometric 
and mechanical defects such as corrosion, dent, crack, corrosion with crack, and dent-
crack defects. The defect is represented by the defect area which is the product of 
defect length, L and defect depth, d (i.e., L × d). The presence of these defects 
reduces the strength of the pipelines considerably. The extend of strength reductions 
is influenced by the size, shape, location, and orientation of the defects. Over the last 
few decades, comprehensive investigations were conducted on corroded pipelines 
[4–14], dented pipelines [15–18], cracked pipelines [5, 7, 9], and corroded pipelines 
with crack like defects [19–21]. But the investigations on dent-crack defects are 
limited up to the knowledge of the authors. Using numerical analysis, Okodi [22] 
studied the effects of dent-crack on the strength of the pipeline subjected to internal 
pressure only, whereas the pipelines are subjected the combined loads of internal 
pressure and axial load during operating condition. 

In laboratory test, the cracks are depicted as notches and gouges with a minor 
fatigue crack at the tip, and in numerical analysis, the cracks are simulated as notches 
with small openings [7, 23]. Moreover, in the existing literature, the cracked pipelines 
were analyzed numerically using fracture mechanics approach based on stress inten-
sity factors [24]. Besides, in calculating the stress intensity factors, the material 
separations, by crack propagation, are not allowed that may affect the strength of 
the cracked pipelines predicted by conventional finite element analysis (FEA). The 
above-mentioned shortcoming of the conventional finite element method can be 
resolved by the advanced finite element method named Extended Finite Element 
Method (XFEM). This new method nearly simulates the experimental scenario. 
Therefore, for precise strength prediction of a pipeline with a dent-crack defect, 
the analysis should be conducted using XFEM. In XFEM, the material discontinuity 
due to cracking is modelled using a displacement jump function, H(x), where the 
nodal displacement vector is defined using H(x), as shown in the following equation 
[25]. 

u = 
N∑

I =1 

NI (x)

[
uI + H (x)aI + 

4∑

α=1 

Fα(x)bα 
I

]
(1) 

where NI (x) = nodal shape function 
uI = usual nodal displacement vector. 
aI = nodal enriched degree of freedom vector. 
H(x) = displacement jump function across the crack surface
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=
{

1 if(x − x∗) · n ≥ 0 
−1 Otherwise 

Fα(x) = elastic asymptotic crack-tip function 

=
[√

rsin  
θ 
2 
,
√
rcos  

θ 
2 
,
√
rsinθsin 

θ 
2 
,
√
rsinθcos 

θ 
2

]
0 

bα 
I = nodal enriched degree of freedom vector 
x = sample (Gauss) point 
x* = point on the crack closest to x 
n = unit outward normal to the crack at x* 
r, θ = polar coordinate system with its origin at the crack tip 
In this study, the pipelines with dent-crack defect have been analyzed using XFEM, 

where the pipelines were subjected to combined loads of axial force and internal 
pressure. The material non-linearity and geometric non-linearity were employed in 
the FE models. From the results of analyses, the interaction diagrams between burst 
pressure and defect area (i.e., a) have been developed that can be used to predict the 
remaining strength of the defected pipeline pipelines. Here, the defect area, “a” is  
defined by the area of the crack which is equal to length times width of the crack. 

2 FE  Analysis  

The FE analysis provides a powerful tool for modelling complex problems. Among 
the commercially available software for FE analysis, Abaqus is most commonly 
used for analysis of pipelines. Abaqus has the capability of modelling the non-
linear deformation during yielding of corroded pipeline under high pressure. Abaqus/ 
Standard module with XFEM is used in this study for calculation of burst pressure 
of dent-cracked pipelines. The crack initiation and its propagation were defined 
using maximum principal strain criteria (Maxpe) and fracture energy-based damage 
evaluation criteria (GC), respectively, with the linear traction–separation law. 

2.1 FE Model 

The FE model of the studied pipeline was developed using the geometric and material 
properties of the pipeline shown in Table 1 and in Fig. 1. The properties were collected 
from Okodi [22]. To save the computation time, the pipe domain was modeled using 
four nodded continuum shell elements with reduced integration (Abaqus element 
name, S4R). To simulate the dent-crack model, a solid strip of length 250 mm, 
width 20 mm, and depth 8.5 mm was developed using eight nodded brick elements 
with reduced integration (Abaqus element name, C3D8R) in which the crack was
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Table 1 Geometric and 
material properties of pipeline 
[22] 

Property Value 

Outer diameter, D (mm) 762 

Wall thickness, t (mm) 8.5 

Pipe Length (mm) 1250 

Density, ρ (kg/m3) 7850 

Yield strength, σ Y (MPa) 540 

Ultimate strength, σ U (MPa) 620 

Modulus of elasticity, E (GPa) 204 

Poisson’s ratio, ν 0.3 

Maximum principal strain, Maxpe 0.045 

Fracture energy, GC (kJ/m2) 2 

Fig. 1 Stress–Strain 
Diagram of X70 Steel (After 
[22]) 
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embedded. A portion of the shell pipe, similar to the solid strip, was removed and the 
solid strip was placed there. The shell-solid coupling constraints were employed to 
connect the solid strip to the shell pipe. Considering the advantage of symmetricity, 
half of the pipe was modeled applying suitable symmetric boundary conditions. 

To apply the axial force to the pipe wall, the defect free pipe end was connected to 
a reference point located at the center of the pipe section using kinematic constraint 
allowing suitable degree of freedom. To create the required dent, a discrete rigid 
solid block, known as indenter, located above the center of the crack was moved 
downward up to the specified distance. The indenter’s dimensions were 100 mm × 
50 mm. The surface-surface contact was applied between the indenter and the pipe 
surface. A full analysis was completed following the steps outlined below: 

Step-1: The displacement-controlled load was applied to the solid trip using the 
indenter to create the required dent. 
Step-2: The specified axial tensile force (T ) was applied to the reference point. 
Step-3: The internal pressure was applied to the inner surface of the pipe and the 
solid trip. The pressure was increased gradually up to the failure of the pipe. 

The mesh sensitivity analysis was conducted to determine the optimum mesh size. 
Fine mesh was applied at the dent-crack zone and coarse mesh was applied away 
from the dent-crack zone with appropriate bias ratio. Figure 2 shows a typical FE
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Fig. 2 a Assembly of the parts b Z-symmetric Boundary Condition c Pin Boundary Condition 
d Coupling 

(a) Meshing of Shell Pipe (b) Meshing of Solid Strip 

Fig. 3 Typical Meshing of a FE model a Meshing of Shell Pipe, b Meshing of Solid Strip 

model of the pipe with boundary conditions and Fig. 3 shows a typical meshing of 
the FE model. 

2.2 Failure Criteria 

The strength determined by a numerical analysis depends on the failure criteria 
considered in the analysis. The commonly used von Mises failure criteria was 
employed in this investigation, where the internal pressure producing the average 
von Mises equivalent stress, through the ligament of the pipe wall, similar to the 
ultimate tensile strength of the pipe material (i.e., 620 MPa) is known as the burst 
pressure (P) [26].
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2.3 Validation of the FE Model 

For the validation purpose, a dent-cracked pipe was modelled considering a dent 
size of 100 mm long, 50 mm wide and 30 mm depth and an embedded crack size 
of 60 mm long and 4.3 mm depth. The dimensions were collected from Okodi [22]. 
All other properties using in the model are given in Table 1. The dent was created 
by applying a 63.5 mm displacement load to the indenter and releasing the indenter 
again. Figure 4 shows the load–displacement curves obtained by the FE analysis and 
the experiment as well. The test results were collected from Okodi [22]. The figure 
indicates that the FE model reasonably simulates the test result. 

3 Results and Discussions 

To investigate the effects of crack dimensions on the burst pressure of the dented 
pipe, cracks with different lengths and depths were considered in the study. Table 2 
depicts the dimensions of the cracks considered in the study. An intact pipe (i.e., 
defect free pipe) was also considered in the study to calculate the degradation in 
strength of the dent-cracked pipes. The ultimate tensile force (T0) of the intact pipe 
was calculated by assuming that the full pipe section reaches the ultimate tensile 
strength (i.e., 620 MPa) and it was found as 12.5 × 106 N. Similarly, the burst 
pressure of the intact pipe (P0) was calculated according to Burlow’s Equation and it 
was found as 14 MPa. The tension was applied as a percentage of the ultimate tensile 
force (0.0T0, 0.2T0, 0.4T0, 0.6T0, 0.8T0). For rest of the analysis, the dent size of 
100 mm long, 50 mm wide and 30 mm depth was used.

Fig. 4 Load–Displacement 
Curve 

0 

100 

200 

300 

400 

500 

600 

0  10 20 30 40 50 60 70  

L
o

ad
 (

k
N

) 

Displacement (mm) 

FEM 

Test [22] 



Burst Pressure Prediction of Dent-Cracked Steel Pipeline Subjected … 407

Table 2 Crack dimensions 
Model no Length, L (mm) Depth, d (mm) 

1 20 4.3 

2 60 4.3 

3 100 4.3 

4 140 4.3 

5 60 1.7 

6 60 6.8 

7 100 6.8 

3.1 Length of Crack 

To study the influence of crack length on the burst pressure of dent-cracked pipes (P) 
subjected to tensile force, four different crack lengths ranging from 20 to 140 mm 
with a constant crack depth of 4.3 mm were selected. Figure 5 shows the variation of 
burst pressure with crack length where the pipes were subjected to different tensile 
forces (T ) varying from 20% to 80% of T0. The figure reveals that the crack length 
reduces the burst pressure with exponential decay for any tensile force. The figure 
also shows that the tensile force reduces the burst pressure considerably, where the 
reduction is higher for longer crack length. For the studied magnitude of tensile 
forces, all curves provide almost similar trendline with high value of coefficient of 
determination (i.e., R2 > 0.9619).

3.2 Depth of Crack 

Similar to the crack length, the influence of crack depth on the burst pressure of 
dent-cracked pipes (P) subjected to tensile force was investigated considering three 
different crack depths ranging from 1.7 to 6.8 mm with the constant crack length of 
60 mm. The magnitudes of tensile forces were similar to that for the investigation 
of crack lengths. Figure 6 shows the variation of burst pressure with crack depth for 
the studied tensile forces. The figure indicates that the crack depth reduces the burst 
pressure almost linearly. Similar to crack length, the reduction is higher for greater 
crack depth.

3.3 Tensile Force 

Although, the effects of tensile forces on the burst pressure of a dent-cracked pipe have 
already been discussed briefly in the previous sections, but it has been investigated
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Fig. 6 Effect of crack dept in association with tensile force on the burst pressure

again in details in this section. For this objective, the burst pressures of the dent-
cracked pipes with the dimensions given in Table 2 are determined for different 
magnitude of axial tensile forces. The burst pressures are categorized based on crack 
depths and crack lengths. The lengths and depths are normalized by the wall thickness 
(t). Similarly, the burst pressures and axial tensile forces are normalized by P0 and 
T0, respectively. 

Figure 7 shows the variations of normalized burst pressure with normalized axial 
tensile force, where Fig. 7(a) belongs to the category based on crack length and 
Fig. 7(b) belongs to the category based on crack depth. The figure indicates that 
the burst pressures reduce drastically up to the normalized tensile force of 0.20 for 
both categories. The reduction in burst pressure does not vary significantly from 
the normalized tensile force of 0.20 to 0.80. Figure 7(a) also reveals that the burst 
pressure remains almost unchanged when the crack length is greater than 7 t, but 
the crack depth reduces the burst pressure continuously as shown in Fig. 7(b). The 
crack depth is more harmful the crack length. Therefore, more attention should be 
paid to the crack depth compared to the crack length to ensure the integrity of the 
pipe during operation.

4 Interaction Curve 

The remaining strength (i.e., burst pressure) of a dent-cracked pipe can be predicted 
using closed form equations or using interaction curves. In this study, four interaction 
curves have been developed for four axial tensile forces as shown in Fig. 8. From  
the above discussion, it is observed that the remaining strength of a dent-cracked 
pipe depends on crack dimensions (i.e., crack length and crack depth) for the studied
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(a) Crack Length based Category (b) Crack Depth based Category 
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Fig. 7 Effect of axial tensile force on the burst pressure. a Crack Length based Category, b Crack 
Depth based Category

pipe with the studied dent size. Therefore, to apply the interaction curve for any 
crack sizes with the said dent size, the interaction curves have been constructed in 
terms of normalized burst pressure (i.e., P/Po) and normalized crack area (i.e., a/A) 
in percentage, where “a” indicates the area of the crack (= L × d)) and “A” indicates 
the cross-sectional area of the intact pipe (= π 

4 (Do 
2− Di 

2 ), where Do and Di indicate 
the outer and inner diameter of the intact pipe. Applying these interaction curves, 
the remaining strength of a cracked pipe with the studied dent size can be predicted 
for any crack size having the known geometric and material properties of the pipe. 
Further study should be conducted to develop interaction curves for other dent sizes.
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Fig. 8 Failure Loci for axial tensile force 

5 Conclusion 

This paper presents an investigation on the remaining strength (i.e., burst pressure) of 
a pipe with a dent-crack defect subjected to axial tensile force using Extended Finite 
Element Method (XFEM). The findings from this study are summarized below: 

• The crack dimensions reduce the burst pressure of the dent-cracked pipes 
considerably, where the crack depth is more harmful compared to the crack length. 

• The remaining strength keeps unchanged when the crack length is greater than 
7 t, but it is degraded continuously with crack depth. 

• The axial tensile force also reduces the burst pressure of pipe significantly. 
• Since, the remaining strength depends on crack lengths as well as crack depths, so 

four interactions curves have been constructed for four axial tensile force in terms 
of normalized crack area. The curves are useful tools to predict the remaining 
strength of the dent-cracked pipe with the studied dent size. 
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Heavy Metal Pollution Assesment 
in Urban Road Network; a Case Study 
of Chattogram 

S. Deb, R. Prodhan, and S. K. Pal 

Abstract Road surfaces generate a significant level of pollution derived from the 
road traffic environment influenced by the surrounding land uses. Among may 
different pollutants associated with road deposited sediment, selected heavy metals 
are commonly found in elevated concentrations and found to be varied with site-
specific characteristics, and hence, it’s assessment towards human and aquatic health 
is deemed necessary. The present investigation was conducted at five different loca-
tions with different land uses pattern in Chattogram city to assess pollution poten-
tial of road dust at present time frame. Upon collection of road dust from selected 
sites, the concentrations of Cu, Cd, Pb, Ni and Cr were determined using atomic 
absorption spectroscopy (AAS) following strong nitric acid digestion of sediment 
for heavy metal extraction from solid to liquid form. To assess the pollution poten-
tials, degree of contamination, ecological risk index, integrated pollution index, the 
geo-accumulation index, were computed and evaluated. Among the five study loca-
tions, named as Bahaddarhat, Patenga, Bayazid, Didar Market and Kaptai Rastar 
Matha, the maximum concentration of Cu, Pb, Cd, and Cr are at Patenga sampling 
site with 121, 164, 2, 92 mg/kg, respectively, while the maximum concentration of Ni 
was found as 54 mg/kg at Didar Market site. The Pb concentration was found as high 
as 13 times of its background concentration, indicating strong anthropogenic inputs. 
Among sites, Didar Market and Patenga sampling sites standing at top exhibiting the 
highest levels of contamination, whereas Bahaddarhat and Kaptai Rastar Matha indi-
cating moderate pollution and Bayazid site was found with bottom standing levels. 
The high level of metal contamination in urban soil enriched with the pollution 
indices illustrates that a significant human and aquatic health hazards are associated 
with road dust that needs appropriate control measures.
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1 Introduction 

Environmental pollution is a prevalent issue nowadays, and it is becoming worse 
every day. Due to increased urbanization, industrialization, population growth, land 
usage, and food production techniques, a significant issue for developing nations is 
the environmental damage brought on by heavy metals [1]. Every day, the number of 
automobiles increases in a city with rapid growth like Chattogram. The most signif-
icant causes are traffic patterns, road surfaces, and air deposition [2]. The vehicular 
emissions are a major source of pollution that is seriously harming the ecosystems. 
The configuration of the roads, the speed of the vehicles, and the nearby infrastruc-
ture all have an impact on the pollution load. Pollutant build-up is influenced by road 
shape and traffic circulation patterns [3]. The street, which is caused by traffic or 
industrial activities, is the largest source of pollution in metropolitan areas. It has 
a detrimental effect on both our health and the environment. Numerous hazardous 
compounds found in street dust raise the risk to human health. Street dirt and soils 
have extremely high concentrations of Cr, Ni, Cu, Pb, Zn, Cd, and other metals. 
The majority of the metals found in soils and road dirt, such as Cd, Cr, Ni, Cu, 
Pb, and Zn, have evolved through industrial and vehicular emissions. Pollutants are 
primarily produced as a result of human activity anthropogenic activities include 
trade, construction labour, traffic, and metal erosive processes [4]. 

In most circumstances, city wastewater and car exhaust can also have an impact 
on the sources of metals in agricultural soils. It has a detrimental effect on both 
our health and the environment. It is a problem to be concerned about when heavy 
metals like cadmium, lead, chromium, copper, etc. contaminate the soil. Heavy traffic 
is a significant cause of infection in the majority of the roadside soils, even though 
heavy metals are naturally present in the soil. Typically, low levels of heavy metals 
can be found in soil, vegetation, and living things. However, at large concentra-
tions, these are poisonous to living things. The root system is harmed as a result 
of heavy metal poisoning, which also impacts plant growth. Traffic density, one of 
the primary causes of heavy metal contamination, is typically the cause of the high 
levels of heavy metals in the soil and plants beside metropolitan roads. Due to its 
unsettling effects, recently, there has been a lot of interest in determining the level of 
contamination and risk that heavy metals in road dust represent. The effects of heavy 
metal poisoning on Chattogram city’s inhabitants and environment in Bangladesh 
are also a major issue. Chattogram, the port metropolis and second-largest city in 
Bangladesh, is one of the most important commercial hubs in South Asia. This 
population and its current growth have increased the need for services in all areas of 
civilization. A significant amount of development work, such as road construction, 
flyover or elevated road construction, building construction, industrial infrastructure, 
etc., has been completed in both the public and private sectors to meet their needs and
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provide them with the amenities they require. In addition, this city’s transportation 
and traffic systems are becoming increasingly congested due to its growing urban-
ization and commercial activity. It accelerates the emission of particulate matter, 
industrial waste, oil lubricants, and automobile parts. As a result, the amount of road 
dust in Chattogram is drastically increasing, and it is also thought that the city’s 
heavy metal contamination is increasing at the same time. This could have a negative 
impact on city residents, pedestrians, tourists, and other groups. The assessment of 
environmental pollution with relation to the risk of heavy metals in this city’s road 
dust is unavoidable in this situation. 

Although several studies exist in relation to heavy metal assessment and pollution 
aspects, according to earlier studies the concentration of heavy metals varies greatly 
depending on traffic volume, urban development, traffic maneuvering pattern, road 
alignment etc., that are too site specific. The present study conducted different types 
of indices to assess the hazard associated with road sediment with heavy metals in 
different areas of Chattogram city. The purpose of this study is to assess the pollution 
potential of road sediment towards probable ecological risk and human health caused 
by heavy metals in Chattogram urban area. It is hope that the outcomes of this study 
might be helpful for city council to adopt appropriate measure to control urban point 
and nonpoint pollution associated with urban road sediment. Furthermore, it might 
be helpful for building awareness among road users to abate health hazard. 

2 Materials and Methods 

2.1 Study Area 

Five different locations were selected in Chattogram city. These areas are Bahad-
darhat (Bh), Patenga (Pt), Bayazid (Bz), Didar Market (D.M) and Kaptai Rastar 
Matha (K.R.M). Those locations were chosen because heavy metals are approaching 
and there are moving buses, trucks, and other motor vehicles in the region. All the 
samples were collected near the junction of the road. Location details are as follows: 
Patenga is an industrial area such as electronic and electric industries, refineries, 
Karnafully EPZ, shoe factories, oil and agro chemicals plants, truck parks etc. The 
busiest roads of Patenga is overcrowded with trucks, lorries and buses. Bahaddarhat 
is the partially commercial and marketplace busy with heavy vehicles and public 
transports. Didar Market is the marketplace. Here also pass the significant amount 
of vehicles. Kaptai Rastar Matha is partially commercial and industrial area such as 
textiles factories, shoes factories and metal welding shops. Here the road sites also 
busy with heavy vehicles which contributes the heavy metal pollutions. In comparison 
to the other study site, Bayazid has fewer heavy vehicles and low vehicle congestion 
because it is a residential and institutional area (Fig. 1).
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Fig. 1 Sampling location 
marked in green dot at 
Chattogram City, 
Bangladesh 

2.2 Collection of Samples 

A brush was used to gather sample of the dry dust that had accumulated on the road 
surfaces. This is the most widely used sampling method that has frequently been 
observed in other studies [5–7]. We marked 1 m2 area on the road surface with spray 
paint. The marked area was cleaned to take sample. The number of samples collected 
from each site was about 90 bags consists of at least 2 to 3 bags after 24 consecutive 
hours for 30 days. A 1 m2 collection area was set up and the particulate materials 
were gathered from the enclosure, which was located close to the curb, at each of the 
5 study locations. Near the curb, there is a significant portion of sediments. With the 
aid of a fine brush, the marked area was properly brushed several times to collect as 
much road dust as possible. During sampling, care was taken to minimize sweeping 
pressure so that detachment of road material particles could be avoided. The sample 
was kept in a sealed bag and then transported back to the Environmental Engineering 
Laboratory at CUET. Point to be noted that each bag has been marked or levelled 
properly for identification.
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2.3 List of Apparatus and Equipment Used 

The following apparatus and equipment are used for sample collection, preservation 
and analytical determination: (a) Sample collecting plastic bags, (b) Plastic brush, 
(c) Painting spray, (d) Flask, (e) Filter paper, (f) Volumetric flask, (g) Nitric Acid & 
Hydrochloric Acid. 

2.4 Sample Preparation and Laboratory Testing 

After successfully collecting the data from five sites the sample was carried out to 
the laboratory. Then the sample was sieved by No. 200 sieve. Then we weighted 
the sample which is passed No. 200 sieve also retained samples are weighted. Then 
we store the sample which is passed No. 200 sieve. The sample which is passed 
through the No. 200 sieve had been digested with strong HCl and HNO3 acid using 
the process identified in this research [8]. The ratio of HCl and HNO3 was 3:1 for 
acid digestion, and 5 gm of road sediment was digested with 30 mL of acid mixer. 
The sample was taken into flask and heated with 150–180 °C in electric hot plate 
until white fumes appeared from the sample. Then the sample was cooled in room 
temperature for filtration through Whatman No. 42 filter. After filtration sample was 
ready to test. The concentration of Cu, Pb, Ni, Cd and Cr was tested by Atomic 
Absorption Spectroscopy method employing accepted analytical procedure [8, 9]. 

2.5 Assessment of Pollution Level of Heavy Metal 

There is a wealth of material in the literature about pollution caused by heavy metals 
in relation to sediment deposited on roads or in any sediment [10, 11]. To determine 
the contamination of suspended or re-suspended road dust collected from roadside 
vegetation, obstacles, and islands, the several indices, such as geo-accumulation 
index (Igeo), contamination factor (Cf), degree of contamination (Cdeg), ecological 
risk factor (Er), risk index (RI), pollution index (PI) and integrated pollution index 
(IPI) were estimated and evaluated. 

Geo-accumulation index (Igeo) is used to measure anthropogenic rates of toxicity 
and contrast various soil and sediment metals developed by Muller proposed the 
following formula [12]. 

Igeo = log2
(

Cn 

1.5 × Bn

)
(1) 

where Cn represents the concentration of the element in the enriched samples and 
Bn represents the background concentration of the element. Igeo was divided into
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seven categories, ranging from exceedingly unpolluted to heavily polluted, as values 
increased numerically. 

According to Hakanson [13], Pal [8], and Suryawanshi et al. [11], the degree of 
contamination (Cdeg), shown in Eq. (1), is the total of the contamination factors for 
each element under consideration. 

C deg  = 
n∑

i=1 

Cfi (2) 

The contamination factor Cf was described in Eq. (2) 

Cfi = 
Ci 

Cn 
(3) 

where Ci is the mean concentration of metal and Cn is the concentration of a reference 
or background value for each metal. The Indian natural soil background was used 
to generate Cn for soil in this study by Kuhad et al. [14] and Gowd et al. [15]. 
According to Suryawanshi et al. [11], who suggested revising the categories of degree 
of contamination linked with six heavy metals in road sand tested here, as necessary 
based on the concept derived by Hakanson [13]. 

The determination of the level of heavy metal pollution is carried out using the 
Risk Index (RI), developed by Hakanson and the following formula [13]. 

RI = 
n∑

i=1 

Eri (4) 

Eri = 
n∑

i=1 

Tri · Cfi (5) 

where RI is the requested potential ecological Risk Index, Eri is the Potential ecolog-
ical risk factor and Tri is Toxic-response factor. Eight pollutants formed the basis of 
RI classification recommended by Hakanson [13]. In order to evaluate the RI by the 
analyzed six heavy metals Table, a modified RI categorization given by Zhang et al. 
[10] was used in this study. 

The following equations are used to estimate a revised pollution index (PI) for 
each metal and an integrated pollution index (IPI) of the six metals for each sampling 
location in order to determine the degree of metal contamination derived by Huang 
[16]. 

PI = C 
Xa 

where C ≤ Xa (6) 

PI = 1 + (C−Xa ) 

(Xb−Xa ) 
where Xa < C < Xb (7)
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PI = 2 + (C−Xb) 

(Xc−Xb) 
where Xb < C < Xc (8) 

PI = 1 + (C−Xc) 

(Xc−Xb) 
where C > Xc (9) 

where C represents the estimated concentration of a particular metal. Xa is the 
threshold concentration for metal accumulation, Xb is the threshold concentration 
for low level pollution and Xc is the threshold concentration for high level of pollu-
tion were derived by Huang [16] and  Bai et al.  [17]. The difference between each 
element’s PI and IPI is added together to form the IPI of all measured elements for 
each sample [17]. 

IPI = 
n∑

i=1 

(PI − 1) (10) 

According to Bai et al. [17], who proposed revising the categories of pollution 
based on the number of pollutants used based on PI and IPI is seen more relevant 
and appropriate for this investigation and hence used. 

3 Results and Discussions 

3.1 Heavy Metal Concentrations 

The samples were collected from five different locations of Chattogram City for 
30 days after 24 consecutive hours. From 30 days samples, only the 10, 15 and 20th 
days samples were used for measuring the concentration of five metals like Cu, Pb, 
Cd, Ni, Cr etc. The maximum and minimum concentrations vary for Cu, Pb, Cd, Ni & 
Cr are 121 to 7, 164 to 49, 2 to 0.5, 54 to 17 & 92 to 25 mg/kg, respectively. The 
experimented concentration was compared with the background value taken from the 
Indian natural soil [9, 10]. With respect to background value for Cu, Bahaddarhat, 
Didar Market and Patenga exceeds the background value, while for Pb all five sites 
were exhibiting the background value, and for Cd only Didar Market and Patenga 
site are with higher than background. And for the concentration of Cr all the five 
sites were found below the background value. The maximum concentration of Cu, 
Pb, Cd and Cr was found as 121, 164, 2 mg/kg at Patenga site following on Didar 
Market and Kaptai Rastar Matha sites stand based on similar fashion with respective 
concentrations, as seen in Table 1. The results indicate significant enrichment of 
heavy metals in road sediment derived from the road dust is primarily linked with 
road traffic sector, for example, Cu with brake wearing/brake lining, Pb with fuel 
and road marking, Cd with fuel combustion and Cr with road infrastructures [9, 10].

The average quantities of all five metals discovered in this investigation were much 
greater than the background levels observed in Indian natural soil. Table 2 compares
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Table 1 Experimented value of heavy metal concentrations in road dust samples in Chattogram 

Parameters (mg/kg) Bahaddarhat Didar market Bayazid Patenga Kaptai Rastar Matha 

Cu 61.38 108.91 7.44 120.88 40.76 

Pb 49.19 138.05 50.98 164.55 82.74 

Cd 0.71 1.04 0.66 2.1 0.51 

Ni 20.26 53.82 16.59 24.98 18.29 

Cr 25.13 37.37 39.39 92.33 26.12

Table 2 Road Dust Heavy Metal Concentrations (mg/kg) in Chattogram and other cities around 
the globe 

City Cu Pb Cd Ni Cr RDS size (µm) References 

Chattogram 121 164 2 54 92 <75 This study 

Dhaka 46 74 26 104 <1000 [12] 

Calcutta 44 536 3.12 42 54 <600 [18] 

Delhi 191.7 120.7 2.65 36.4 148.8 <75 [11] 

Kuala Lumpur 35.5 2466 2.9 <63 [19] 

Shanghai 196.8 294.9 1.23 83.9 159.3 <125 [20] 

Seoul 101 245 3 <2000 [21] 

Hong Kong 173 181 3.77 <2000 [22] 

Indian natural soil 
background 

56.5 13.1 0.9 27.7 114 [14, 15] 

research conducted elsewhere with the current study’s average heavy metal concen-
trations in road silt. The results are determined to be within the heavy metal content 
range that was reported in past investigations. The variation exists are well under-
stood with the variability of site-specific factors and road traffic management. Point 
to be noted that the sediment size fraction also matters for heavy metal concentra-
tions, as seen in Table 2. The higher the sediment size, the lower the heavy metal 
concentrations. 

3.2 Assessment of Heavy Metal Contamination 

3.2.1 Geo-Accumulation Index (Igeo) 

Figure 2 depicts the geo-accumulation index values estimated for individual metals, 
indicating how these metals enriched with its geological background. It appears that 
Pb accumulates at every sampling site with the highest value of above 3 in Patenga, 
while that of 2.8 in Didar Market and 2 with Kaptai Rastar Matha, illustrating these 
site sediments are getting anthropogenic input from the road traffic, as Pb is mostly
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Fig. 2 Geo-accumulation index of road dust by heavy metals in various regions in Chattogram 

used as fuel in heavy vehicles along with yellow road marking, as reported by other 
researchers [1, 8]. The negative Igeo of Cr and Ni at all the sites illustrate that no 
enrichment of these from road sediments than their respective background values.

3.2.2 Contamination Factor and Contamination Degree 

The degree of contamination in road dust from Bahaddarhat, Patenga, Bayazid, 
Didar Market and Kaptai Rastar Matha areas are found as 6.58, 18.75, 5.70, 15.89, 
8.49, respectably, illustrating the road sediments are with moderate to considerable 
contamination. The considerable degree of contamination is found in Didar Market 
and Patenga sites, while Bahaddarhat and Kaptai Rastar Matha are with moderate 
degree of contamination and the lowest degree of contamination is at Bayazid. The 
degree of contamination follows the similar trend, such as Patenga site exhibit approx-
imately 19 and ranked top, followed by 16 at Didar Market, 9 at Kaptai Rastar Matha 
and 6.6 at Bahaddarhat and 5.7 at Bayazid sampling site. The indices illustrate road 
sediment contaminated primarily with anthropogenic input from the traffic in addition 
to surrounding land uses activities. Such examples include manufacturing processes 
in the industrial sector, automotive and industry emissions over time. Emissions from 
fossil fuels, brick kilns, and industrial processes are all closely related to Pb. Mean-
while, Pb was frequently employed in coating, paint, and pigment compounds [19, 
23]. A similar investigation was carried out at 32 locations around Chattogram city 
[1]. Due to the presence of factories, refineries, and a large number of gatherings 
of vehicles, Patenga has exceptionally high levels of industrial and vehicular pollu-
tion. Refer to other researchers who have conducted similar research in other cities 
throughout the world for additional details [24–26] with this study as presented in 
Fig. 3.



424 S. Deb et al.

0 

5 

10 

15 

20 

0 

2 

4 

6 

8 

10 

12 

14 

Bh D.M. Bz Pt K.R.M. 

C
o
n

ta
m

in
at

io
n

 D
eg

re
e 

C
o

n
ta

m
in

at
io

n
 f

ac
to

r 

Cu Pb Cd Ni Cr Contamination Degree 

Fig. 3 Contamination factor and degree of contamination of road dust by heavy metals in various 
regions in Chattogram 

3.2.3 Ecological Risk Factor and Risk Index 

Figure 4 illustrate ecological risk and risk indices associated with road sediment at 
studied sites. As discussed earlier, Patenga site road sediment enriched with toxic 
Pb, Cd poses greater ecological risk and in overall risk index of 150, illustrating 
significantly higher risk sites. Following the similar fashion, Didar Market site scored 
110 in risk index and other sites risk index are varied between 40 and 60. The 
pollution indices revealed that an immediate attention at Patenga and Didar Market 
sites are required for managing road sediment as this may pose a greater risk once 
found its way to the nearby water bodies. An enormous impact on both human and 
environmental health. Because they mix with biomolecules in the body, heavy metals 
are known to have major negative impacts on both human health and the environment 
[27] specially Pb [28]. 
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Fig. 4 Ecological risk factor and risk index of road dust by heavy metals in various regions in 
Chattogram
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Fig. 5 Pollution index and integrated pollution index of road dust by heavy metals in various 
regions in Chattogram 

3.2.4 Pollution Index and Integrated Pollution Index 

The integrated pollution index in road dust from Bahaddarhat, Patenga, Bayazid, 
Didar Market and Kaptai Rastar Matha areas derived the values of 0.55, 3.03, 0.36, 
1.82, 0.65, respectably. The scores are found with low to no pollution hazard at all 
other sites except Patenga and Didar Market sites. As discussed in preceding sections, 
these two sites need some immediate steps to abate pollution potential associated with 
road sediment that may threat human and aquatic health once aquatic lives and human 
beings are exposed to the road sediment. Consideration should also be given to the 
huge rise in Pb and Zn concentration in surface dust brought on by industrial activity 
and high traffic volumes in comparison to studies elsewhere with this investigation 
as presented in Fig. 5 [11, 29]. 

4 Conclusion 

The study was conducted in five different locations in Chattogram metropolis named 
as Bahaddarhat, Didar Market, Patenga, Bayazid, Kaptai Rastar Matha collecting 
suspended and deposited road dust sampling towards assessing heavy metal concen-
trations that may impact upon human health and ecology of the environment. This 
study found that Pb is the criteria pollutant for each of the site, and the increasing 
rate of Cr, Cd, Ni and Cu in road sediment indicate road sediment is sink of pollu-
tants derived from the road site land use pattern along with road traffic design. 
Among the site, there exist a significant variability where the Didar Market and 
Patenga sites exhibit the highest levels of contamination, whereas Bahaddarhat and 
Kaptai Rastar Matha showed intermediate levels and Bayazid had low levels. The 
spatial variability of heavy metals studied among sampling sites indicates pollutants
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enrichment is influenced by site-specific characteristics other than traffic volume, 
road condition and vehicles types. The road sediment enriched with heavy metals 
are found to pose a moderate to high ecological and human health risk. This study 
identified site influencing factors such as industrial activities, battery manufacturers, 
automobile mechanics shops, and construction activities. It will also help to enrich 
the knowledge gap about heavy metal pollution potential of road dust in Chattogram 
city. 
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Effect of Loading Directionality 
on the Horizontal Stiffness of Unbonded 
Scrap Tire Rubber Pad Isolator 

M. B. Zisan and A. Igarashi 

Abstract The horizontal stiffness of a low-cost base isolator made with scrap tire 
rubber pad (STRP) is investigated. A finite element approach is used for modeling, 
verification, and analyses for the STRP isolator. The isolator is assumed to be utilized 
without any mechanical fastening with the structure, which transfers lateral load 
through friction between the isolator and the structure. The effect of the loading 
directionalities and the coupling between the orthogonal lateral displacements are 
taken into consideration. It was found that the directionality of the input displacement 
reduces the horizontal stiffness, and its effect is high for a high length-to-width ratio 
of the isolator. The lateral stiffness is overestimated when coupling between lateral 
displacements is ignored, and this overestimation is high for a high length-to-width 
ratio of the isolator. 

Keywords STRP isolator · Loading directionality · Coupling effect · Horizontal 
stiffness · Lateral displacement 

1 Introduction 

Base-isolation is widely used to protect structures from the damage caused by 
an earthquake. For this purpose, steel-reinforced elastomeric isolators (SREIs) are 
widely used. The high cost and heavy weight of SREI limit its use in masonry 
structures and public buildings. Therefore, a low-cost isolator that can be utilized 
by following simple design principles is necessary. As an alternative, a low-cost 
isolator made with scrap tires, called a scrap tire rubber pad (STRP) isolator, has been
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Fig. 1 Different orientations of the lateral load 

proposed [1, 2]. Since tires are manufactured by vulcanizing rubber with embedded 
steel cords, it is expected that the STRP isolator functions in a manner similar to 
SREIs. An experiment shows that an STRP isolator has an effective damping ratio of 
10–22% and a vertical-to-horizontal stiffness ratio in the range of 450–600 [3]. Also, 
the shear modulus of the tire rubber is around 1.0 MPa [2, 3], which is in the range of 
natural rubber, 0.55–1.20 MPa, as specified by the AASHTO-LRFD specification. 

It is claimed that an STRP isolator without mechanical bonding with the struc-
tural elements is more advantageous. An unbonded STRP isolator displays a rollover 
deformation, which is helpful in bypassing a large amount of tension within the elas-
tomer. In addition, the rollover deformation improves the efficiency of base isolation 
by lowering the lateral stiffness [4–6]. The previous studies [5–8] assessed the perfor-
mance of STRP isolators and STRP base-isolated buildings under lateral load. The 
stress-strain behavior of an unbonded STRP isolator has been assessed under lateral 
load by Zisan and Igarashi [9]. A hysteresis force model has been developed for 
horizontal stiffness and assessed under uniaxial lateral load [6]. These studies were 
done under uniaxial lateral load along the principal axes of the isolator. Since lateral 
load is bidirectional in nature, it is important to investigate the unbonded STRP 
isolator subjected to different orientations of the lateral load. When an isolator will 
be used without any mechanical fastening, the effect of the loading directionality on 
the lateral load performance needs to be investigated. Therefore, this study concen-
trated on the effect of the loading direction on the lateral load performance of the 
unbonded STRP isolator. Four cases of loading orientation, such as 0°, 15°, 30°, and 
45°, are considered. Figure 1 shows the orientation of the load with respect to the 
principal axis of the isolator. Both square and strip isolators are considered in this 
study. The size of the square-shaped isolator is 100 × 100 × 24 mm and that of 
the strip-shaped isolator is 400 × 100 × 24 mm. The length-to-width ratio of the 
strip-shaped isolator is four times that of the square-shaped isolator. 

2 Finite Element Modeling of the STRP Isolator 

An STRP isolator is made by stacking one STRP layer on top of another and bonding 
them together with an adhesive. An STRP layer is 12 mm high and contains five 
layers of steel cord. The equivalent thickness of the elastomer layers and that of 
the reinforcement layers in an STRP layer are assumed to be 2.4 mm and 0.4 mm,
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respectively. The properties of the reinforcing steel cords and that of the rubber mate-
rial of the scrap tire obtained from Bridgestone 385/65R22 are shown in Tables 1 
and 2. In Table 2, Ge and Geff indicate the shear modulus of the elastomer at unde-
formed and 25% shear strain. The hyperelasticity of the rubber material is modeled 
using the Mooney–Rivlin material model. The hyperelasticity of the rubber material 
is expressed by C10, C01 and C11, called Mooney–Rivlin material constants. The 
viscoelasticity of the rubber is modeled using the Prony series viscoelastic shear 
response parameters, where δ is the scalar multiplier of the strain energy function 
and λ is the relaxation time. The elastomer softening is assumed using the discontin-
uous phenomenological damage model, representing the so-called Mullin effect. The 
damage parameters ï and m indicate the scale factor and relaxation factor, respec-
tively. A detailed description of the STRP isolator and the procedure for deriving the 
rubber material constant can be found in Zisan and Igarashi [5, 6].

The finite element modeling and analysis of the STRP isolators was carried out 
by MSC Marc-Mentat [10]. The bottom and top contact surfaces, which are shown 
in Fig. 2, represent the foundation and superstructure, respectively, and are modelled 
as a rigid plane. The bilinear Coulomb friction model with a friction coefficient 
of 0.80 is assumed between the isolator and the contact surface. Axial force and 
lateral displacement are applied at the top rigid surface. The vertical compression on 
the isolator is assumed to be 5.0 MPa. Zisan and Igarashi [5, 6] provide a detailed 
description of finite element modeling, contact modeling, and FE model verification.

In the present study, the lateral displacement is assumed to have directionality 
0°, 15°, 30°, and 45°. Figure 3 shows the lateral displacement time-history of the 
two components of the input displacements. The phase difference between these 
components is assumed to be 90°. The input displacement consists of eight reverse 
cycles of displacement whose amplitude is equal to 25, 50, 75, 100, 125, 150, 175, 
200, 225, and 250% shear strain. The isolators subjected to the non-simultaneous 
action of the displacement component with different loading directions are analyzed 
first. To consider the coupling effect of the input displacement, each isolator is then 
analyzed for the simultaneous application of horizontal displacement components. 
In both cases, the response of the isolator is calculated along two principal axes, 
called the X and Y-axes.

3 Result and Discussion 

The restoring force-displacement relationship of the STRP 400 × 100 × 24 mm 
isolator subjected to non-simultaneous and simultaneous action of lateral displace-
ment and working at 45° direction with principal axes of the isolator is depicted 
in Figs. 4 and 5. It is clear that when simultaneous effects are ignored, the isolator 
exhibits hardening behavior over a large displacement range. This hardening is due 
to the rollover deformation where the vertical face of the isolator touches the hori-
zontal rigid surfaces, as shown in Fig. 6i. The hardening behavior of an isolator is 
beneficial because it restrains the large displacement of the isolator under a large
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Table 2 Properties of elastomers 

Mooney–Rivlin constant Shear modulus 
(MPa) 

Prony viscoelastic 
parameters 

Mullin-damage 
parameters 

C10 C01 C11 Geff Ge V δ1 λ1 δ2 λ2 ï1 m1 ï2 m2 

0.40 1.22315 0.18759 1.10 1.31 0.49995 0.30 0.2 0.30 0.55 0.01 5 0.05 10

Fig. 2 FE model, support conditions, and lateral loading condition of the STRP isolator

Fig. 3 Time history of the input lateral displacement

ground motion. However, when the coupling effect is taken into consideration, the 
rollover deformation as well as the hardening effect are negligible. The hardening 
effect reduces with an increase in loading directionality. Figure 6ii, iii, and iv show 
that the contact area between the vertical faces of the isolator and the horizontal rigid 
surfaces reduces when loading directionality increases. The horizontal stiffness of 
the isolator is defined by the slope of the hysteresis curve. The average slope of the 
hysteresis curve is calculated by the least squares method, which is indicated by the 
straight line in Figs. 4 and 5. The slope of the equation is the lateral stiffness of the 
STRP isolator. Due to the effect of rollover deformation, the slope of the hysteresis
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curve when loading directionality is 0° is higher than that of the slope when loading 
directionality is greater than 0°. 

Tables 3 and 4 show the lateral stiffness of STRP 100 × 100 × 24 mm and STRP 
400 × 100 × 24 mm isolators, respectively, at various orientations of the input 
displacement. In Table 3, K indicates the horizontal stiffness. Ks is the root sum

Fig. 4 Hysteresis force of STRP 400 × 100 × 24 mm under the action of displacements at 45° 

Fig. 5 Hysteresis force of STRP 400 × 100 × 24 mm under simultaneous action of displacements 
at 45° 

Fig. 6 Rollover deformation at 200% shear strain at various load directionality of the STRP 100 
× 100 × 24 isolator 
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square of the two horizontal stiffnesses, Ksx and Ksy. Similarly, Ki is the root sum 
square of the two horizontal stiffnesses, Kix and Kiy. The  suffixes  s and i indicate 
the conditions of simultaneous and non-simultaneous action of the displacements, 
respectively. In the case of STRP 100 × 100 × 24 mm, the stiffness in the Y-direction 
is higher than that in the X-direction due to the orientation of the steel cord. The same 
is true for the STRP 400 × 100 × 24 mm too when coupling effect is considered. 
But the stiffness in the X-direction is greater than that in the Y-direction when no 
coupling is considered in the non-simultaneous application of lateral load. It is due 
to the fact that the major axis of the isolator is parallel to the X direction. When 
simultaneous action is considered, the horizontal stiffness is lower than that of the 
non-simultaneous action of the lateral displacement. It indicates that the structural 
response will be underestimated when an isolator is designed based on the non-
simultaneous application of the lateral load. 

Tables 3 and 4 as well as Fig. 7 show that the horizontal stiffness of the isolator 
decreases by about 5% in the case of the STRP 100 × 100 × 24 mm and 10% in 
the case of the STRP 400 × 100 × 24 mm isolator due to an increase in loading 
directionality. However, in the case of the Y direction, it is improved due to the 
orientation of the steel cord within the isolator. Therefore, it is important to consider 
the loading directionality effect in the design of a base-isolated structure.

Figure 8 shows the ratio of horizontal stiffness between simultaneous and non-
simultaneous applications of lateral load at different levels of directionality. In the 
case of STRP 400 × 100 × 24 mm, the stiffness ratio changes from 0.85 to 0.75,

Table 3 Stiffness (kN/m) of the square-shaped bearing (STRP 100 × 100 × 24 mm) 

Loading direction Simultaneous action of 
applied displacement 
components 

Non-simultaneous action of 
displacement components 

Ks/Ki 

Ksx Ksy Ks Kix Kiy Ki 

00° 493 509 709 513 561 760 0.93 

15° 489 512 708 522 574 776 0.91 

30° 480 518 707 531 577 784 0.90 

45° 465 504 686 554 596 814 0.84 

Table 4 Stiffness (kN/m) of the strip-shaped isolator (400 × 100 × 24 mm) 

Loading direction Simultaneous action of 
applied displacement 
components 

Non-simultaneous action of 
displacement component 

Ks/Ki 

Ksx Ksy Ks Kix Kiy Ki 

00° 1903 2049 2796 2528 2067 3266 0.86 

15° 1702 2086 2692 2390 2124 3197 0.84 

30° 1616 2120 2666 2404 2192 3253 0.82 

45° 1690 1876 2525 2277 2429 3330 0.76 
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Fig. 7 Stiffness due to simultaneous and non-simultaneous action of the displacement components 
at various loading directions

whereas it is 0.92–0.84 in the case of the STRP 400 × 100 × 24 mm isolator. It 
indicates that both directionality and simultaneous loading effects reduce the hori-
zontal stiffness of the unbonded STRP isolator, and this reduction is high when the 
length-to-width ratio of the isolator is high. 

Fig. 8 Effect of 
simultaneous application of 
input displacement at 
different loading 
directionality
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4 Conclusion 

This paper describes the effect of loading directionality and the coupling effect of the 
lateral displacement on the horizontal stiffness of an unbonded STRP isolator. The 
square and strip-shaped STRP isolators are subject to orthogonal lateral displace-
ments and friction-based unbonded boundary conditions that are analyzed through a 
finite element program. The finite element model of the STRP isolator is validated by 
the experimental result. Two cyclic displacement time histories, which have a fixed 
phase difference of 90°. The findings of the analysis are summarized below: 

• When coupling effect is ignored, which mean input displacements are non-
simultaneously work, the lateral stiffness is overestimated. This overestimation is 
high for a high length-to-width ratio of the isolator. 

• When the coupling effect is ignored, an increase in the loading directionality 
increases the lateral stiffness. 

• The horizontal stiffness of the isolator decreases with an increase in loading 
directionality when coupling effect on the input displacement is considered. The 
effect of loading directionality is high when the high length-to-width ratio of the 
isolator is high. 

Since the horizontal stiffness of the unbonded STRP isolator is influenced by 
the loading directionality and coupling effect of the input loading, it is necessary 
to properly estimate the lateral load performance of the unbonded STRP isolator, 
including the effect of the loading directionality and the simultaneous action of the 
horizontal load. 
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Optimization of Particle Packing Density 
of Industrial Wastes Incorporated 
Concrete 

A. R. Ziad and G. M. Sadiqul Islam 

Abstract Growing urbanization and industrialization increase the demand for 
concrete. A massive amount of natural stone is extracted to meet this demand, 
rapidly depleting natural resources. One of the steelmaking byproducts, electric 
arc furnace (EAF) steel slag, could be a sustainable substitute for natural stone. 
This study aimed to replace natural stone 100% with EAF slag. The concrete was 
proportioned according to the Modified Andreasen model to ensure the optimal 
gradation of the particles. Moreover, a wet particle packing density optimization was 
performed to identify the optimum water content at which the packing density maxi-
mizes. Two more industrial wastes/byproducts, viz., fly ash and silica fume, were 
utilized as supplemental cementitious materials to substitute a portion of cement 
to investigate their influence on particle packing density and concrete properties. 
The replacement levels for fly ash were 15 and 30%, while for silica fume, they 
were 5 and 10%. The workability, strength, water absorption, voids and density 
tests of the produced concrete revealed that using EAF slag as a coarse aggregate 
gives promising concrete characteristics. The incorporation of fly ash and silica 
fume as partial cement substitutes increased the particle packing density of the 
concrete mixture. However, the silica-fume-based concrete showed better strength 
characteristics, while the fly-ash-based concrete gave lower reactivity at 28 days. 
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1 Introduction 

Millions of years ago, when humans first realized that they could use natural resources 
to make something beneficial to themselves, the journey of extraction and construc-
tion started. Concrete has been used to build and design infrastructures for thousands 
of years. However, this concrete requires a significant amount of high-quality aggre-
gate since it accounts for nearly 70–75% of its overall volume and directly impacts 
its toughened qualities [1]. Therefore, a massive amount of natural stone is extracted 
yearly, depleting the world’s natural resources reserve. On the other hand, increasing 
industrialization produces significant amounts of waste each year. Steel slag is one 
of these produced during the steel refining process. The material could be an alter-
native to traditional stone coarse aggregate that is sufficiently dense [2]. It is usually 
composed of metal oxides. Using this slag as an aggregate can reduce the need for 
natural aggregates and ensure sustainable industrial waste management [3]. 

To make sure that the concrete meets the requirements in its fresh and hardened 
state in a cost-effective and long-lasting way, proper proportioning of the concrete mix 
is essential [4]. The aggregate gradation has long been known to impact the substan-
tial functionality of concrete [5]. Therefore, concrete efficacy may be increased by 
modifying the gradation of the entire spectrum of the solid particles, ensuring an 
optimum packing density [5]. The particle packing density describes how firmly the 
solid particles are packed together in a mix and corresponds to the ratio of solid 
particle volume to the total volume (including pore volume) filled by the particles. 
The particle selection should be such that the matrix fills up the spaces among big 
particles with comparatively smaller particles and further fills up the spaces among 
small particles with relatively finer particles. This process is expected to lower the 
volume of voids and maximize the particle packing density to achieve a densely 
packed firm particle structure [6]. An increased aggregate packing density may either 
enhance the workability with a fixed paste volume of constant water-to-binder ratio 
or increase the strength while keeping the workability constant [7]. 

Since the 19th century, researchers have examined the idea of aggregate packing 
in relation to concrete [8]. A group of early researchers, Fuller and Thompson, 
introduced the gradation curve in 1907, which is renowned as Fuller’s ideal curve 
[9]. Andreasen attempted to enhance this curve and suggested employing an exponent 
‘q’ in Fuller’s equation with a value falling between 0.33 and 0.50 [10]. Dinger and 
Funk further adjusted the Andreassen model to account for the smallest particles 
in actual materials that are limited in size [11]. Therefore, in contradiction to the 
Fuller curve, their model, which is well-known as the Modified Andreasen model, 
not only takes into consideration the grain that would be the largest but also the grain 
that is the smallest. The gradation that yields the highest densities of the aggregates 
independently may not always yield the highest density while blended with cement 
and water due to the cement particles’ ability to be incorporated into microscopic 
gaps. The curve should have indicated the gradation with the highest density [12]. 
Keeping this in mind, ‘Kwan’ introduced a wet packing method that determines the 
optimum water content at which the packing density of a mix is maximized [13].
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Table 1 Physical properties 
of EAF slag and sand Properties EAF slag Sand 

Specific gravity 3.56 2.63 

Unit weight (kg/m3) 2190 1715 

Absorption capacity (%) 0.77 1.9 

Aggregate crushing (%) 13.6 – 

Los Angeles abrasion (%) 16.8 – 

Table 2 Physical properties of cement, fly ash and silica fume 

Properties Cement Fly ash Silica fume 

Specific gravity 3.15 2.06 2.23 

Unit weight (kg/m3) 1440 870 650 

Surface area (m2/kg) 300–320 300–500 15,000–35,000 

Color Gray Light gray Dark gray 

*The surface area of fly ash and silica fume as per suppliers 

The study aims to fully replace the natural stone aggregate with potential indus-
trial waste EAF slag and design the concrete mix according to particle packing opti-
mization, maintaining a well-graded distribution of the particles. Investigations were 
also conducted on how adding fly ash and silica fume affected the concrete’s char-
acteristics and packing density. Tests included workability, particle packing density, 
compressive strength, tensile strength, density, water absorption, and permeable voids 
in hardened concrete. 

2 Materials and Methods 

2.1 Materials 

Natural coarse aggregate was replaced entirely by EAF steel slag, while the fine 
aggregate was coarse sand, and the primary binding material was Ordinary Portland 
Cement (OPC). In addition, as a partial cement substitute, fly ash (15 and 30%) and 
silica fume (5 and 10%) were used. Tables 1 and 2 lists the material properties. 

2.2 Mix Design 

Particle packing optimization was employed to design the concrete mixture. This 
optimization was carried out in two stages. Initially, the Modified Andreassen model
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was adapted to find the volumetric content of coarse aggregate, fine aggregate, and 
binder, ensuring an optimized particle gradation. In the next stage, the concrete mix’s 
optimum packing density for varying water/binder ratios was produced to evaluate 
the optimum w/b ratio according to the wet packing method suggested in [14]. Seven 
mix proportions and eleven batches of the concrete mix were made. 

2.2.1 Particle Grading Optimization 

The particle grading optimization was carried out following the Modified Andreassen 
model, which maintains a well-gradation of the particles and ensures an optimum 
packing density. According to the model, Eq. 1 estimates the total percentage 
(volume) of the particles finer than a size class “D”. In this investigation, the 
maximum particle size (Dmax) was 19 mm. In contrast, the minimum particle size 
(Dmin) was taken as 0.075 mm. From the literature, the suggested value of the expo-
nent “q” was 0.25–0.3 for making standard quality concrete [15]. Here, the value 
of the exponent was selected to be 0.30 for all the batches of concrete. Figure 1 
represents the particle size distribution (PSD) curve using the Modified Andreassen 
model to figure out the volumetric percentage of each particle size class. 

In this investigation, particles smaller than 0.15 mm was considered a binder. As a 
result, coarse aggregate, fine aggregate, and volumetric binder contents were 34.5%, 
46.5%, and 19%, respectively. The coarse and fine aggregate size and amount are 
given in Tables 3 and 4, respectively. 

P(D) =
(

D − Dmin 

Dmax − Dmin

)q 

(1) 

Fig. 1 PSD curve using 
Modified Andreassen model 
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Table 3 Coarse aggregate 
size classes and content

EAF slag coarse aggregate 

Particle size (mm) 12.5 9.5 4.75 

Amount (%) 34.8 20.3 44.9
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Table 4 Fine aggregate size classes and content 

Fine aggregate 

Particle size (mm) 2.36 1.18 0.6 0.3 0.15 

Amount (%) 26.9 22.6 18.3 16.1 16.1 

2.2.2 Particle Packing Density Optimization 

After determining the proportions of the materials, a wet packing density [14] test  
was performed to find the optimum w/b ratio that maximizes concrete’s packing 
density. Equation 2 was used to compute the particle packing density. 

ϕ = 
M/

V 
Wwρw + Vcρc + V f ρ f + Vbρb 

(2) 

Here, ϕ denotes packing density, and M/V is the bulk density of the mix. Ww and ρw 

Indicate the water-to-total solid ratio and the water density. Vc, V f , and Vb are the 
volumetric content and ρc, ρ f , and ρb are the solid densities of coarse aggregate, fine 
aggregate, and binder, respectively. First, the optimum w/b ratio was investigated 
for the control concrete (100% cement) mix. An initial w/b ratio of 0.3 was used to 
initiate the control concrete mixing. After mixing, the particle packing density was 
determined, the w/b ratio was increased by adding water, and the associated particle 
packing density was measured again. In this process, an optimum w/b of 0.38 was 
found for the control concrete mix. Similarly, for the other mixes, the optimum w/b 
ratios were investigated and reported in Table 5.

2.2.3 Concrete Mix Proportions 

A different optimum w/b ratio was noted for the various concrete mixtures in which 
the cement was partially substituted by fly ash, silica fume, or both. This diversity 
occurred due to the difference in water requirements of these three binders. As the 
concrete’s hardened properties (especially compressive strength) greatly depend on 
the w/b ratio, comparing the concretes having a similar w/b ratio is required. For that 
reason, seven concrete mixes (M1 to M7) were prepared while keeping the w/b ratio 
at 0.38, which was the optimum value of the control concrete mix. Furthermore, 
to compare all the concrete mixes based on their corresponding optimum particle 
packing density, four more concrete mixes (M3a, M5a, M6a, and M7a) were produced 
as these mix proportions’ optimum w/b ratio wasn’t 0.38.



444 A. R. Ziad and G. M. S. Islam

Table 5 Concrete compositions and mixture proportions 

Batch Concrete 
ID 

w/b Unit (kg/m3) 

Cement Fly 
ash 

Silica 
fume 

Coarse 
aggregate 
(EAF) 

Fine 
aggregate 

Water SP 

M1 Control 0.38 477 – – 982 977 181 3.81 

M2 F15_0.38 0.38 405 72 – 982 977 181 3.81 

M3 F30_0.38 0.38 334 143 – 982 977 181 3.81 

M4 S5_0.38 0.38 453 – 24 982 977 181 3.81 

M5 S10_0.38 0.38 429 – 48 982 977 181 3.81 

M6 F15S5_ 
0.38 

0.38 381 72 24 982 977 181 3.81 

M7 F30-S10_ 
0.38 

0.38 286 143 48 982 977 181 3.81 

M3a F30_0.42 0.42 327 140 – 963 959 196 3.74 

M5a S10_0.40 0.40 425 – 47 973 968 187 3.78 

M6a F15S5_ 
0.40 

0.40 378 71 24 973 968 187 3.78 

M7a F30S10_ 
0.44 

0.44 278 139 46 954 950 204 3.71

3 Results and Discussions 

3.1 Particle Packing Density 

Figure 2 represents the particle packing densities and voids ratios of the control mix 
at different w/b ratios. At the dry condition, the dry packing density was found to 
be 0.831, and the corresponding voids ratio was 0.204. The graphs show that with 
the rise in w/b ratio from zero (dry condition), the particle packing density initially 
decreases, and the voids ratio increases. This is because air became trapped between 
the particles due to water films forming on their surfaces, which in turn caused the 
solid particles to become farther apart. This phenomenon is known as the “bulking 
effect” [14]. The water films eventually converged as the w/b ratio continued to rise 
and the excess water filled in the gaps, which reduced the amount of air trapped inside 
the gaps. Consequently, the solid concentration and particle packing density went up 
while the voids ratio went down. The voids ratio, however, kept decreasing as particle 
packing density rose until the w/b ratio reached its optimal level. At that point, the 
particle packing density reached its highest point, and the voids ratio reached its 
lowest point. Suppose the w/b ratio is increased above the optimal level. In that case, 
the solid particles will be disseminated throughout the water as a suspension since 
there will be more water than is required to fill the voids. Consequently, the packing 
density would decline while the voids ratio would rise [16].
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Fig. 2 a Particle packing densities, and b voids ratios of control mix at different w/b 
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Fig. 3 a Optimum wet particle packing densities, and b voids ratios at the optimum w/b ratios of 
mixes 

Figure 3 summarizes the optimum wet packing densities and voids ratios for 
optimum w/b ratios of all the mixes. The optimum wet packing density of the mixes 
increased in all cases where the cement was partially substituted by fly ash, silica 
fume, or both. The one with the highest optimum wet packing density was mix M-
6a, where fly ash and silica fume partially substitute the cement by 15% and 5%, 
respectively. Similarly, the voids ratio of this mix M-6a shows the lowest value among 
all the mixes. When measured against the control, the voids ratio for the M-6a mix 
was reduced by 15%. 

The partial cement substitution results in different optimum w/b ratios of the 
concrete mixes. It’s because of the variation in water requirements of the mixes to 
reach the optimum level of consistency. As the w/b ratio strongly affects the hard-
ened characteristics of the concrete, working within a certain w/b ratio is necessary 
to assess the concrete mix’s reactivity against the control. Therefore, the packing 
densities for a w/b ratio of 0.38 (optimum for the control concrete) were also deter-
mined. Figure 4 illustrates the concrete mixes’ wet packing densities and void ratios 
for a w/b ratio of 0.38. According to the results, M-2 and M-4 showed a higher wet 
packing density and a lower voids ratio than the rest of the mixes. It is because those 
two mixes had the same optimum w/b of 0.38. Though the other four mixes, M-3, 
M-5, M-6, and M-7, did not have this optimum w/b ratio, their wet packing densities 
were still higher, and the voids ratios were lower than the control.



446 A. R. Ziad and G. M. S. Islam

0.862 

0.876 

0.863 

0.872 
0.869 0.868 0.866 

0.85 

0.86 

0.87 

0.88 

0.89 
W

et
 P

ac
ki

ng
 D

en
sit

y 

(a) 

0.160 

0.141 

0.159 

0.146 
0.151 0.152 

0.155 

0.12 

0.13 

0.14 

0.15 

0.16 

0.17 

V
oi

ds
 R

at
io

 

(b)M1    M2      M3    M4   M5    M6  M7         M1    M2      M3   M4   M5    M6  M7 

Fig. 4 a Wet particle packing densities, and b voids ratios of the concrete mixes at the w/b of 0.38 

3.2 Workability 

All concrete mixtures were evaluated for their workability by employing the conven-
tional slump test. Table 6 presents the outcomes of the test. The w/b ratio substantially 
influences the slump value of the mix. Therefore, the workability is proportional to 
the w/b ratio. Another major factor is the use of admixture, which also controls the 
workability of the concrete. A polycarboxylic ether (PCE) based superplasticizer 
was incorporated in all the concrete batches. From the table, the slump is noticeably 
reduced with the rise in the incorporation percentage of fly ash and silica fume, even 
though all the mixes conform to the least target slump of 5 cm. Being less dense, as 
fly ash or silica fume concentrations rise, more fine particles are present in the mix. 
Silica fume mainly contains reactive silica and alumina particles with high surface 
areas and water absorption rates [17]. Since fly ash and silica fume have a smaller 
mean particle size than cement, the surface area of the mixture increases, leading 
to an increase in water requirement. Therefore, increasing fly ash and silica fume 
reduces workability. 

Table 6 Workability test 
results Batch Concrete ID w/b Slump (cm) 

M1 Control 0.38 12.2 

M2 F15_0.38 0.38 9.7 

M3 F30_0.38 0.38 5.4 

M4 S5_0.38 0.38 10.6 

M5 S10_0.38 0.38 9.2 

M6 F15S5_0.38 0.38 8.1 

M7 F30-S10_0.38 0.38 5.3 

M3a F30_0.42 0.42 7.5 

M5a S10_0.40 0.40 9.6 

M6a F15S5_0.40 0.40 8.3 

M7a F30S10_0.44 0.44 9.2
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3.3 Compressive Strength 

The compression test was conducted using cube specimens produced with a similar 
w/b ratio. The results are given in Fig. 5. All the samples were subjected to a curing 
process until 7 and 28 days. The sample with fully substituted natural coarse aggre-
gate by EAF steel slag, i.e., the control concrete, gave 34.4 MPa and 51.5 MPa of 
compressive strength after 7 and 28 days, respectively (based on particle packing 
density). While working with a certain w/b ratio, the incorporation of fly ash (M-2 
and M-3) reduces compressive strength from the control concrete. The concrete loses 
its strength with increasing fly ash, though fly ash incorporation showed better wet 
packing density. The compressive strength at 28 days decreases by 12% for M-2 and 
19% for M-3. 

Concrete yielded better strength results for M-4 and M-5, where silica fume 
partially substituted the cement by 5% and 10%, respectively. As a result, the 28-day 
compressive strength increases by about 7.2% for M-4 and about 10.9% for M-5. 
The inclusion of silica fume also enhanced the wet packing density for these two 
mixes relative to the control mix. The compressive strength in cases M-6 and M-7, 
where both fly ash and silica fume were used as partial cement substitutions, was 
lower than the control. However, both mixes showed similar compressive strength 
to M-2 and M-3, respectively, where fly ash was substituted for cement. The 28-day 
compressive strength decreases by about 6.6% for M-6 and 12.8% for M-7 from 
the control. Again, with a 5% silica fume incorporation with this 15% fly ash, the 
28-day compressive strength increased by about 6%. In the same way, there was a 
7.5% increment in compressive strength after 28 days when 10% silica fume was 
combined with 30% fly ash. 

The compressive strength based on optimum wet packing density is shown in 
Fig. 6. As of the same w/b case, M-4 and M-5 mixes gave the maximum strength. 
Here, the three mixes (M-1, M-2, and M-4) are with w/b of 0.38, and the other four 
mixes (M3a, M5a, M6a, and M7a), whose optimum w/b differed from the control, 
are designed with the optimum w/b of those mixes. The strength of the M-3a mix is 
10.5% lower than the previous M-3, though the wet packing density was higher for

51.5 

45.3 
41.7 

55.2 57.1 

48.1 
44.9 

20 

30 

40 

50 

60 

C
om

pr
es

siv
e 

St
re

ng
th

, M
Pa

 

(b) 

34.4 
29.8 

27.4 

37.3 
39.3 

33 31.4 

20 

30 

40 

50 

60 

C
om

pr
es

siv
e 

St
re

ng
th

, M
Pa

 

(a) M1    M2      M3    M4   M5    M6  M7         M1   M2     M3   M4   M5    M6  M7 

Fig. 5 Compressive strength of the concrete mixes at the w/b of 0.38 at a 7 days and  b 28 days 
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Fig. 6 Compressive strength of the concrete mixes at the optimum w/b at a 7 and  b 28 days 

M-3a than for M-3. An increase of about 10.53% in the w/b ratio in M-3a than for 
M-3 resulted in a strength decrease. 

The similarity can also be found in the other mixes. Therefore, the test outcomes 
show that though the mixes are at their optimum w/b ratio, the strength depends on 
the w/b at which the mixes reach their optimum consistency and the cementitious 
material used. For example, in all the cases, the silica fume replacement shows better 
results than the fly ash replacement due to its better reactivity [17]. 

3.4 Splitting Tensile Strength 

A 28-day splitting tensile test was performed on the cube samples. As shown in 
Fig. 7a, the control concrete gave a 5.24 MPa of tensile strength. While keeping the 
w/b ratio constant at 0.38, the fly ash inclusion reduces the concrete’s tensile strength 
for both M-2 and M-3 mixes. Similar to the compressive strength, concrete also loses 
its tensile strength with the rise in fly ash replacement, though the inclusion exhibits 
better wet packing density. The splitting tensile strength decreases by about 21.9% 
for M-2 and about 31.7% for M-3 from the control mix. On the other hand, the tensile 
strengths of M-4 and M-5 mixes (with 5% and 10% silica fume) increase by 12% 
and 19.3%, respectively. Therefore, as the percentage of silica fume in the mix rises, 
so does the concrete’s tensile strength. [17]. Additionally, it should be emphasized 
that the silica fume replacement also increased the wet packing density for M-4 and 
M-5 mixes compared to the control mix.

The tensile strength was observed to be less than the control mix while using both 
fly ash and silica fume (M-6 and M-7) to replace the cement partially, though both 
mixes resulted in better tensile strength relative to M-2 and M-3, where only fly ash 
was replaced. The tensile strength decreases by about 19.5% for M-6 and 17% for 
M-7 from the control mix. An increase of about 3.2% in the tensile strength was 
noticed with a 5% silica fume incorporation into the concrete mix in which a 15% 
replacement was made using fly ash. In the same way, the concrete mix using 30% 
fly ash would yield about a 6.4% improvement in tensile strength with the addition of



Optimization of Particle Packing Density of Industrial Wastes … 449

5.24 

4.09 

3.33 

5.87 6.00 

3.84 
3.46 

2 

3 

4 

5 

6 

7 

Sp
lit

tin
g 

te
ns

ile
 st

re
ng

th
, 

M
Pa

 

(b) 

5.24 

4.09 
3.58 

5.87 
6.25 

4.22 4.35 

2 

3 

4 

5 

6 

7 
Sp

lit
tin

g 
te

ns
ile

 st
re

ng
th

, 
M

Pa
 

(a) M1     M2     M3 M4     M5     M6     M7 M1    M2      M3a    M4   M5a    M6a  M7a 

Fig. 7 a Splitting tensile strength of the concrete mixes at the w/b of 0.38 and b at the optimum 
w/b

10% silica fume. However, when comparing based on optimum wet packing density 
(Fig. 7b), as with compressive strength, M-4 and M-5 mixes gave the maximum 
tensile strength. Here, the three mixes (M-1, M-2, and M-4) are with w/b of 0.38, 
and the other four mixes (M3a, M5a, M6a, and M7a), whose optimum w/b differed 
from the control, are designed with the optimum w/b of those mixes. The tensile 
strength of the M3a mix is 6.9% lower than the previous M3, though the wet packing 
density was higher. This was due to an increase of 10.5% in the w/b ratio in M3a. 
Similarly, the strength of the M-6a mix is 9% lower than the previous M-6, and the 
strength of the M7a mix is 20.5% lower than the previous M7. 

3.5 Density, Absorption, and Voids in Concrete 

The test was conducted on a 2-inch-thick core of a concrete cylinder cured for 28 days 
following ASTM C 642. The results are given in Table 7. It is noticeable that the 
control concrete shows the lowest water absorption. As the replacement percentage of 
fly ash and silica fume increases, so does the absorption rate. The concrete where the 
binder replacement was with fly ash shows more absorption than with the replacement 
with silica fume. Compared to the optimum w/b ratio, the absorption rate increases 
in all cases with an increasing w/b ratio. A similar correlation can be found in the 
case of the voids in hardened concrete. 

On the other hand, in the case of the density (oven-dry and saturated surface dry 
conditions) of the concrete, the control mix and the mixes in which the cement was 
partially substituted by silica fume, M-4, and M-5, show almost similar maximum 
values, while the mixes M-2 and M-3, where the partial replacement was done with fly 
ash, show less density than the above-mentioned mixes. Compared with the optimum 
w/b ratio, these densities decrease with the rising w/b. In the case of apparent density, 
in which the permeable pores are not counted, the control, M-2, M-4, and M-5, show 
almost similar values, while M-3 shows a higher value as the mix had a higher level of 
voids. However, the strength of concretes with supplementary cementitious materials 
improves at later ages [18].
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4 Conclusion 

Electric arc furnace steel slag was utilized as a 100% replacement for natural coarse 
aggregate while designing the concrete based on particle packing optimization. The 
w/b ratio at which the packing density optimizes differs among the mixes and depends 
on the cementitious materials used and their replacement level. Fly ash and silica 
fume incorporation as partial substitutes for cement improved the particle packing 
density of fresh concrete. However, their influence on the hardened characteristics of 
concrete was different. Employing the Modified Andreasen model, a high-strength 
concrete of compressive strength up to 57.1 MPa was achieved. The higher particle 
packing density (0.881) was obtained by replacing the binder with 5% silica fume 
and 15% fly ash. Consequently, this combination gave the lowest voids ratio of 0.135. 

Although a concrete mix achieves maximum packing density with its optimum w/ 
b ratio, the strength characteristics also depend on the w/b ratio and the combination 
of the cementitious material used. In all the cases, the use of silica fume showed better 
strength characteristics due to its better reactivity than the fly ash at an early age, 
though both mixes showed better packing densities than the control mix. The water 
absorption increased in all cases when fly ash, silica fume, or both were employed 
as partial cement substitutes. The bulk density (OD) remains almost identical to the 
control mix in the case of silica fume replacement. However, for fly ash replacement, 
it decreases. This study indicates industrial waste EAF slag can be used as aggregate 
to make high-strength concrete. 
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Comparative Study on Riverbank 
Erosion and Accretion Using HEC-RAS 
and Landsat Imagery 

B. K. Nath and A. Akter 

Abstract In Bangladesh, riverbank erosion is a chronic and persistent problem. 
Due to erosion and deposition, the Padma river course changes from meandering to 
braided. Between Pangsha and Goalanda, a 48 km reach was selected for this study. 
This research aims to assess the riverbank erosion and accretion in the Rajbari area 
using HEC-RAS and satellite image processing. The historical dataset indicates that 
the Padma River is highly dynamic, with its position, planform, and morpholog-
ical features often changing due to flow and sedimentation variations. About 75.59 
and 20.83 km2 were degraded between 2014 and 2022, respectively, due to heavy 
discharge in the monsoon. Satellite images showed that during the last nine years 
(2014–2022), erosion on the right bank of the River Padma in Rajbari district had 
increased, i.e., 75.59 km2 and 20.83 km2, respectively. The simulation of sediment 
transport using a 1-D HEC-RAS model in the study area comprising d50 as 0.14 mm 
and Manning’s n = 0.025 showed reasonable responses. Thus, this assessment could 
be applied to the decision support system for these river stakeholders. 

Keywords Padma river · Erosion · Accretion · Remote sensing · Landsat 
imagery ·Morphological change · HEC-RAS 

1 Introduction 

The slope, the volume of water, the frequency of water, and the river category influ-
ence the size and shape of rivers. Most of Bangladesh’s primary riverbank line shifts 
their courses from 60 to 1,600 m annually. Nearly 2,400 km of the bank line annually 
suffer massive erosion [10]. The Padma is a significant river in Bangladesh, having
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originated as a tributary of the Ganges before that river’s bifurcation. Bangladesh’s 
River Padma is the world’s third-largest sand-bed river regarding average annual 
discharge [7]. A deltaic plain produced by the confluence of the Ganges, Brahma-
putra, and Meghna and their tributaries creates the low-lying riverine country of 
Bangladesh. Significantly shaping the characteristics of the Bengal delta was the 
Ganges (Padma), Brahmaputra (Jamuna), and Meghna, as well as their tributaries 
and distributaries [12]. The area of Bangladesh’s rivers and inland waterways is 
roughly 7% of its total territory [15]. With a baseline flow of over 30,000 m3/s, 
overflows of over 75,000 m3/s, and a 100-year flood flow of about 130,000 m3/ 
s, it is one of the world’s greatest rivers in terms of flow [8]. Halder [5] studied 
using Geographic information system (GIS) and remote sensing methods that a total 
of 17.26 km2 area experienced erosion, compared to the 18.47 km2 deposition in 
the Rajbari district along Padma’s right bank between 1979 and 2019. Researchers 
[6, 11] discovered that the average overland discharge is 95000 m3/s, whereas the 
moderate discharge is 4800 m3/s. The depth of water assessed by the Public Works 
Department is a horizontal datum believed initially to have zero at the determined 
Mean Sea Level (m PWD). As a result, the maximum average depth of water is 5.5 m 
PWD, the minimum is 1.5 m PWD, and the total annual sediment movement is 900 M 
tons. From 1975–2015, a time series of Landsat satellite imagery MSS, TM, OLI, 
and TIRS images were analyzed to detect river bank erosion-accretion and bank line 
shifting. The study also exposes that the total area of islands has increased signifi-
cantly, with about 50,967 ha of island area in 2015, up from 20,533 ha in 1975. The 
results show uniformity of sediment deposition in the river bed [1]. Geographic Infor-
mation System (GIS) is used to evaluate erosion and accretion’s spatial and temporal 
dynamics for varying stages along the Jamuna River in Bangladesh using images 
for Landsat 1995, 2005, and 2015. The erosion and accretion levels in Jamuna River 
varied from site to site. The largest eroded area was 3.82 km2 from 1995 to 2005, 
and the maximum accreted area was 6.15 km2 from 1995 to 2015 [14]. The sediment 
transport simulation for the Kobadak River uses a 1-D HEC-RAS model. Various 
processes and environmental conditions, including the bed and banks’ composition 
and erosion prospect, influence a river channel’s morphology. The changing trends 
of hydrological and morphological parameters in the Surma and Kushiyara river 
systems are investigated in this research [13]. This study aims to observe morpho-
logical changes in the 48 km of Padma River throughout the year. Thus, the rates and 
amounts of erosion and accretion in the studied river section in the study area could 
be determined. 

2 Study Area 

Bangladesh’s Rajbari district and the Padma River are both prone to erosion. The 
Padma river spans around 48 km across the Rajbari district (23°35’ and 23°55’ N 
Latitudes and 89°09’–89°55’ E Longitude). The Padma River expanded by almost 
3.5 km, and the bar area became more than 40 km. Throughout periods of significant
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monsoon flow, the Padma River transported massive sediment, causing extensive 
bank erosion and deposition. The Padma River has been subjected to numerous 
studies demonstrating the widespread erosion and subsequent deposition. There were 
355 km2 of degraded land and 157 km2 of accreted land between 1973 and 2001, 
respectively [2] (Fig. 1). 

Bank erosion is a natural disturbance of the river system that is crucial to both 
the long-term morphologic evolution of river systems and the health of the river 
ecosystem [3]. The River Padma has been the subject of numerous studies demon-
strating the widespread erosion and subsequent deposition. There were 355 km2 of 
degraded land and 157 km2 of accreted land between 1973 and 2001 [2]. Because of 
its spatial and temporal context, remote sensing research is superior to other methods 
for assessing river bank erosion and its impacts.

Fig. 1 a Bangladesh map, b districts along Padma River, c Study area (Rajbari district) 
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2.1 Data Collection 

Landsat 8 monitors several frequency ranges over the electromagnetic spectrum—a 
color that is not necessarily visible to the human eye. Each range is known as a band, 
and Landsat 8 contains eleven bands. Different acquisition date has been selected to 
minimize error due to cloud cover of Landsat images. To characterize the erosion and 
accretion pattern, we used high-resolution Landsat satellite imageries from Band 1 to 
Band 7, encompassing 2014–2022. In addition, relevant Google Earth images from 
2014 and 2022 have been compared to understand better how the right bank of the 
Padma River in the Rajbari area has transformed over time. Water level, discharge, 
and sediment flow were collected from the Bangladesh Water Development Board 
(BWDB)  to  establish a 1 D HEC-RAS model. 

2.2 Methodology 

The hydrodynamic model simulates the movement of water using mathematical 
equations in a given area. Sediment model development refers to the process of 
developing mathematical models to simulate the flow and settling of sediment in 
various environments. This includes sediment transport in rivers, lakes, and oceans 
and material deposition in soil and other porous materials. Computer models are 
used to simulate the hydrodynamic and sediment models to forecast how the system 
will behave under various conditions. This can be used to investigate the effects of 
environmental factors on the design and to predict its future behavior. The study 
area was selected through a comprehensive literature review. Satellite images were 
collected during 2014–2022 for image processing (Table 1). The amount of land lost 
and gained along the Padma River was assessed using ArcMap 10.6.1 (Fig. 2). The 
changes were obtained from the HEC RAS simulation and compared with the image 
processing. Figure 3 illustrates the adopted methodology. 

An erosion and accretion estimate for the study was calculated using ArcMap 
10.6.1. The water ratio index (WRI) method was used to calculate the frequencies 
of erosion and accretion in this area. A critical component of the WRI approach is 
extracting a particular water body from the Padma River. Using Landsat-8 (OLI/

Table 1 Details of the Landsat 8(OLI/TIRS) data Path 

Path Row Acquisition date Size of the processing Cloud cover Resolution (m) 

138 043 29-09-2014 L1TP 5.72 30 

138 043 23-02-2016 L2SP 2.17 30 

138 043 29-12-2018 L1TP 0.01 30 

138 043 15-10-2020 L1TP 5.45 30 

138 043 26-08-2022 L1TP 8.31 30
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Fig. 2 Annual variations in the Padma River (2014–2022)

TIRES) satellite imagery, WRI performed post-processing. The green (Band 2) and 
red (Band 3) spectral reflectance of water are much stronger than the near-infrared 
(Band 4) and medium-infrared (Band 6) spectral reflectance for apparent reasons 
(Band 5). 

WRI displays water values that are often larger than 1 Gautam et al. [4], WRI is 
described as: 

WRI = Green + Red 
NIR + MIR 

(1) 

The WGS84 UTM (zone 45N) coordinate system L1T data in GeoTIFF format 
is made available by the United States Geological Survey (USGS) for each band. A 
composite was carried out by combining the specifics of each band’s separate photos. 

For the study, cross-sectional data of the river reach, stage, and hydrograph 
data were necessary. The cross-sectional data were collected from the BWDB. The 
boundary conditions were: the Mohendrapur as the upstream boundary (Discharge 
data) and Goalanda transit as the downstream boundary (Water Level data). The 
tidal phase hydrograph and rating curve were created using data from the BWDB
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Fig. 3 Shows a schematic representation of the methodology’s overall steps

raw data considering six-hour intervals, and the sediment data was used as the cali-
brating parameter of the model. The Padma River’s bed gradation was classified 
using Fig. 4. The maximum depth for possible erosion at any section was set at 10 m, 
as shown in Fig. 4. 

This study uses Landsat images (30 m resolution) to estimate erosion and accretion 
from 2014 to 2022. The different dates of satellite images were chosen due to cloud 
cover, which should be less than 10%. The Padma River flows through the Rajbari 
district and has an annual water path of around 48 km. In 2014, the water area 
of the Padma River was around 135.90 km2, but by 2016, it had reduced to about

Fig. 4 Hydrodynamic parameter and sediment data input in HEC RAS (6.3.1) 
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Fig. 5 Changes to the Padma River every year from 2014 through 2022 

109.35 km2. In addition, the change between 2016 and 2018 corresponds to about 
107.51 km2. Between 2020 and 2022, the water area for any hydraulic infrastructure 
increased from 112.5 to 118.0 km2 (Fig. 5). 

The empirical formula used to compute the erosion and accretion are-

Eroison = (Previous year’s area) − (unchanged area) (2) 

Accretion = (Next year’s area) − (unchanged area) (3) 

3 Result and Discussions 

The outcomes from this research have been described in two phases, i.e., (a) compar-
ison of satellite image processing data and literature, and (b) comparison of HEC 
RAS simulated and satellite image processing data. Ophra et al. [9] studied that the 
Padma River’s banks started to shift several times in 1988 and 2017 due to land 
erosion and accumulation. The total land loss for this 29-year time frame was 9.72 
km2. Table 2 shows Padma River’s erosion and accretion from 2014 to 2022. The 
accredited area decreased from 74.64 km2 to only 4.13 km2 between 2018 and 2020 
and increased again between 2020 and 2022. A sharp increase has been observed
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between 2014–2016 and 2016–2018. On the other hand, in the case of erosion, a 
negative tendency was from 2014 to 2016 to 2018 to 2020, resulting in 75.59–3.39 
km2. An increased value of 20.83 km2 in 2020–22 was found, and similar findings 
were recorded by [5] and some discontinuity values due to time frame variation. 
From 2016 to 2018, the erosion area decreased from 13.49 to 3.39 km2, and this 
trend continued through 2018 and 2020 (Table 2). 

In this study, analysis has been completed using satellite image processing (Fig. 6). 
The results of ArcGIS also validate with HEC-RAS 6.3.1 sediment transport analysis 
in bed level for unsteady flow. The Padma river reach is eroded in its downstream 
end by an amount of 0.05–0.40 m and, in a few locations, deposition of 0.01–0.50 m 
(Fig. 7). 

Table 2 Eroded and accumulated areas during 2014–2022 

Year Erosion (km2) Accretion (km2) 

This study Halder [5] This study Halder [5] 

2014–2016 75.59 – 2.76 – 

2016–2018 13.49 – 55.58 – 

2018–2020 3.39 – 74.64 – 

2020–2022 20.83 17.26 km2 4.13 18.47 km2 

Fig. 6 Net erosion and accretion amounts
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Fig. 7 Profile of invert change at the downstream 

4 Conclusion 

This study used geographic information system (GIS) and remote sensing tech-
niques with multi-temporal satellite imageries to feature changes in Padma River 
morphology. The findings demonstrated that the altered fluvial flow system had 
resulted in a considerable morphological change. Historical data shows erosion and 
accretion of river channels along the Padma River in the Rajbari district in the last 
four decades. Rapid changes led to significant land development and loss in this 
study area. Right-bank erosion areas dominated during this period, with more erosion 
than accretion. This study comprises satellite image processing and geographical and 
temporal data assessment. For validating the output of satellite images, the simulation 
of sediment transport in the Padma River using a 1-D HEC-RAS model determines 
the bed level changes. Despite its methodological and digital data constraints, this 
study is helpful since it helps save time and money, especially in places where field 
survey methods are impractical. 

Acknowledgements The authors acknowledge the ongoing research project, “Hydrodynamic 
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Bangladeshi Drivers’ Perception 
on Vehicle Safety Features 

A. Huq, S. Iqra, and Z. Ikram 

Abstract The purpose of this study is to understand drivers’ perceptions on vehicle 
safety features such as anti lock braking system (ABS), adaptive cruise control 
(ACC), and electronic stability control (ESC). Furthermore, this study aims to deter-
mine the impact of demographic factors of drivers on their opinion of these safety 
measures. Structural equation modeling (SEM) was used to assess the correlation 
between the four latent variables that were generated from multiple exogenous factors 
acquired from survey responses. It is estimated that drivers’ demographic traits have a 
positive influence on their understanding of all safety elements. Furthermore, drivers’ 
perceptions about the benefits of ACC, ESC, and ABS were positively associated 
among each other. If a driver has sufficient understanding about any of the safety 
elements, he is more likely to share a positive perception for other safety elements as 
well. It is found that exogenous variables connected to ACC and ESC are positively 
correlated with the latent variable of these groups, but aggressive driving tendency 
was adversely related to advantages of ABS. The outcomes of these studies can be 
utilized to make policies on the installation of safety measures in future automobiles 
on urban roads. This study demonstrates that the aforementioned safety measures 
are significantly useful for driving in a critical condition, and so they can be imple-
mented in vehicles to prevent crashes in a critical circumstance. For this reason, 
before granting a driving license, the necessary examination should be implemented
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to assess drivers’ awareness of these safety measures. This study will also help future 
studies on people’s perceptions on autonomous vehicles. 

Keywords Structural equation modeling (SEM) · ABS · ACC · ESC · Vehicle 
safety feature 

1 Introduction 

Advanced driving assistance systems (ADAS) can be utilized to assist humans for 
preventing accidents [1]. An ADAS is a vehicle control system that uses embedded 
sensors (such as radar, laser, and vision) to help drivers recognize and respond to 
potentially hazardous traffic conditions thus increasing driving comfort and traffic 
safety It is expected that the adoption of smart technologies like ADAS in vehicles 
might save more than half of all fatalities among people [2]. There are several ADAS 
that improves safety in vehicles by helping in avoiding collision or increasing vehicle 
stability such as anti lock braking system (ABS), electronic stability control (ESC), 
adaptive cruise control (ACC), airbag, seat belt etc. which are commonly installed in 
modern vehicles [3]. Among these safety features ABS, ESC & ACC are called active 
safety features as they can activate automatically by sensing the environment. The 
in-vehicle information flow can be regulated as a final application of this assessment 
to lighten the driver’s workload as much as possible [4]. 

ABS was one of the first active assistance systems based on proprioceptive sensors; 
the addition of dynamic driving controls, such as ESC, marked another milestone 
in the development of the driving assistance system [5]. ABS is a vehicle safety 
feature that enables a car’s wheels to stay in touch with the pavement during braking, 
preventing the wheels from locking up (ceasing rotation) and preventing uncontrol-
lable sliding [6]. It is interesting to note that the majority of researchers have come 
to the conclusion that the widespread use of vehicles with ABS has not resulted in 
the anticipated decrease in collisions [7]. Research on the effects of ABS has shown 
that it impacts driver behavior by encouraging quicker and more aggressive driving. 
Moreover, ABS can adversely affect fatal accidents, overturning accidents, single 
accidents without overturning, and collisions with fixed objects [8]. 

When turning a corner, braking suddenly, or performing a quick maneuver, 
ESC helps keeping a car from sliding and the driver from losing control of the 
car. The vehicle’s brakes are immediately engaged using ESC technology to assist 
with steering [9]. Except for accidents involving pedestrians, bicyclists and animals, 
ESC appears to lower the number of accidents of all types. It may appear paradoxical 
that ESC appears to have such unambiguously positive effects on accidents, yet ABS 
did not [8]. 

ACC allows car to maintain a safe distance behind a forward vehicle. It is a 
vehicle function that allows the cruise control system to adjust the vehicle’s speed 
based on the traffic situation. A radar device attached to the front of the vehicle 
detects whether slower moving cars are in the path of the ACC vehicle. When a
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slower moving vehicle is recognized, the ACC system slows the vehicle and controls 
the clearance, or temporal gap, between the ACC vehicle and the advancing vehicle 
[9]. If the system determines that the front vehicle is no longer in the path of the ACC 
vehicle, the system will accelerate the car back to its cruise control speed. This action 
enables the ACC vehicle to autonomously slow down and accelerate in response to 
traffic without driver’s activity. The ACC vehicle’s speed is regulated through engine 
throttle control and limited brake usage [1, 10, 11]. 

So, the above mentioned ADASs can improve active and integrated safety, 
however, more market penetration is required to maximize their contribution to 
overall traffic safety [11]. This can be accomplished by increasing public aware-
ness of ADAS and their benefits, or by mandating their implementation through 
legislation. Little is known, however, about driver comprehension and knowledge of 
these technologies. These ADAS can not only warn the driver of hazards and lapses 
in concentration, but they can even intervene to prevent or decrease the severity of a 
crash in some cases. If drivers do not know the purpose, function, and limitations of a 
device, the full safety advantage may not be realized and communicated to the roads 
[12]. Most of the research in this field focuses either on the technical specification and 
functions or the commercial advancement of these above-mentioned safety features. 
There has been little research, particularly in developing countries like Bangladesh, 
done on the driver’s understanding of these ADASs, and much less is known about 
their feedback. However, it is crucial to know the acceptance of these technologies 
among drivers in terms of their ability to reduce the risk of accidents. 

As a result, the goal of this study is to get a thorough grasp of the driver’s perspec-
tive of vehicle safety features such as ABS, ESC, and ACC. Finally, this study 
focuses on the relationship between driver demographic characteristics (age, gender, 
driving experience, accident involvement, monthly income, etc.) and their percep-
tion of these advanced safety features in order to assess driver’s knowledge of these 
advanced safety features across different socioeconomic backgrounds. 

2 Materials and Methods 

The Survey Procedure 

A manual pen-and-paper survey was used in this investigation. The survey was carried 
out in eleven places around Dhaka city (Khilgaon, Basabo, Dhanmondi, Gulshan, 
Mirpur, Rupnagar, Vatara, Basundhara, Malibagh, Rampura, Banani). The survey 
was conducted across two time periods. The first takes place during the Covid-19 
time (April 2021—May 2021), while the second takes place following the Covid-
19 period (Jun 2022—July 2022). 750 people were questioned in selected places 
on both weekdays and weekends. Survey respondents were chosen at random from 
the car repairing shops, rent-a-car shops, garages, streets of the survey areas based 
on their responses having various characteristics (gender, age, income level, vehicle 
ownership, driving experience, accident involvement and perception about advanced
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vehicle safety features like ABS, ESC and ACC). Because Bangladesh is a developing 
country, many people are unaware of advanced technologies such as ADAS. The 
same phenomenon was noticed in this study’s survey. As a result, the incomplete 
and invalid responses were omitted out of the analysis. Lastly, 607 valid replies were 
identified to be included into the Structured Equation Modeling (SEM) for further 
analysis. 

Structural Equation Modeling (SEM) 

SEM comprises two components known as Measurement model and Structure 
model. Measurement model examines relation between measured item and latent 
items while Structure model estimates internal relationship between latent variables. 
Measurement equation in SEM approach is: 

xi = Δωi + εi (1) 

where, xi is a vector of indicators describing the random vector of latent variables 
ωi , Δ is matrices of the loading coefficients as obtained from the regressions of xi 
on ωi and εi is random vectors of the measurement errors. 

The structural equation of SEM is expressed by: 

ηi = [ξi + δi (2) 

where, ηi is a vector of latent variables,[ is a regression parameter matrix for relating 
the endogenous latent variables and exogenous latent variables, ξi is a vector of latent 
variables and δi is a vector of disturbances. 

3 Results and Discussions 

According to Table 1, the majority of drivers hold a neutral stance towards the 
advantages of ESC. While approximately 40% of drivers feel that ESC aids driving in 
numerous ways, just 10% of drivers strongly agree that ESC assists driving. However, 
approximately 20% of drivers believe that this safety function does not actually 
improve driving.

Table 2 reveals a similar trend; however, the proportion of drivers who strongly 
agree with the probable benefits of ACC rises marginally. Table 3 demonstrates that 
the majority of drivers do not have the correct understanding of how the ABS is 
activated. ABS is activated automatically when skidding is detected, however, only 
roughly 17% of drivers have the correct understanding of ABS activation. 53% of 
drivers whose vehicles are equipped with ABS are more likely to engage in aggressive 
driving.

Table 4 illustrates that around 65% of survey respondents are professional drivers, 
while approximately 56% of drivers have been involved in accidents. 60% of drivers
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Table 1 Perception of drivers about benefits of ESC 

Question 
no 

Question 1 = 
Strongly 
disagree 

2 = 
Disagree 

3 = 
Fair 

4 = 
Agree 

5 = 
Strongly 
agree 

esc1 ESC helps in driving on a wet 
road 

24.01 11.84 38.16 14.64 11.35 

esc2 ESC helps when overtaking on 
a slippery road 

17.43 12.99 37.99 19.57 12.01 

esc3 ESC helps in the sudden hard 
brake 

16.61 5.76 41.45 20.89 15.30 

esc4 ESC helps while speeding 
while climbing a steep road 

17.43 9.21 39.97 22.04 11.35 

esc5 ESC helps while speeding on a 
flat road 

14.64 10.69 41.61 20.89 12.17 

esc6 ESC helps to maneuver at 
regular speed 

15.13 10.69 40.79 20.72 12.66 

esc7 There’s a lower risk of 
skidding with a car equipped 
with ESC than a car without 
ESC 

16.61 10.20 41.78 20.72 10.69 

esc8 here’s a better chance to 
correct a slide with a car 
equipped with ESC than a car 
without ESC 

15.63 10.86 43.59 19.57 10.36 

esc9 A car with ESC can accelerate 
faster than a car without it 

16.12 9.54 42.11 19.90 12.34 

esc10 A car with ESC can be driven 
faster on slippery roads than a 
car without it 

15.79 11.02 41.28 18.26 13.65 

esc11 A car with ESC can be steered 
and braked simultaneously 
better than a car without it 

18.91 9.54 39.14 19.08 13.32

are between the ages of 18 and 40 and have a range of incomes. Only 9% of these 
drivers have never performed a safety inspection on their vehicle. The majority of 
these drivers perform safety inspections at varied intervals, with 18% performing 
them only when a problem is discovered.

Table 5(a) represents the path value from the observed to the latent variables 
for SEM calculated using the Maximum Likelihood (ML) method by the lavaan 
package for SEM and blavaan package in R. The third and fourth column represents 
the Estimate value (to evaluate effect of a given observed variable on the respective 
latent variable) and the p-value (to evaluate parameter significance) of SEM. An 
attribute is considered significant at 95% confidence interval when p-value <0.05 for 
that Estimate value in SEM. It can be seen from Table 1 that the path values for all
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Table 2 Perception of drivers about benefits of ACC 

Question 
no 

Question 1 = 
Strongly 
disagree 

2 = 
Disagree 

3 = 
Fair 

4 = 
Agree 

5 = 
Strongly 
agree 

acc1 ACC helps in driving on a wet 
road 

20.56 10.69 41.45 15.46 11.84 

acc2 ACC helps when overtaking on 
a slippery road 

15.13 13.32 41.12 17.60 12.83 

acc3 ACC helps in the sudden hard 
brake 

13.49 9.70 41.78 20.07 14.97 

acc4 ACC helps while speeding 
while climbing a steep road 

13.16 11.02 43.09 18.26 14.47 

acc5 ACC helps while speeding on a 
flat road 

14.31 12.01 38.16 20.89 14.64 

acc6 ACC helps to maneuver at 
regular speed 

14.14 10.69 39.14 21.88 14.14 

acc7 There’s a lower risk of skidding 
with a car equipped with ACC 
than a car without ACC 

14.80 8.72 42.43 20.23 13.82 

acc8 here’s a better chance to correct 
a slide with a car equipped with 
ACC than a car without ACC 

16.45 12.34 40.95 17.27 12.99 

acc9 A car with ACC can accelerate 
faster than a car without it 

14.80 10.53 39.97 19.74 14.97 

acc10 A car with ACC can be driven 
faster on slippery roads than a 
car without it 

14.31 10.53 40.63 20.07 14.47 

acc11 A car with ACC can be steered 
and braked simultaneously 
better than a car without it 

15.46 11.18 38.49 20.72 14.14

latent variables are significant in SEM that indicates positive and negative influence 
of the observed variable on the latent variable.

Table 5(b) represents latent variable relations of the proposed SEM model. All the 
variables are statistically significant which indicates the strong relation between latent 
variables. All of the hypotheses were accepted as they were statistically significant. 
Figure 1 clearly demonstrates the path analyses for the SEM.

Six hypotheses were developed for determining the correlation among four 
endogenous variables, ACC, ESC, ABS and demo, after that all of the hypotheses 
were accepted as they were found to be statistically significant at 1% level of 
significance. 

H1: Primary Perception Regarding ACC has a positive impact on perception 
regarding ESC- In this study, primary perception regarding ACC refers to the respon-
dent’s primary or basic idea, thinking, and knowledge about different aspects of ACC.
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Table 3 Perception of drivers about benefits and attitudes about ABS 

Question no Question Description 

Category % 

abs1 How to activate ABS ABS activate by Pressing the 
Brake at a Certain Level 

16.28 

ABS activate when hard brake 13.16 

No idea about ABS activation 22.20 

ABS activate with normal brake 26.64 

ABS will be Activated 
Automatically if it Detects 
Skidding 

16.78 

Multiple response 4.93 

abs2 How ABS helps driving ABS features better avoids crash 39.31 

ABS features better control 11.84 

ABS helps to follow tailgating 
vehicle more closely and 
efficiently 

21.71 

ABS features no idea 20.23 

Multiple response 6.91 

abs3 Does having ABS in your car 
encourage you to drive more 
aggressively 

Yes 52.30 

No 47.70

Table 4 Demographic information of the drivers 

Question no. Question % Question no. Question % 

Involved in 
accident 

Yes 55.76 Income 35,000–50,000 16.94 

No 44.24 50,000–75,000 9.38 

Professional 
driver 

Yes 65.13 75,000–100,000 6.58 

No 34.87 More than 100,000 7.40 

Gender Female 31.25 Driving 
experience 

Less than 1 year 29.77 

Male 68.75 1–3 18.26 

Age Below 18 20.39 3–5 24.18 

18–25 29.44 5–10 17.93 

26–40 28.62 More than 10 years 9.87 

41–65 14.80 Safety checkup 
frequency 

Never 9.21 

Above 65 6.74 Less than 2 months 31.91 

Income Below 15,000 27.14 2–6 month 23.36 

15,000–25,000 16.94 More than 6 months 17.43 

25,000–35,000 15.63 When issue is found 18.09
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Table 5 Structural equation modeling results 

(a) Regression weight of structural relationship 

Latent 
variables 

Observed 
variables 

Estimates p-value Latent 
variables 

Observed 
variables 

Estimate P-value 

acc acc1 1.027 0.000 esc esc6 1.234 0.000 

acc2 1.224 0.000 esc7 1.279 0.000 

acc3 1.254 0.000 esc8 1.248 0.000 

acc4 1.321 0.000 esc9 1.145 0.000 

acc5 1.327 0.000 esc10 1.212 0.000 

acc6 1.369 0.000 esc11 1.225 0.000 

acc7 1.347 0.000 abs abs1 1.224 0.000 

acc8 1.308 0.000 abs2 0.072 0.435 

acc9 1.286 0.000 bs3 −0.446 0.000 

acc10 1.233 0.000 demo Checkup 
frequency 

1.495 0.000 

acc11 1.154 0.000 Gender −0.139 0.139 

esc esc1 1.087 0.000 Age 2.738 0.000 

esc2 1.190 0.000 Income range 4.581 0.000 

esc3 1.268 0.000 Driving 
experience 

2.581 0.000 

esc4 1.175 0.000 Involvement 
with accident 

−0.601 0.000 

esc5 1.226 0.000 Professional 
driver 

−0.276 0.000 

(b) Regression weight of structural relationship of latent variable 

Latent variables Estimates P-value 

Acc esc 0.385 0.000 

abs 0.218 0.000 

demo 0.072 0.000 

Esc abs 0.270 0.000 

demo 0.077 0.000‘ 

abs demo 0.039 0.018

Particularly in this study, “acc” refers to thirteen aspects of perception regarding ACC 
i.e., weather ACC assists in driving on a wet road; overtaking on a slippery road; 
sudden hard brake; while speeding while climbing a steep road; while speeding on a 
flat road, in maneuvering at regular speed. Also, the latent variable ACC compares 
the performance of a car having ACC with a car not equipped with ACC, in lowering 
the risk of skidding, to correct a slide, in faster accelerating, possibility of faster 
driving on slippery roads and better steering and braking opportunity. The perception 
regarding ESC, latent variable “esc” also has the similar thirteen aspects including
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Fig. 1 Path analyses for structural equation modeling

respondent’s basic idea, thinking and knowledge about different aspects of ESC. It 
is assumed that, if a person has a positive perception towards the benefits of ACC he 
might have the same towards the benefits of ESC. 

H2: Primary Perception Regarding ACC has a positive impact on perception 
regarding ABS- The latent variable “abs” includes driver’s knowledge about acti-
vation of ABS, whether ABS helps in driving and whether a driver with an ABS 
equipped car is more prone to aggressive driving than a non-ABS user. The rationale 
of this hypothesis is that if a person has a positive behavior towards ACC, he is more 
likely to have a better knowledge and attitude towards ABS, as ABS is comparatively 
older technology in the sense of vehicle safety than ACC (Table 6). 

Table 6 Hypothesis results 

Hypothesis P-value Results 

H1: Primary Perception Regarding ACC has a positive impact on perception 
regarding ESC 

0.001 Accept 

H2: Primary Perception Regarding ACC has a positive impact on perception 
regarding ABS 

0.000 Accept 

H3: Primary Perception Regarding ACC has a positive impact on perception 
regarding Driver’s demographic characteristics 

0.000 Accept 

H4: Driver’s demographic characteristics has a positive impact on Primary 
Perception regarding ACC 

0.001 Accept 

H5: Driver’s demographic characteristics has a positive impact on Primary 
Perception regarding ABS 

0.000 Accept 

H6: Driver’s demographic characteristics has a positive impact on Primary 
Perception regarding ESC 

0.001 Accept
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H3: Primary Perception Regarding ACC has a positive impact on perception 
regarding driver’s demographic characteristics- Demographic characteristics consti-
tutes age, gender, income, driving experience, safety checkup frequency, involvement 
in accidents and whether the driver is a professional driver. ACC might have a direct 
relationship with demographic characteristics. 

H4: Driver’s demographic characteristics have a positive impact on Primary Percep-
tion regarding ACC- A professional driver might have sufficient knowledge about 
the benefits of ACC, whereas occasional driver might not have proper knowledge 
about how ACC can be used as a driving assistance system. Moreover, as young 
drivers are more lenient to have positive perception towards newer technology, they 
are more likely to have positive attitude towards the use of ACC in a critical driving 
condition. However, drivers who have active involvement with accidents might have 
a negative perspective about ACC as they are less likely to use it at a critical driving 
condition, or might not find it useful to use it against a crash. 

H5: Driver’s demographic characteristics has a positive impact on Primary Perception 
regarding ABS- From previous literatures, it is evident that most of the drivers have 
wrong idea about activation of ABS, they think ABS might be activated by pressing 
the brake at a certain level or ABS is activated with hard braking; whereas ABS system 
is activated automatically if a skidding is detected. Furthermore, it is observed that 
drivers become aggressive as they feel that they can overcome a skidding or a potential 
crash as they have ABS to assist them while driving. So, a driver’s characteristics 
may influence their perception towards ABS. 

H6: Driver’s demographic characteristics have a positive impact on Primary Percep-
tion regarding ESC- Driver’s knowledge about the benefits of ESC might depend on 
their demographic characteristics. 

The correlation matrix was examined to determine whether the correlations 
between the variables are particularly large in absolute magnitude. Results for each 
of the latent variables are shown in Fig. 2. The variables exhibit moderate to weak 
relationships, consequently, our choice of variables was sound.

Some model fit indices were calculated to check the model fit like Log-Likelihood, 
Chi-square (p-value), RMSEA, CFI, TLI. AIC, and BIC values for SEM and DIC and 
PPP for BSEM were analyzed and are shown in Table 7, which indicate an acceptable 
fit of the model.

4 Conclusion 

This study seeks to determine how drivers view vehicle safety features such as ABS, 
ACC, and ESC. In addition, this study aims to determine how demographic char-
acteristics of drivers influence their opinion of these safety elements. As a result, 
a comprehensive study of Dhaka’s drivers in eleven locations was conducted. The 
survey contained questions regarding four primary criteria: drivers’ perceptions of the
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Fig. 2 Correlation matrix for latent variables

Table 7 Model fitness 
Test Values Standards 

Log likelihood −25360.564 

Chi-squared (p-value) 0.000 

RMSEA 0.083 <0.08 

CFI 0.847 >0.7 

TLI 0.834 >0.7 

AIC 50861.129 

BIC 51169.841

benefits of ACC and ESC, drivers’ attitudes and knowledge about ABS, and drivers’ 
demographic factors. During the survey’s two phases, 750 responses in total were 
collected. After removing the incomplete and invalid responses, structural equation 
modeling (SEM) was applied to 607 responses to assess the correlation between 
the latent variables. Numerous exogenous variables collected from survey responses 
were used to generate four latent variables: ACC, ESC, ABS, and demographic char-
acteristics. According to the descriptive analysis, the majority of respondents held 
a moderate stance about the advantages of these safety elements. Approximately 
20% of drivers strongly agreed that these safety features provided them with major
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benefits, such as driving on a wet surface, passing on a slick road, speeding when 
climbing a steep road, speeding on a flat road, accelerating faster, preventing sliding 
and skidding, etc. The demographic study revealed that the majority of drivers who 
participated in this poll were professional drivers, and a considerable proportion of 
them had been involved in accidents. Following the development of six hypotheses for 
establishing the connection between four endogenous variables, all of the hypotheses 
were accepted as they were statistically significant. It is claimed that demographic 
characteristics of drivers have a positive effect on their awareness over all safety 
elements. Also, drivers’ opinions about the benefits of ACC, ESC, and ABS were 
all linked to each other in a positive way. This means that if a driver knows enough 
about one safety feature, he is more likely to have a better opinion about the others. 
Evidently, exogenous variables pertaining to ACC and ESC are favorably correlated 
with the latent variable of these groups, however aggressive driving tendency was 
negatively correlated with ABS. The outcomes of this study can influence policy 
decisions on the installation of safety systems in future automobiles. Also, there 
is a tendency among customers to prioritize the cost, comfort, luxury, and conve-
nience of a vehicle over its safety features when purchasing one while this research 
can improvise this attitude. This study demonstrates that the aforementioned safety 
measures are particularly useful for driving in hazardous conditions; hence, they can 
be installed in vehicles to prevent accidents. As a consequence, before granting a 
driving license, the necessary examination should be implemented to assess drivers’ 
awareness of these safety measures. Additionally, this study will aid future research 
on how people perceive autonomous vehicles. 
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