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Preface

This book features high quality of research papers presented at the 4th interna-
tional conference on Energy Systems, Drives and Automations (ESDA2021). The
book is organized in three subthemes as energy and drives, electronics and control,
and computer and soft computing which includes research work of academicians
and industrial experts in the field of electrical and electronics engineering, energy,
mechanical, control, automations, IoT, and computers. This proceedings includes
full-length papers, research in progress papers, and case studies related to all the
areas of above-mentioned topics. Written by respected experts on ESDA, the book
offers valuable assets for young researchers.

In this book, about 50 papers are included, and most of the papers are the outcome
of study a’nd research works of academic professors, Ph.D. students with their super-
visors as co-authors and of scientists. Most of the editors have contributed chapters
for this series and have given their valuable suggestions and comments to improve
the quality of this book. The editors are thankful to all the authors and specially
research scholars and postgraduate students who have burnt their energy to compile
this series of book. We thank all the contributors, authors, experts, and reviewers. We
also thank Applied Computer Technology of Kolkata as an organizer of the confer-
ence ESDA2021 for collecting, gathering, and preprocessing all documents required
for publishing this book.

Howrah, India Dr. Chandan Kumar Chanda
Radom, Poland Dr. Jerzy Ryszard Szymanski
Dhaka, Bangladesh Dr. Kamrul Alam Khan

Guwabhati, India Dr. Pranab Kumar Mondal
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Co-optimization of Energy and Reserve )
Capacities Through Expected Load Not L
Served

Priyanjali Mukherjee, Sudhangshu Sarkar, Bishaljit Paul,
and Chandan Kumar Chanda

Abstract Due to the ever-increasing load, generators are equipped with reserves
for sudden demand, and optimization is essential to reduce the operational cost. As
demand and supply vary continuously, the system’s frequency changes may cause
system load fluctuations and sudden power outages for any mismatch between them.
This paper proposes a model for optimal dispatch of energy and reserve capacity and
reveals DC load flow optimization in a three-bus system. This model has considered
a day ahead electricity market which includes varying power demand bid and gener-
ates energy along with reserve capacity. The state of the art applied in this paper
for minimization of the operational cost for generator production and its reserves
are sequential and simultaneous methods. The energy costs at different nodes are
examined by the locational marginal prices (LMPs), and how the dispatch of energy
and reserve capacities are available for the market participants at the minimum price
has been depicted in the paper. The reserve requirement is also calculated through a
probabilistic approach and incorporated within the framework of expected load not
served.

Keywords Reserve capacity + Energy and reserve - Co-optimization *+ Expected
load not served

P. Mukherjee (<) - S. Sarkar - B. Paul
Department of Electrical Engineering, Narula Institute of Technology, Kolkata, India
e-mail: priyanjalimukherjee.23 @gmail.com

S. Sarkar
e-mail: sudhangshu.sarkar @nit.ac.in

C. K. Chanda
Department of Electrical Engineering, Narula Institute of Technology, IIEST Shibpur, Shibpur,
India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 3
J. R. Szymanski et al. (eds.), Energy Systems, Drives and Automations,

Lecture Notes in Electrical Engineering 1057,

https://doi.org/10.1007/978-981-99-3691-5_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3691-5_1&domain=pdf
mailto:priyanjalimukherjee.23@gmail.com
mailto:sudhangshu.sarkar@nit.ac.in
https://doi.org/10.1007/978-981-99-3691-5_1

4 P. Mukherjee et al.

1 Introduction

In the deregulated market, the concept of nodal pricing is the most important factor
for trading electricity. The theory of spot pricing at various nodes was developed at
different prices at various nodes or buses were due to congestion in the transmission
lines. The losses in the line and congestion problem due to the limitation of thermal
restrictions of the line [1] are mainly responsible for an imbalance in energy prices at
various nodes. These differentiated spot prices are called locational marginal prices.
Ignoring losses and in an unconstrained environment, there is a special market-
clearing price [2, 3] in the system. This market-clearing price is equal to the marginal
cost of the generator.

It is essential to maintain security in the power system operation. The system must
be operated at all times so that the system will not be left in a dangerous condition
should any credible initiating event occur. Other outages like equipment failures,
transmission lines, etc., are there in the power system. Only a selected outage may
lead to severe conditions in power system security [4]. The marginal pricing market
approach is an efficient economic market signal for the transmission of power in
the grid [5]. Restrictions of generation capacity and transmission line limits prevent
supplying the least expensive energy to serve the demand and that the congestion
prevails. When a transmission line does not have enough capacity to meet the demand
at a certain location is a constraint in it. Locational marginal price [6] any node takes
account of the energy price, congestion cost, and charge of losses if accountable.
The competitive electricity market is operated with the bids submitted by market
participants to the ISO. Long-term and short-term electricity trading are two different
types of trading floors available depending upon the contiguity of the trading. Among
two different types of trading floors, electricity trading on short-term markets is
rapidly growing [7]. Often some of the electricity pools include intermediate market
activities between the day ahead and the balancing markets, intended to further
hedge against uncertainty and allow corrective actions in response to unexpected
events and errors by market agents. These trading arrangements are generally called
adjustment or intra-day markets. The day ahead market occurs on the previous day
to energy delivery [8]. Before energy delivery, the balancing market takes a few
minutes to balance production and consumption for un-deterministic producers, like
solar or wind [9]. To minimize energy production and demand imbalances, system
operators can implement reserve energy. It is the fixed amount of energy that can be
planned and generated prior to demand bids for balancing the dynamic system load
[10]. In the electrical power system, some ancillary services are provided by ISO to
minimize imbalances between energy production and demand imbalances. Among
these, reserves have a great impact on the power system to ensure reliability. Based
on the bids within a very short time, it can respond to serve the load. The generator
and its reserves play an essential role in the deregulated power market allocation due
to line congestion.
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2 Case Study

In the present work for a three-bus system, it has been shown how the optimization
algorithm captures the strong bond between energy supply and provision of reserve
capacity. Both sequential and simultaneous procurement have been performed.
Details of the bus system are given in Table 1.

The load angle of the Bus 1, 2, and 3 are §1, 62, and §3, respectively. Single line
diagram of the generating unit and load information is shown in Fig. 1.

In this proposed work, the reserve and the generated energy can be co-optimized
and it lies within the scope of ELD problem. In this paper, the different energy
generation units have been dispatched in both simultaneous and sequential way. The
reserve capacity is jointly dispatched with the generated energy. Having secured
constrained economic dispatch (SCED) operation of power system, LMP at any bus
or node has been calculated. Firstly, we have developed a model for the economic
dispatch of four power generation units. Through linear programme, minimum of an
optimization problem is specified by

min f TxsuchthatA - x < b.
Aeq.x < beq., where A and Aeq are matrices.

It has been considered that four power producers A, B, C, and D with 100 MW of
generating capacity run a plant. Producer A proposed to sell energy at Rs. 10/MWh,

Table 1 Details of bus

system Components Number(s)
Buses 3
Generators 4
Slack bus 1
Loads 3
Lines 3

Fig.1 Single line diagram 2

1
ine uni f) o
of generating units and load A C
information \Q = \Q)
_—

limit = 40 MW

l limit =80 MW 41
60MW limit= 45 MW 40MW
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B proposed to sell energy at Rs. 11/MWh, C proposed to sell energy at Rs. 13/MWh,
and D proposed to sell energy at Rs. 12/MWh. The system operator estimates that
55 MW is required for unanticipated events. Producer A is willing to provide reserve
at Rs. 4/MWh where B is offering at Rs. 6/MW, C is offering at Rs. /MW, and D is
offering reserve at Rs. 10/MW.

3 Mathematical Formulation

To implement the proposed system, a three-bus system connected to an electricity
market has been considered. Different cases have been considered for optimization
for energy and reserve capacities. The objective function for cost minimization is
developed or each cases in MATLAB environment.

Case IA: Furthermore, we have considered that the energy and reserve capacity
are sequentially settled, and ignoring the line constraints, the energy dispatch is
determined. The objective function has been formulated as

Min 10PA + 11PB + 13PC 4+ 12PD (1)

s.t: PA + PB + PC + PD = 200.

Capacities for each of the producers have been considered as 0—-100 MW.

PA, PB, PC, and PD are the amounts of energy sold by producers A, B, C, and D.
The clearing price results in Rs. 12/MWh.

After determination of energy dispatched, the reserve capacity market has cleared
as per the following:

Min: 4RA + 6RB + 8RC + 10RD 2)

s.t: RA +RB + RC + RD = 55.
Capacities are considered as

O0<RA<I100—PxA
O<RB<100— P« B
0<RC<100—P=xC
0<RD<100— P % D.

RA, RB, RC, and RD are the amounts of reserve capacity sold by the producers.
For reserve scheduling, the energy dispatched is taken as the input.

The total system operation costs, total cost (TCSEQ), include both the procure-
ment cost of energy and reserve capacity which has been calculated from 10PA +
11PB + 13PC + 12PD + 4RA + 6RB + 8RC + 10RD.
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The clearing price for the reserve capacity is Rs. 8/MW. Therefore, the profits
made by the individual producers under the sequential market have been calculated.

Case IB: Now we have considered that the energy and the reserve capacity are simul-
taneously settled, and ignoring the line constraints, the energy dispatch is determined
as follows:

10PA + 11PB + 13PC + 12PD + 4RA + 6RB + 8RC + 10RD (3)

s.t: RA + RB + RC + RD = 55.
PA + PB + PC + PD = 200; capacities are considered as

PA +RA <100
PB + RB < 100
PC 4+ RC < 100
PD +RD < 100
PA, PB, PC, PD, RA, RB,RC,RD > 0.

The profits made by the different producers with sequential markets were also
calculated.

Case ITA: Now we have considered that the energy and the reserve capacity are
sequentially settled, and considering the following line constraints, the energy
dispatch is determined as follows (Table 2).

For generation,

Min 10PA + 11PB + 13PC + 12PD (@))

s.t: PA + PB + PC + PD = 200.

The clearing price results in Rs. 12/MWh by considering bus 1 as the reference
bus and limit of all lines.

Capacities for each of the producers have been considered as 0—100 MW.

After determination of energy dispatched, the reserve capacity market has cleared
as per the following:

Min: 4RA + 6RB + 8RC + 10RD 5)

Table 2 Line parameters information

Line no From bus no To bus no Reactance (U) Line limit (MW)
1 2 20 40

2 1 3 25 80
2 3 30 45
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s.t: RA 4+ RB + RC + RD = 55.
Capacities are considered as

0O<RA<I100—PxA
0<RB<100—PxB
0<RC=<100—P=xC
0<RD<100—PxD.

Total cost (TCSEQ) has been calculated as 10PA + 11PB + 13PC + 12PD +
4RA + 6RB + 8RC + 10RD.

Therefore, the profits made by the different producers under the sequential market
have been calculated.

Case IIB: Now we have considered that the energy and reserve capacity are settled
simultaneously, and considering the same line constraints of CASE II, the energy
dispatch is determined as follows:

10PA + 11PB + 13PC + 12PD + 4RA + 6RB 4 8RC + 10RD (6)

s.t: RA + RB + RC + RD = 55;
PA 4 PB + PC + PD = 200.
Capacities are considered as

PA + RA < 100

PB + RB < 100

PC + RC < 100

PD + RD < 100

PA, PB, PC, PD, RA, RB, RC, RD > 0
—40 < B12(81 — §2) < 40

—80 < B13(81 — §3) < 80

— 45 < B23(82 — §3) < 45.

The simulation has shown that the simultaneous dispatch coupling between energy
and reserve has been considered. Also, the profit has been calculated for this case as
individually.

A probabilistic approach expected load not served has also been calculated for
estimating the reserve capacities. In response to a sudden increase of load, two
different balancing actions have been considered.

1. Producers increase production.
2. A part of the load, Lshed, will not be supplied. It will cause a huge economic
loss of Rs. 90/MWh.
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Based on 5% probability and for both with/without line constraints, it has

reformulated as

Min: 10PA 4 11PB + 13PC + 12PD 4 RA 4 6RB + 8RC + 10RD

+ 0.05% (10 *rA 4+ 11 % 1B + 13 % rC + 12 % rD + 90 * Lshed)’

rA + rB + rC + rD + Lshed = 55.

rA, 1B, rC and rD are the increase in production of producers.

All variable > 0
PA +RA <100
PB + RB < 100
PC +RC < 100
PD + RD < 100
Lshed < 55

rA <RA
B < RB
rC < RC
rD <RD

4 Result and Discussion

(7

The cost for sequential dispatch of energy and reserve without line constraints is
obtained from the simulation as given in Table 3.

Cost for simultaneous dispatch of energy and reserve without line constraints is
obtained from the simulation as given in Table 4.

Table 3 Optimization

problem solution of

sequential dispatch (energy
and reserve) without line

constraints

Energy Reserve

P*A (MW) 100 R* A (MW)

P * B(MW) 100 R * B (MW)

P*C (MW) 0 R* C (MW) 55
P * D (MW) 0 R* D (MW) 0
Cost (Rs.) 2100 Cost (Rs.) 440
LMP (Rs./MWh) 12 LMP (Rs./MWh) 8
Total cost Rs. 2540
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Table 4 Optimization problem solution of simultaneous dispatch (energy and reserve) without line
constraints

P * A (MW) 45
P * B (MW) 100
P * C (MW) 0
P * D (MW) 55
R * A (MW) 55
R * B (MW) 0
R * C (MW) 0
R * D (MW) 0
Cost (Rs.) 2430
LMP 1 (Rs./MWh) 12
LMP 2 (Rs./MWh) 6

Table 5 Optimization E R

problem solution of nerey cserve

sequential dispatch (energy P*AMW) 100 R*A (MW)

and reserve) with line P*RB (MW) 100 R*RB (MW)

constraints
P *C (MW) 0 R* C (MW) 55
P * D (MW) 0 R * D (MW) 0
Cost (Rs.) 2112 Cost (Rs.) 440
LMP (Rs./MWh) 12 LMP (Rs./MWh) 8
Total cost Rs. 2552

The cost for sequential dispatch of energy and reserve with line constraints is
obtained from the simulation as given in Table 5.

Cost for simultaneous dispatch of energy and reserve with line constraints is
obtained from the simulation as given in Table 6.

Profit for both sequential and simultaneous cases is shown in Fig. 2.

It is observed that under the solution of simultaneous optimization for energy
and reserve, the profits for the producer’s A and B are both Rs. 200 and Rs. 100,
respectively. Moreover, under the simultaneous dispatch, the load is shredded to
36 MW, taking line constraints into account. Moreover, the energy procured from
the reserve of Generator A is 19 MW without line constraints and 17 MW taking
line constraints into account. Moreover, it is observed that Gen A’s reserve capacity
to be considered is 19 MW without line constraints, and 17.06 MW capacity for Gen
A is needed taking line constraints into account. The other reserves of generators B,
C and D need not be taken for simultaneous dispatch.

Results based on 5% probability and for both with/without line constraints when
expected load not served are given in Table 7.
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Table 6 Optimization -
problem solution of P*AMW) 4
simultaneous dispatch P * B (MW) 100
(energx and reserve) with line  p x ¢ (MWw) 0
constraints P D (MW) 55
R*A (MW) 55
R * B (MW) 0
R*C (MW) 0
R * D (MW) 0
Cost (Rs.) 2430
LMP 1 (Rs./MWh) 12
LMP 2 (Rs./MWh) 6
Fig. 2 Profit for different Profit of prod ucers
electricity producers
250
&
w 200 -
>
e 150 Tl ——— H Sequential
Z
= 100 T | @Simultaneous
§ 50 T
a O0- s
A B C D
PRODUCERS
Table 7 Optimization Variables/ Without line With line
problem solution of . . .
. . constraints constraints constraints
simultaneous dispatch
(energy and reserve) with/ Cost (Rs.) 248 225
Wiﬂ.lOut line constraints Lshed (MW) 36 32.93
during load not served
rA (MW) 19 17
RA (MW) 19 17.06

5 Conclusion

This paper exhibits its novelty in a way so that the reserve commodities are jointly
dispatched with the generated energy. It has been shown that the total system oper-
ation cost in sequential energy and reserve scheduling is higher than simultaneous
scheduling. Hence, while both energy and reserves are jointly dispatched using the
optimization problem, it minimizes system operating costs. This paper has also shown
that using expected load not served (ELNS), which is a stochastic security metric, the
average amount of energy not supplied as a result of load shedding is also determined
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to meet economic limitations. Moreover, it is expected that due to the penetration of
low and high probability of stochastic renewables such as wind and solar, the total
operating cost becomes minimum concerning the energy price if renewables are not
incorporated.
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Abstract The simplicity of the PSO method inspires researchers for its uplift
and modifications. Various hybridizations of PSO methods have been successfully
implemented according to the optimization requirements. The development of PSO,
its upgrade, modifications, comparisons, and applications are discussed here. This
review paper represents a survey of sixty papers on the research progress in Particle
Swarm Optimization (PSO) from 2006 to 2021. All the papers have been classified
into 24 categories based on numerous features. The paper is in an integrated form that
would help to learn about the various ways to implement the optimization technique
of PSO all in one go. This paper shows that objectives can be different, but the path
will remain the same. It also helps for futuristic works.

Keywords Particle Swarm Optimization - Particles + Stochastic algorithm

1 Introduction

Particle Swarm Optimization (PSO) is a stochastic algorithm to get an optimum
solution to modified power system problems. This algorithm works on the prin-
ciple of how birds or fish school together following a leading individual, just like
the particles of a system which tend to follow the best particle of the group. This
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algorithm efficiently simulates high-speed interconnects used in digital applications
[1]. The algorithm can be adapted to optimize the location of devices, their types
and rating [2], and security monitoring to minimize the time of fault clearing [3].
PSO is more capable of global optimization, easier to solve complex mathematical
problems, depends on lesser parameters than other arithmetic algorithms [4], and
is considered effective for nonlinear optimization problems [5]. This evolutionary-
based technique by Kennedy and Eberhart in 1995 [6] assigns each possible solution
arandom velocity, and then it flows through problem hyperspace [7]. In a population,
the particles’ optimal solution is attained over time [8] when the neighboring parti-
cles adjust their velocity based on their momentum and track the global best particle
[9]. The poor-performing particles are eliminated and scattered to arbitrary positions
[10]. The PSO algorithm can also solve discrete nonlinear problems of reactive power
optimization [11] to minimize active power loss in transmission networks [12]. In this
genetical algorithm on swarm intelligence [13], the particles constantly update their
speed to get better locations with each iteration [14]. It calculates the fitness of each
particle through associated algorithms [15]. The stochastic algorithm uses a velocity
vector to update every individual’s current position of its swarm [16], determining the
parameter values by experimentation [17]. Each swarm particle is represented as a
solution to reactive [18] and functional power problems [19]. The individual particles
actively participate in finding both the ‘extreme particles,” the first being the ‘local
best’ found by the individual particle themselves and the second being the ‘global
best’ found by the whole group [20], which, when combined, serves as a powerful
optimizer [21]. Here, the reserve of the power system is vital to improve transient
voltage security using Dynamic Reactive Power [22], and a reactive power regulation
strategy is proposed for a distribution system connected with high-penetration photo-
voltaic (PV) generation [23]. In 1997, another modification of the traditional PSO
was given by Kennedy and Eberhart, namely the Binary Particle Swarm Optimization
(BPSO), as it optimizes test functions strongly and reaches global optima quicker
compared to other algorithms [24]. Meta-heuristic modifications of traditional PSO
are made to avoid untimely convergence [25] to optimize overall expenses of energy
production in a wind-generated/diesel-operated/PV power system [26]. In the algo-
rithm, better results are acquired as each iteration depends upon the optimal position
of each particle [27], impacting a high demand for photovoltaic systems, but being
expensive, it needs some modified optimization techniques to be implemented [28,
29]. Expansion of the transmission system is complex because of its mixed-integer,
nonlinear, nonconvex nature. To solve such a problem, Particle Swarm Optimization
Technique is introduced. Various techniques have been proposed for PSO by eminent
researchers [30, 31]. For which eminent researchers have proposed various adapted
techniques of PSO. PSO is advantageous because of its rapid convergence, require-
ments of simple parameters [32], and minimal cost function [33]. When the logical
position is initially introduced to the swarm, the objective value function results
in better values and processes with each iteration. It has been conventionally used
in neural network training, signal processing, etc., because of its fast convergence,
the requirement of lesser parameters, simple calculations, and many more advan-
tages [34]. While targeting optimization, another adaptation, the combined process
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of simulated annealing and PSO (SA-PSO), optimizes the capacity of a wind/PV
system [35] as the main technical issue is the capacity and allocation of the system
[36]. Here, an adaptive weighted Immune Particle Swarm Optimization Algorithm is
introduced to overcome the shortcomings of the classical PSO Algorithm, including
easily falling into the local optima [37]. In this article, different techniques and
modifications of Particle Swarm Optimization have been reviewed as this technique
is the most powerful nonlinear problem-solving algorithm of optimization [38]. A
combination of Hybrid-Charged System Search and PSO (HCSS-PSO) is analyzed
to minimize the loss rate in transmission lines [39]. The swarm-based optimization
process [40] requiring lesser parameters and speedy search processes [41] is refined
to work a little better with the help of two mutations—Cauchy mutation (Cauchy
MPSO) and Gaussian mutation (Gaussian MPSO) to improve the convergence for
achieving better solutions [42]. To find the value and ideal position of SVC for reduc-
tion of loss and enhancing voltage profile, PSO is proved to be more suitable than
any other conventional algorithm [43]. The search technique based on predatory
bird behavior [44] can also solve bad data detection [45], unit commitment issues
[46], and other robust power management tasks [47]. This work investigates the
reduction of active power losses through optimum dispatch of reactive power and
control of voltages using the PSO technique. This work has been implemented as
an engine to solve the load flow [48]. The meta-heuristic optimization algorithms,
Particle Swarm Optimization, and Differential Evolution are promising candidates
to be applied to OPF problems [49] and in power systems using its adapted version,
the Binary PSO (BPSO) technique. Apart from bird Swarming, another optimization
technique is adapted from the predatory nature of eagles (locating target, swooping
down, striking, and hunting) known as the Eagle-Foraging Particle Swarm Optimiza-
tion (EFPSO), which gives an inexpensive and computationally accurate solution to
load flow problems in networks [50]. In Kenya, a 310 MW Wind Power Plant was
commissioned, and they are clean energy technologies and relatively cheaper than
fossil-fuels [51]. PSO, an arbitrary search technique based on cluster intelligence
[52] modified as Binary Social Learning Particle Swarm Optimizer (BSLPSO), is
proved to be beneficial for unit commitment (UC) issues in the economic dispatch
of power systems [53]. When adapted as MPSQ, it results in a better optimization
technique to increase output power in PV systems under abnormal conditions [54].
The Multi-objective Particle Swarm Optimization (MOPSO) is proposed to resolve
the constrained multi-objective OPF issue in an Electrical Power System with contra-
dictory objectives [55]. PSS in a Multi-Machine environment is a proposed objec-
tive function and the time-domain simulation results of the PSO-based PPS under
different operating conditions are demonstrated on the 16-machine 68-bus system
[56].

Figure 1 shows how fishes or, as in here, particles follow a best-chosen individual
to attain their optimum position [57]. Likewise, the particles in a power system follow
the best individual while optimizing an intricate power system problem using PSO.
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Fig. 1 Fishes schooling
around the best individual of
the group

2 PSO Overview

Particle Swarm Optimization (PSO) is a stochastic optimization algorithm that iter-
ates a problem by having a population of particles and moving the particles according
to the position and velocity of each particle. This algorithm is inspired by how fishes
swim in shoals or bees move in swarms in a synced movement and velocity. When
it is time to migrate or find food, fishes or birds do not know which path to follow,
so they tend to lead the individual closest to the destination. Similarly, in PSO, the
particles follow up on one particular particle and optimize its performance. A fish
or a bird moves, maintaining its position and velocity regarding time . And when it
needs to change position, the velocity changes accordingly. It changes its direction
and velocity from past experiences or from neighbor individuals. This concept is
applied to modify an artificially simulated nonlinear problem-solving optimization
technique, Particle Swarm Optimization (PSO).

3 PSO Characteristics

Each solution considered as the fish is called a particle. Each particle possesses a
fitness value calculated by the objective function. All the particles are aware of their
best performance and determine the group’s best performance. Thus, they adjust
their velocity considering their best performance and the best performance of the
best particle.

4 Algorithm of PSO

The formulation of classical PSO is shown through the following equations:
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Fig.2 Algorithm flowchart |:> I Particle initialization

it <

Calculaton of fitness of each particle

1T Sz

Velocity modification based on local
best and global best particle

| Next iteration |<: Criteria termination

e

Step (1). Updated velocity: The velocity xth particle at iteration i + 1.
D' = P,D.{K, xarbx (Bp, — Y,)} + {Kp xarb* (Bg, — Yi)}. (1)

Inertia Effect in Locally Searched and Globally Searched Systems

D,  Velocity of xth particle.
DI*! Velocity of xth particle at i + 1th iteration.
Y, Position of particles.

Step (2). Updated position

K, Aand K, learning factors.
Bp', Best personal performance.

vi = (i i) @
P, Inertia weight factor.

Bg' Best performance of the group.
arb Random numbers between 0 and 1.

Here, Fig. 2 represents the flowchart of the algorithm on which PSO works.

5 Evolution of PSO

The name, year of publishing, and methodology used by the researchers that are
discussed in this paper are as in Table 1.
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From Table 1, it is found that, the heuristic algorithm, Particle Swarm Optimiza-
tion (PSO), based on predatory bird behavior, has been adapted in various ways

by merging other algorithms or methods to use it for better energy production and
management.

5.1 Modified Particle Swarm Optimization (MPSO)

It discusses five aspects—chaos-based initialization, sigmoid formulation, maxi-
mized focus distance, unique update strategy, and mutated position mechanism,
respectively. It comparatively shows better results than PSO in minimizing active
and reactive power losses improving the stability of the system.

5.2 Heuristic Particle Swarm Optimization (HPSO)

It utilizes a fly-back mechanism to handle the problem constraints when the particles
fly in searching space and improve their performance.

5.3 Parallel Particle Swarm Optimization (PPSO)

PPSO is proposed based on a PC cluster system to overcome the limitations of
heuristic algorithms.

5.4 Parallel Inmune Particle Swarm Optimization (PIPSO)

It effectively gets over untimely convergence issues of PSO as it uses real and integer
number encoding to execute discrete and continuous variable encoding.

5.5 Hierarchical Particle Swarm Optimization (HPSO)

HPSO gives a better solution regarding circuit designing compared to manually
designed circuits or the circuits implemented by using traditional PSO or Genetic
Algorithm (GA).
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Table 1 Modifications of PSO through the years

S. No. Name of the researcher Year Methodology applied

01 Bastola et al. [1] 2007 Particle Swarm Optimization

02 Parastar [2] 2007 Non-traditional optimization technique and
Modified Particle Swarm Optimization
(MPSO)

03 Hoballah [3] 2008 Particle Swarm Optimization

04 Fu [4] 2008 Heuristic Particle Swarm Optimization

05 Jeong [5] 2009 Parallel Particle Swarm Optimization

06 Al-Hinai [6] 2009 Particle Swarm Optimization

07 Wang [7] 2009 Chaos Particle Swarm Optimization (CPSO)

08 Thakker [8] 2009 Hierarchical Particle Swarm Optimization

09 Chen [9] 2009 Modified Genetic Particle Swarm
Optimization

10 Lu [10] 2009 Particle Swarm Optimization

11 Xiao [11] 2010 Hybrid Particle Swarm Optimization
algorithm

12 Liu [12] 2010 Particle Swarm Optimization

13 Jaini [13] 2010 Particle Swarm Optimization (PSO)

14 Wang [14] 2011 Improved Particle Swarm Optimization

15 Zhou [15] 2012 Particle Swarm Optimization

16 Mabhapatra [16] 2012 Particle Swarm Optimization (PSO)

17 Shugqin [17] 2013 Adaptive Particle Swarm Optimization
algorithm

18 Deepa [18] 2013 Particle Swarm Optimization and Modified
Particle Swarm Optimization

19 Le Dinh [19] 2013 Self-organizing hierarchical PSO with TVAC

20 Wang [20] 2014 Parallel Immune Particle Swarm Optimization

21 Hopko [21] 2014 Particle Swarm Algorithm

22 Guangming [22] 2015 Particle Swarm Optimization

23 Yang [23] 2015 Mutation Fuzzy Adaptive Particle Swarm
Optimization (MF-APSO) algorithm

24 Babu [24] 2015 Binary Particle Swarm Optimization (BPSO)

25 Mandal [25] 2015 Self-Adaptive Particle Swarm Optimization
technique

26 Maleki [26] 2015 Improved Particle Swarm Optimization
algorithm

27 Baharozu [27] 2015 Improved Particle Swarm Optimization
Method (IPSO)

28 Sawant [28] 2016 Particle Swarm Optimization

(continued)
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S. No. Name of the researcher Year Methodology applied

29 Mandal [29] 2016 Hybrid Particle Swarm Optimization
technique

30 Warudkar [30] 2017 Particle Swarm Optimization (PSO)

31 Wu [31] 2017 Improved Particle Swarm Optimization
(IPSO)

32 Xia [32] 2017 Multi-objective Particle Swarm Optimization
algorithm (MOPSO)

33 Zografos [33] 2017 Particle Swarm Optimization

34 Gao [34] 2017 Improved Particle Swarm Optimization
(IPSO)

35 Hu [35] 2018 Simulated Annealing-Particle Swarm
Optimization

36 Liqun [36] 2018 Particle Swarm Optimization

37 Lu [37] 2018 Adaptive Weighted Immune Particle Swarm
Optimization

38 El-Saady [38] 2018 Particle Swarm Optimization

39 Zhang [39] 2018 Hybrid-Charged System Search and Particle
Swarm Optimization (HCSS-PSO)

40 Viet [40] 2019 Particle Swarm Optimization (PSO)

41 Li [41] 2019 Adaptive discrete Binary Particle Swarm
Optimization algorithm

42 Sarangi [42] 2019 Gaussian and Cauchy mutations modified
Particle Swarm Optimization algorithm

43 Igbal [43] 2019 Particle Swarm Optimization

44 Liu et al. [44] 2019 Improved PSO

45 Kumar [45] 2019 Binary Particle Swarm Optimization (BPSO)

46 Xi et al. [46] 2019 Offset Binary Particle Swarm Optimization
algorithm

47 Damisa [47] 2019 Particle Swarm Optimization

48 Cabezas Soldevilla [48] 2019 Particle Swarm Optimization

49 Sennewald [49] 2020 Differential evolution and PSO

50 Ghosh [50] 2020 Eagle-Foraging Particle Swarm Optimization
and PSO

51 Chepkania [51] 2020 PSO and N-R algorithm

52 He [52] 2020 Improved Particle Swarm Optimization
(IPSO)

53 Zhao [53] 2020 Binary Social Learning Particle Swarm
Optimization (BSLPSO)

54 Ibrahim et al. [54] 2020 Modified Particle Swarm Optimization

55 Ahmed [55] 2021 Multi-objective Particle Swarm Algorithm

(continued)
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Table 1 (continued)
S. No. Name of the researcher Year Methodology applied
56 Kabat [56] 2021 Binary Particle Swarm Optimization (BPSO)

5.6 Chaos Particle Swarm Optimization (CPSO)

CPSO minimizes the risk of voltage collapse and real power losses. This methodology
is modified by adding Chaotic Local Search (CLS) to PSO.

5.7 Modified Genetic Particle Swarm Optimization (MGPSO)

MGPSO integrates the Genetic Algorithm, differential evolution, and PSO to give
better results for economic dispatch problems rather than traditional methods.

5.8 Adaptive Particle Swarm Optimization Algorithm (APSO)

It is a self-adaptive strategy with conditions of boundary constraints that finds
optimal global solutions to produce better solutions related to discrete reactive power
problems.

5.9 Adaptive Focusing Particle Swarm Optimization
(AFPSO)

This is proposed to optimize reactive power with better simulation output compared
to other optimization algorithms.

5.10 Mutation Fuzzy Adaptive Particle Swarm Optimization
(MF-APSO)

MF-APSO and a proposed strategy of reactive power regulation are integrated and
compared with traditional ways for line loss reduction and overvoltage mitigation.
As a result, MF-PSO is found to excel in solving the concerned problems regarding
line losses in a PV generation system.
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5.11 Binary Particle Swarm Optimization (BPSO)

This algorithm optimizes the placement of PMU inside a power system network and
aids in identifying multiple interacting unwanted measurements.

5.12 Improved Particle Swarm Optimization (IPSO)

It uses probabilistic mechanisms in place of differential methods to achieve global
optima and escape local optima and is easy to implement.

5.13 Multi-objective Particle Swarm Optimization (MOPSO)

It is an economical configuration of flexible power that puts forward network losses
and optimizes the problem better than traditional PSO.

5.14 Simulated Annealing-Particle Swarm Optimization
(SA-PSO)

SA-PSO considers economy and system reliability as its optimization goal. The
optimal result is attained through MATLAB programming, and more effective and
reasonable results can be seen compared to PSO.

6 Mathematical Modeling of Different Methods

Classical Particle Swarm Optimization [1]

The traditional PSO technique works according to the following equations
D' = P,D.{K xarbx (Bp} — Y,)} + { K, x arb* (Bg, — ¥,)} 3)

Inertia effect of Lacally Searched and Globally Searched systems

DIt Velocity of particle x at iteration i.

P, Inertia weight factor.
K1, K, Learning factors.
arb Random numbers between O and 1.

Y, Position of particles.
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Bpgc Best position of particle x at iteration i.
Bp', Best position of the group or neighbor particle until iteration.
1 No. of iteration.
Iy The number of highest iterations.
I; The number of present iterations.
Pwmax  The highest weight.
Pwmin  The starting weight.
Y=, ..., Y, (4)
DXZ(Dxla"'ann)v (5)
_ (yBp Bp
Bp, = (YX1 ... YP ) 6)
Be, = (Y5 yBe (7
8x xl> > %xn )
vt = (vl + D). (8)

Steps of PSO Algorithm [18]

The 1st step, the ‘n’ number of particles are initialized arbitrarily.
In the 2nd step, all particle’s fitness functions are determined.

In the 3rd step, all Parameters like Bp (Best Position Particle), Bg (Best Position
of group Particle), Velocity, and Iteration Count are initialized.
In the 4th step, all iteration counts are updated.

In the 5th step, Bp and Bg are updated.

In the 6th step, the Velocity Components are updated by the main Equation.

In the 7th step, the Position Components are updated by the main Equation.

In the 8th step, Stopping Criteria are Checked in two steps, 8(a) and 8(b).

In the 8th (a) step, If the 100 iterations are completed, the process is stopped.

In the 8th (b) step, If the 100 iterations are not completed, then the update Iteration
Count.

Modified Particle Swarm Optimization [18]

After initialization of Bp (best position of a particle) and Bg (Globally the best posi-

tion) and also after the calculated iteration and velocity from PSO, the optimization

technique has to rationalize the population by using MPSO.
The inertia weight factor:
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i—1 i—1 i—1
UL, x Ui - Ul

Pw' = Pomin + — ' . )
Uit x ‘U{’l — Ui ‘
It is to be calculated by using where U is the Scaling Factor.
The factor of modified acceleration:
A Uit
Ki.= | = (10)
Ugp,
K! Uil (11)
2x = =1
Ug,

After that, this method will follow the rest of Particle Swarm Optimization
technique.

Gaussian Modified Particle Swarm Optimization [42]

The GMPSO describes the output of an arbitrary variable by some arbitrary
independent events.
The modified equation of the Gaussian function is defined as follows

1 (z=mp)?
G() = ————¢ % , 12
@ V2 X T xS, 12)

where

S, Standard Deviation.
m, Mean.
z Variables.

Improved Particle Swarm Optimization [31]

It depends on two things, which are Adaptive Inertia Weight and Cross-Variation,
and works according to the following algorithm:
Inertia weight can be formulated as

D' = P,D, + {K; xarb() * (Bp,—Y,)} + { Ko x arb() » (Bg,—Y,)}, (13)
Y;+1 — (Y; + Di+1), (14)

5)

Lwyax — Lwp:
Lo — meax_<M>x,r_

Lihigh

Here, Lw is the Adaptive Inertia Weight.
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Hybrid Particle Swarm Optimization [29]

Hybrid Particle Swarm Optimization ensures an improved method to determine
different objectives. Basically, all of them depend on the classic Particle Swarm
Optimization.

Black Hole Particle Swarm Optimization

This method is related to basic PSO and the creation of a black hole theory. This
works with determining a current best solution and a black hole that is created near
it.

So, the new position of the particle is to be determined by taking a distance
between particle best and global best.

Yol =Yg + Dyt for My, > p, (16)
Yot =Bg, + 2L, (1, —0.5) for M., < p, (17)

L, =u|Bg, — Y| (18)

n | .
M! The Probability.

L' Radius of the path, which is circular.

0 Threshold probability.

@ Region which is specified.

/ Fitness of particle.

Eagle-Foraging Particle Swarm Optimization [50]

This technique is applied by keeping the predatory nature of eagles (locating a target,
swooping down, striking, and hunting) in mind. The formulation of the technique is
given as follows:

Pq_jQq_yqlAlq_yq2A2q_"'_anAqn =0. (19)
A, =|A4|4q, ie., voltage in polar form.
Ay = |A4| 49, is its conjugate voltage.

7t +1) =z,(t) + Dy(t + 1), (20)

Dy(1) + Dy(t — 1) + ayry (localbest(t) — z4 (r — 1)) + azra(globalbest(r) — z4 (t — 1)),
21
where

P, Real power produced in the bus ‘g.’
Q, Reactive power produced in the bus ‘g.’
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|A,4l Voltage magnitude of the bus ‘q.’
vqx  Elements of node admittance matrix Ypys; k =1,2,3, ..., n.
zg  is the position of the particle ‘q.’

Offset Binary Particle Swarm Optimization Algorithm [46]
The algorithm improving unit commitment issues of wind farms includes the

following formulations:

2

H T
Min F = Z Z[(bcxf(fo)) + Ecxbcx(l - bx(cfl))] (22)

c=1 x=1

Subject to,

1. Power balance constraint

Ty Ty
D beLf + Y LY =LE. (23)
x=1 x=1

2. Positive and negative rotations regulate constraints of the system after wind power
is connected to the grid

T,

g
> begLE™ — LG > B+ LG x f,%. (24)
x=1
Tg
LG = b LE™ > LG x f,%. (29)
x=1
3. Generation limit constant
LEM < L8, < LEM™, (26)
4. Minimum up and downtime constraints. 27
5. Generator climbing constant
GM, x AH < L§ ., — L <IM, x AH, (28)
(L) = my +nyLE, +ocLE,, (29)

where

F Total production cost.
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F(LE) Fuel cost function of the dth unit with generation output L, at cth
hour.

MX, n,, ando, The quadratic polynomial coefficients.

T, Number of generators.

H Number of hours.

LS, Generation output of the dth unit at cth hour.

E.. Start-up cost of the dth unit.

bex ON/OFF status of the dth hour and b.; = 0 when OFF, b.;, = 1
when ON.

fo% Maximum rate of change when wind power reduced.

B. Spinning reserve at the cth hour.

Ly Load demand at the cth hour (set to 10% of).

L Wind power forecasting power at the cth hour.

fi% Maximum rate of change when wind power increases.

GM, The rate of drop in the minute of the output of unit d.

M, The rate of rise in the minute of the output of unit d.

H" Minimum Up-Time of dth unit.

HO Minimum Down-Time of dth unit.

I Duration during which the dth unit is continuously on.

o Duration during which the dth unit is continuously off.

LE™ Maximum generation limit of the dth unit.

rsm Minimum generation limit of the dth unit.

Gaussian and Cauchy Mutations in Modified Particle Swarm Optimization
Algorithm [45]

Equations of Gaussian mutation and Cauchy mutations are introduced to PSO, and
the optimization technique is modified

max;

P(i) = Proin + (Pmax — Prmin) x ¢ (0, (30)

Pmax  The maximum weight value.
Pmin  The minimum weight value.
max; The maximum number of iterations being used here.

Parallel PSO Algorithm [5]

In this optimization technique, one of the key factors is the population size that
will affect the search performance for seeking the optimal solution. Using the PC
cluster system, the Parallel PSO Algorithm is proposed and paralleled. The exchange
model of evaluation information is the most important issue in parallelizing the PSO
algorithm, which should be solved.

Here, each processor is involved in parallel computing to allocate each Sub-
Population. For these neighboring Sub-Populations, each processor can impart as
shown in Fig. 3 which represents the configuration of parallel processing.



28 S. Dasgupta et al.

Fig. 3 Configuration of
parallel processing

Sub pop 1 Sub pop 6 :-—-; Sub pop 5

Configuration of Parallel Processing

Sub pop 2 : Sub pop 3 N Sub pop 4

Initialize Population: In the Genetic Algorithm Process, the Initialize Population
is the first step. Population P can also be defined as a set of chromosomes in the
current generation. The initial population P(0), which is the first generation, is usually
unwanted.

Evaluate Fitness Function: It is also known as Evaluate Function. It is evaluated
on how close a given solution is to the optimum solution of the desired problem.

Information Exchange: It is also known as Information Sharing. It means that
people or other entities pass information from one to another, and it has a long
history in Information Technology (IT). In the case of traditional information sharing,
committed data is sent one-to-one and alternates between a sender and a receiver.

Update Position of Each Particle: A vector represents a point P on the line in
relation to the origin ‘O’ where it is moving in a straight line. It is often thought of
as a function of time, and it writes X (¢) for the position of the particle at the time ‘.’

Multi-objective Particle Swarm Optimization Algorithm (MOPSO) [35]

This algorithm optimizes network loss problems and equates as follows:

Dy(n+1) = P,Dy(n) + jili[Bp, (n) — My (n)] + 22[Bg,(n) — Ma(m)], (31)

D(n+1)=D;(n+ 1)+ M, (n), (32)
where
n The number of iterations.
P The inertia weight.

ji1and j, Learning factors.
ly and [, Random number (range of 0-1).
M, Position of the particle.

Adaptive Particle Swarm Optimization

Mathematically, the particles are manipulated according to the following equation:

Dt = p,D, + [K1 * arb(O, %) * (Bpﬁc — Yx)l + {Kz * arb(O, %) * (Bgi - Yx)l,
(33)

yx,n(i + 1) = yx,n(i) + Dx,n(i + 1)7 (34)
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2
y = oG > 4.0. (35)

2— &y —/Z —4

7 Future Direction

The review study in this paper highlights several beneficial factors which are asso-
ciated with improving the system performance using PSO. The future trend of the
optimization process focuses on a more target-specific approach to increasing the
efficiency of a system like minimum power loss, zero possibility of voltage collapse,
better reactive power balance, and appropriate location detection for implementing
a piece of equipment. The future version of PSO will find out optimal solutions for
a complex system whose operations are associated with several problem factors.

8 Conclusion

This paper gives a brief idea about the various moderations of PSO that have been
proposed by eminent researchers to solve optimization problems. While studying
PSO and its modification, this paper will help readers to get an idea about the topic
in an integrated form: how the methodologies work, their applications algorithm,
and the mathematical modeling of every technique. A subtle comparison of the
moderations of PSO and the conventional PSO is also mentioned to understand the
advantages of applying the modified algorithms over the traditional one.
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Edulapalli Venkata Somanath Reddy, M. Jesta Kamath, and Vikash Kumar

Abstract In this paper, design of a novel integrator and differentiator circuit built
using an active device like voltage difference transconductance amplifier (VDTA)
has been discussed. The circuits presented in this paper illustrate the design of a
differentiator using two VDTAs and a capacitor and a design of integrator using a
VDTA and a capacitor. The circuits presented here work with a power supply of +
1 V and use current sources with a bias current of 100 pA. The circuits are designed
with 180 nm CMOS technology using the Virtuoso tool provided by Cadence. The
integrator and differentiator have a power consumption of 400 wW and 800 pnW,
respectively. The voltage gain of the integrator and differentiator is 4.863 and 5.439,
respectively, at 27 °C. The circuit design has been simulated. PVT analysis of the
circuits has been performed, and the results are provided.
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1 Introduction

Over recent years, the conventional voltage-mode operation is being superseded by
current-mode and transconductance mode operation due to their low power consump-
tion, less complexity and higher slew rate. This has resulted in many active current-
mode elements like current conveyor (CC) and transconductance mode elements
like current difference transconductance amplifier (CDTA) and voltage difference
transconductance amplifier (VDTA). In this paper, the design of an integrator and
differentiator circuit using VDTA has been discussed.

Integrator is a circuit where output signal is the integral of the input signal. These
are extensively used in analog to digital convertors, analog computers and wave-
shaping circuits [1]. Generally, these circuits employ op-amps, but they do not provide
wider dynamic range and larger bandwidth [2]. A few alternate circuits using different
transconductance and current-mode elements such are VDTA, CDTA and CC are
presented to overcome these drawbacks [3].

Differentiator is a circuit where output signal is the differentiation of the input
signal. The operation of differentiator is the reverse of integrator. Differentiator
circuits are also employed in wave-shaping circuits. One such application is to detect
the high-frequency components in the input signal. Further, differentiators also play
a vital role in electronic analogue computers and analogue proportional integrator
differentiator (PID) controllers.

2 VDTA

VDTA is a recently introduced active building block. It was introduced by Biolek
et al. [4]. Itis an active transconductance mode element that provides better gain and
less complexity than the operational transconductance amplifier (OTA). VDTA can
operate both in current and voltage modes. It can also be used in transconductance
mode. There are several applications of VDTA [5-8]. Figure 1 shows the circuit
symbol of VDTA. It is a five-terminal device, i.e., two inputs, one intermediate
terminal and two outputs. The five terminals in VDTA are labeled as n, p, z, x~ and
x*.

VDTA is composed of a voltage difference unit which is controlled by the
current source, followed by dual output transconductance amplifier. VDTA has two

Fig.1 Circuit symbol of the
VDTA active building block

VDTA
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cascaded transconductances. These transconductances are called Arbel-Goldminz
transconductance [9]. By varying bias currents, the transconductance values are
tunable.

The transistor level depiction of the VDTA circuit is shown in Fig. 2. VDTA has
two stages. The first stage has two input terminals which have very high impedance
which have been labeled ‘n’ and ‘p’. There is an intermediate terminal ‘z’ which
generates an output current (i,). This current is proportional to the voltage difference
between the input terminals ‘n’ and ‘p’. This current causes a drop in voltage across
terminal ‘z’. This voltage drop produces output currents at the two output terminals
x~ and x*, respectively. The output currents at x* and x~ terminals are identical
but reverse in direction. The mathematical expressions which give the relationship
between the various terminals are given.

i 0 0 0
in 0 0 0 [y
iz = | 8mf —8mf 0 Up (1)
I+ 0 0 +8ms Uz
Iy 0 0 —gms
8m18m2 Em38m4
8mf = + ) 2)
" (gml + gm2 8&m3 + &ma
8m58m6 8m78m8
8ms = + ) 3)
" (gmi + &me &m7 + &ms

Here, g is the transconductance of kth MOSFET which is given by

Wi

8mk =,/ Ipias itk Cox (L_> . 4
k

Fig. 2 Transistor-level
depiction of VDTA
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Here, Iy, signifies the bias current of VDTA; wy is the mobility of the charge
carriers, Cox is the oxide capacitance, and (Wy/Ly) is the transistor dimensions of
kth MOSFET where k varies from 1 to 8.

3 Integrator and Differentiator

The presented integrator circuit is composed of a VDTA and a capacitor (C). The
circuit symbol of the presented integrator is shown in Fig. 3. In the presented inte-
grator circuit, vj, is the input signal that is applied at the ‘p’ terminal. Terminals ‘x~’
and ‘n’ are grounded, and the output has been taken from the ‘z’ terminal across the
capacitor (¢).

vzzéfiz~dt=é/vin-gmf~dt (5)
Vout = Ry - gms -+ Vz. (6)

From (5) and (6),
Vout = Ri -+ &ms - é : gmf/ vind?. @)

Thus, the voltage across capacitor (v,y) is the integral of the applied input voltage
(Vin)-

The presented differentiator circuit is composed of a VDTA and a VDTA emulated
inductor [10]. The circuit symbol of the presented differentiator circuit is presented
in Fig. 4.

Fig. 3 Circuit symbol of
proposed integrator




A Novel Architecture of Integrator and Differentiator Circuits Using VDTA 39

Fig. 4 Circuit symbol of
proposed differentiator

VDTA
N Xt

I
T

In the presented circuit, the input signal vy, has been applied at the ‘p’ terminal, the

terminals ‘x~’and ‘n’ have been grounded, and the output is taken at the ‘z’ terminal
across the VDTA emulated inductor.

diz d(vin : gmf)
,=L.-—=L.—>—~ 8
v dr dr ®
C
L=— )
8mf * &ms
Vout = &ms * Vz X RL (10)
From (8)—(11),

d in
Vou = RL-C- =2, (11)

dr

Thus, the voltage across inductor (voy) is the differential of the input voltage (viy).

4 Simulation Results

To verify the working of the presented circuits, various simulations and their corre-
sponding observations were performed using Cadence ADE. The simulations were
performed using 45-nm CMOS technology. The bias current (Ipi,s) was set at
100 pA. The supply voltages, VDD and VSS, were set at £ 1 V. The integrator
and differentiator circuit dissipate the power of 600 wW and 800 wW, respectively.

4.1 Transient Response of Integrator

The transient response of presented integrator design with sine wave as input signal
is displayed in Fig. 5. It plots output voltage (Vo) and the input voltage (V;,) 