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Preface

With the advancements in computing and networking facilities, the day-to-day activ-
ities are transforming online. The information generated in these online facilities
demand strong Security and Privacy guarantees. The research problems pertaining
to security, privacy and data analytics are covered in this book. This book constitutes
the referred proceedings of Second International Conference on Security, Privacy
and Data Analytics, ISPDA 2022 organised by Computer Science and Engineering
Department, Sardar Vallabhbhai National Institute of Technology, Surat, India in
December 2022. The proceedings cover recent contributions and novel develop-
ments from researchers across industry and academia who are working in the field of
security, privacy and data analytics from technological and social perspectives. The
salient features of this book are:

e Coverage of the novel technological advancements in Security and Privacy
domain.

e Coverage of the novel technological advancements in Data Analytics domain.

e Discussion of Theoretical and Empirical studies on Security, Privacy and Data
Analytics.

This book will emerge as a valuable reference for researchers, instructors, students,
scientists, engineers, managers and industry practitioners. The ISPDA series proceed-
ings’ content will be useful for different researchers and practitioners at a variety of
learning levels.

Bihar, India Udai Pratap Rao
Northern Territory, Australia Mamoun Alazab
Surat, India Bhavesh N. Gohil

Bangalore, India Pethuru Raj Chelliah
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Recent Advancements on Energy-Saving )
LEACH Protocol in Wireless Sensor e
Network—Review

Bhupesh B. Lonkar and Swapnili Karmore

Abstract Energy-efficient routing is the biggest challenge for the researcher to
implement in the various wireless networks. Nowaday, Wireless Sensor Network
(WSN) has a popular choice for researchers to implement energy-efficient routing
techniques. WSN is using energy-efficient routing protocols to decrease sensor node
energy and improve network lifetime. Clustering is the best approach to consume
less power and enhances speed. Researchers worked on an energy-efficient technique
called Low Energy Adaptive Clustering Hierarchy (LEACH). This technique obtains
few defects on the initial state for random selection of Cluster Head (CH). LEACH
has several disadvantages like cluster head selection while each round consumes
more energy of node, non-consideration surplus energy. LEACH is most frequently
used in clustering routing algorithms with certain limitations, so the researchers are
focusing on improving the LEACH algorithm and creating more efficiency for prac-
tical use. The main issues of LEACH inequality of the amount of CHs and forgetting
to unused energy of nodes. That’s why researchers find the solution to propose a new
energy-efficient routing protocol, or enhance the existing routing protocol to increase
network/battery lifetime. Therefore, we studied a literature survey on best routing
techniques like LEACH and energy-efficient LEACH clustering protocols. Also, we
give a comparative analysis of the Enhancement of Energy Efficient Routing Protocol
(EERP) of LEACH in WSN and elaborate it.

Keywords Energy-saving * Energy-efficient - LEACH - EERP - EERP-LEACH -
WSN
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1 Introduction

Wireless sensor network has larger sensor nodes, limited power, enumerate and
communication capabilities. These sensor nodes are placed in a large space with one
or more base stations [1]. LEACH is a remarkable directing convention in WSN. It
is a Grouping-based show, which helps in improving the lifetime of a far-off sensor
organization. This task is studying different directing rules and presuming that the
cooperative timetable is used to improve the grouping in steering conventions in WSN
[2]. The routing protocols are responsible to select the optimum path for forwarding
data among the networks. A recent advancement done in new routing techniques
depends on network structure and applications. It proposed new energy-efficient
routing techniques for improving network performance [3].

WSNss are divided into two categories: proactive and reactive sensor networks.
In proactive sensor networks, the sensors control the nodes at continuous intervals
in which the transmitter detects the atmosphere and sends data to sensors [4]. The
applications used in proactive sensor networks require surveillance data in a fixed
interval. In reactive sensor networks, the node is responsible for some event that
occurs at the end of communication [5].

WSN term is derived from devices like mobile phones, laptops, PDAs, etc.
Today, most wireless sensor devices, control, modest technologies, computing power,
memory, competencies, etc. Most of the researchers’ studies focused on designing
energy-efficient and computationally intensive reliable algorithms or protocols [6].

In WSN, nodes may be static and dynamic. In Static Mode, the position of fixed
nodes accomplished the network lifetime. In Dynamic Mode, free nodes of the
network change their location from one end to another. The sensor nodes are trans-
mitting data specifically or in between the network and data collected to the BS [7].
Mobilization is performing a difficult job due to uncertain activities to nodes in the
network. The networks identify themselves of synchronization make communication,
accuracy and consonant [8].

WSN is one of the most imminent, favorable, and prime technology enabled with
various applications like location monitoring, traffic surveillance and controlling,
target tracing, climate monitoring, disaster relief, etc. [9]. The quality of commu-
nication is the prime aspect of self-organized WSN which can calculate energy
efficiency, security, robustness, and network lifetime. Among these, most of the
researchers worked in energy consumption and network lifetime [10]. In WSN, data
will consume more energy when it does for transmission and reception compared
with sensing and processing data. Therefore, optimization techniques are used to
increase the durability of the network, and minimized energy consumption [11].

In WSN, sensor nodes have limited energy resources, storage capacity, and weak
computing power. In most of the cases, it is not possible to recover or recharge
batteries due to higher node quantity and the problem of the environment [12].
The challenging task for researchers is to optimize battery energy through an
actual energy-aware protocol. The researchers have suggested several protocols and
algorithms for the direction of energy-aware clustering in WSN [13].
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The rest of the paper has been organized as follows: In Sect. 2, we discuss different
literature surveys on energy-efficient routing techniques like LEACH. In Sect. 3, we
discuss different literature surveys on recently defined routing algorithms. Section 4
gives a comparative study on defining routing algorithms and routing protocols on the
main two parameters of power consumption and a lifetime of the network. Finally,
in Sect. 5, we define the result archived of all defined routing algorithms.

2 Discussion on Literature Survey Based on Routing
Technique

Very few routing algorithms can work to improve the energy and speed of WSN.
Here, we studied some energy-efficient routing algorithms like LEACH.

2.1 Low-Energy Adaptive Clustering Hierarchy (LEACH)

Heinzelman et al. [14] and Qubbaj et al. [15] proposed the LEACH protocol utilizes
grouping topology to collect a large number of data and these transfer it to BS.
It is adjustable and also well-organized. The sensor nodes are divided into groups
including fixed-size CHs selected from each cluster. In the TDMA Schedule, the
nodes collect actual data and send it to specific cluster heads. If a node has carried on
being a cluster head, then it spends more energy until the node expires shortly. Thus,
to avoid such a situation, the cluster head changed the operation after every round.
SNs transmit information to their respective CH with the same collected through CH
from every node and compute the quantity of the collected data and the same data is
sent to the sink node.

LEACH s the first clustering protocol used for the selection of CH. It used random-
based techniques for cluster CH election, cluster generation, random distribution, and
self-organization. The main objective of LEACH is power utilization and increases
network lifetime. The main disadvantage of the LEACH protocol is the random
election of CH. This is an uneven election of CH to effectively utilized high power
for clusters with huge and low amounts of nodes in clusters. It is hierarchical protocol
cluster-based routing in which every mode sends more information to the CHs; the
CHs are grouped together and minimize data size and are forwarded to the BS.

In the setup phase, the member nodes will automatically establish the cluster
according to the rules of protocol. Each cluster selects a CH, and the remaining
nodes are treated like member nodes. The work of the member nodes is to collect all
information and transmit cluster information to the CH. CH is responsible to assign
the time slab in the cluster, accepting and initially processing information in the
cluster, setting up the route between clusters, and circulating the true information to
BS.
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3 Discussion on Literature Survey Based on Routing
Algorithm

Thi Quynh and Viet [16] suggested two algorithms: K-means algorithm used for
clustering/grouping and the bat algorithm (BA) for selecting CHs. In the LEACH
protocol, sensor nodes classify in the cluster, and it elects any one SN to act as
CH randomly. The Clusters work as a mediator for collecting data from SNs and
transmit it to BS through CH, so LEACH is helpful to enhance network lifespan along
with decreasing the power consumption of every node. The main drawback of the
LEACH is it does not observe the power of the present node, and randomly selects
cluster heads giving unequal power consumption in the nodes of the network. To
overcome such a problem, it’s improving LEACH protocol. It is called the proposed
BA-LEACH routing algorithm. In this algorithm, BA assigns the sensor node as CH
when it finds the minimum distance and power consumption. The K-means algorithm
divides sensor nodes within clusters that are each sensor node be part of a cluster
with the cluster centers. Therefore, combined BA and K-means introduced the BA-
LEACH algorithm. This algorithm is better than PSO-LEACH in terms of on speed,
stability, and perfection. BA-LEACH is used Particle Swarm Optimization (PSO)
to improve the LEACH protocol. In this paper, simulation analysis of BA-LEACH
can be decreasing the power consumption of networks and increase the lifespan in
wireless sensor nodes. BA-LEACH is extending the life of WSNs as compared with
LEACH and PSO-LEACH.

The study by Saleh et al. [17] aimed to intensify LEACH searching a cluster head
at a short stage of energy consumption. LEACH protocol has some drawbacks at the
initial phase of a random selection of CH. To overcome this drawback of LEACH, it
improved the CH selection technique. The proposed IE2>-LEACH initiates the new
approach to determine CH rather than random CH selection. Also, the CH selection in
IE2-LEACH is more accurate than LEACH based on energy saving. To discover CH in
various parameters like the number of transmitting packets, transmission media prop-
erties, physical distance, the number of nodes in the transmission route, etc., these
parameters are enough for power consumption that’s not enough for the selection
of CHs. To enhance the life span of the CHs, IE2-LEACH excludes the unnecessary
selection of CHs and states the badness of CHs. Therefore, the geographic location
of each header is considered a factor of IE>-LEACH. Afterward, the usages of the
sleeping-waking scheduling technique reduce the decease probability of CHs and
enhance power utilization by reducing unnecessary data sent to BS. Therefore, the
simulation work shows IE2-LEACH performs better than E-LEACH and LEACH in
reducing power utilization and increasing network lifetime.

The work of El Idrissi et al. [18] introduces the latest clustering algorithm to
the increased lifetime of the network and intensifies power efficiency in WSN,
called Optimal Selection of Cluster Head-Grid6 (OSCH-G6). The SN are arranged
randomly in the coverage space. The nodes received data moving through cluster
head to BS. The proposed OSCH-G6 protocol split the network area within the
Cluster grid. Every Cluster grid selects a cluster head based on unused power and
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finds each node’s distance to the BS. The main difference between the proposed
and existing LEACH protocol is the formation of clusters. The proposed protocol
constructs clusters in the form of a grid and the existing one constructs a cluster in
each round. If some nodes are dead, then it becomes large. Due to the long distance
between nodes of cluster heads, it consumes more energy. Therefore, results derived
by the OSCH-G6 protocol are more successful than LEACH to improve network
lifetime and decrease energy consumption.

The work of El Khediri et al. [19] introduced the novel technique of Minimum
Weight Low Energy Adaptive Clustering Hierarchy (MW-LEACH). The MW-
LEACH protocol is an identical clustering technique to decrease power consumption
and improved the lifetime of the network. Consequently reducing energy and distance
between nodes, it sends data through uniform clustering and multi-hop techniques
in WSN. It calculates distances together with nodes, and selects cluster head nodes
and the rest of the power. Also, it calculates the number of nodes for each cluster
head. The prime process constructs with an initial place of cluster head successor.
The member nodes transfer the data to the successors and send the same to BS in
different directions. Therefore, the specified approach can have fewer complexes in
terms of message and time.

El Aalaoui and Hajraoui [20] proposed a modern methodology to enhance
the performance of the LEACH protocol and introduced the algorithm Organized
LEACH (O-LEACH). It determines each CH and connected nodes, then finds which
of them is nearer to the base station. If someone else node has smallest distance to
BS becomes new CH plus broadcast advertisement message send to the earliest CH
to switch the position of the regular node. It informed the rest of the group nodes to
ask to join the current CH. If the selected CH is the closest, it remains constant. It
balanced the energy distribution for all nodes in the cluster and reduced energy loss
at the time of communication of the network. The proposed technique focused on the
correct option of CH. The proposed approach has compared LEACH with specified
parameters like network lifetime, power utilization, and total packets transferred to
BS.

The work of Akleek et al. [21] proposed a technique of Al to enhance LEACH
using a super-cluster head (SCH) and combine improvement with the Consume
Power Fairly (CPF) protocol with a proposed enhancement for obtaining the best
route from source to destination. As per the enhancement in LEACH, at the same time,
it utilized both super-cluster head (SCH) and CPF. SCH played a key in transferring
data from regular CHs to BS. If the distance of CHs is higher than SCH, then it
consumes more energy. Therefore, the CPF protocol obtained the best route from a
source to a destination node like SCH. It used a multi-hop routing technique between
CH with SCH has to do with CPF to obtain the best path that depends on the equal
energy distribution WSN nodes. That is enough approach to accomplished retaining
energy for the entire network. The initiative work proved enhancement in the network
lifetime.

The study by Kumar et al. [22] suggested changes in the well-known energy-
efficient clustering protocol like LEACH and Modified-LEACH (M-LEACH),
defined as ACHs-LEACH. Using multi-hop techniques, the cluster head gathers
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information from the nodes and transmits it via Assistant Cluster Head (ACH) to
the sink node. The cluster head observes information through its correlated nodes
and transfers the same to ACH. The main objective of ACH interchanges the infor-
mation between cluster head and neighbor nodes. The proposed work focused on
various factors like energy utilization, bit rate, data loss, and data transmission rate.
Therefore, the proposed technique worked for decreasing power consumption for the
selection of cluster head and assistant cluster head so that it can improve network
lifetime.

The work of Us Sama et al. [23] proposed a modification in the LEACH protocol,
named Energy-efficient Least Edge Computation routing protocol (ELEC). ELEC-
LEACH worked in two states: the first is Setup and the second is Steady. In the
setup state, both ELEC and LEACH are the same. The CHs are selected by the
same process as in LEACH. In the steady state, the ELEC-LEACH goes along with
the route process technique of the ELEC routing protocol. CHs send collected data
through multi-hop to the base station and choose neighbors similar to that used in
the ELEC routing protocol. With the help of route processing, the ELEC generates
a specific route table conforming to essentially obtain the events. The sensor nodes
accept a particular route table that recognized adjacent events and sends them to
the CH by using a single or multi-hop technique based on distance. If data are
far away from the CH, then sensor nodes will transfer data through the multi-hop
techniques or directly send it to the cluster head. After collecting all information, CH
sends the information to the BS through multi-hop. Therefore, the source CH elects
the neighboring hop CH with the smallest value edge count, energy level, and link
weight. The proposed work shows the ELEC-LEACH protocol is more efficient than
the MR-LEACH focused on the parameters like improved network lifetime, unused
energy, the reduction ratio of failed nodes, and a packet drop. Also, the simulation
result of the proposed protocol proved that it increased network lifetime by double
that of the MR-LEACH protocol.

The work of Panchal et al. [24] proposed a Residual Energy-based Cluster Head
Selection in LEACH (RCH-LEACH) algorithm that balanced cluster formation in the
network. This algorithm used extra parameters like threshold energy, node surplus
energy, and prime number of clusters in the cluster head selection process. The
selected parameters update their information after each round. In RCH-LEACH,
the sensor nodes will send their information (location and surplus energy) to BS in
each round. Then, BS immediately begins the CH selection process. Every sensor
node is defined a random value in terms of 0 or 1. In the beginning, the base station
identifies the threshold value of each live node, then compares both random and
threshold values. If the threshold value is greater than the random value of the node,
it is called G-node. Thus, it counts the number of G-nodes and compares the value
of clusters. When the G-node value exceeds the number of cluster values, then it
finds the optimum number of G-nodes depending on the higher value of surplus
energy. So, it considers it as CH. After obtaining CH, BS sends a broadcast message
to the network, and nodes will receive the id of the newly selected CH. Then all
non-CH nodes will be selecting the nearest CH depending on the received signal
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strength from CH. Therefore, the proposed technique will save energy and enhance
the performance of the network.

The work of Sahib et al. [25] suggested hierarchical energy-efficient routing proto-
cols like LEACH, HEEP, TEEN, and PEGASIS. The proposed work specifies the
LEACH protocol which CH election procedure is called “round” (r). The structure
of specific round and sensor networks is defined in a balance state. Now, the selec-
tion of CH utilized a hierarchy low endurance change. The sensor hubs select their
lead unexpected, such factor likes a channel best sign’s. The new hub is defined as
CHs to reduce the intensity used of CH finally. Typical CHs obtain for evaluating
standard utilization intensity with sensor hubs. In the proposed work, the researcher
concentrated Energy Model (EM) in the LEACH protocol. Therefore, The LEACH
protocol includes EM in CH and non-CH nodes to balance network energy.

The directive provides stability of the energy utilization in the wireless sensor
network study of Umbreen et al. [26] introduced the Energy-Efficient Mobility-based
Cluster head Selection (EEMCS) protocol. CH selection is the main factor for sensor
energy consumption. Each node weightage has computed the nodes strength, surplus
energy, calculating base station distance, and neighbor node weights. In EEACH,
cluster heads are elected by considering remarkable parameters like the remaining
node’s energy, mobility, BS, distance, and neighbor counts. After determining all
factors of selecting the CH, it evaluates each node against a threshold value. The
energy threshold is criteria for the selection of cluster heads. When all nodes are
satisfied with the above criteria, then it selects a cluster head. The researcher finds the
results in design protocol EEMCS worked exceptionally superior to current routing
protocols like CRPD, LEACH, and MODLEACH. The proposed protocol helps the
network adjust the load, network balancing, energy consumption, and throughput.
EEMCS utilized less energy and increased network lifetime as compared to current
routing protocols.

The work of Takele et al. [27] proposed an algorithm for improving LEACH.
In a study of modified LEACH, the first round will form the clusters, and nodes
will be coordinated to support being CH on each round shift by shift continuously.
The organized nodes will consequently turn as a CH up to the total energy of its
two-thirds energy consumed. After two-thirds energy consumed by the cluster, its
reforms and removes low energy with expired nodes from the organized time frame.
If the coordinated node is dead ahead of it serving as CH, the substitute will help the
CH. It introduced the new work on upgrading the LEACH routing protocol focused
on decreasing energy dissipation and redundant overload of cluster heads.

To balance energy in WSNs, Zhang et al. [28] introduced a clustered-based cross-
layer optimization technique. In this technique, the physical layer provides the corre-
sponding information to the network layer and data link layer to send packets effi-
ciently on the network. The cross-layer optimization technique proposed an energy-
efficient cross-layer optimization routing algorithm called LEACH Cross-layer Opti-
mization (CLO). The LEACH-CLO is similar to the classic LEACH algorithm. The
proposed LEACH-CLO performs six stages in each round. The first stage is initial-
ization, second CH selection, third clustering, fourth inter-cluster communication,
fifth intra-cluster communication, and sixth energy control. In the first stage, the BS
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broadcasts the message to whole nodes of the network. Each node stored the calcu-
lated distance from BS and the remaining energy of the node. In the second stage, the
node along with high surplus energy gets a chance of cluster head. In the third stage,
the cluster will be established when it broadcasts information sent by the cluster head
and information received by member nodes, and then joins CH and member node
finalized cluster. In the fourth stage, member nodes want to send observed data and
transfer data to CH via an agent, and the CH node collects data. In the fifth stage,
Inter-cluster used the multi-hop technique because the distance between CH and BS
was far away with data sent to BS, and it used more transmission power to consume
more energy. In the sixth stage, the forwarding distance defines the optimal transmit
energy after routing. Therefore, the simulation results of the proposed algorithm
could efficiently reduce and balance energy from the WSN compared to the existing
algorithm.

The work of Dhami et al. [29] proposed an approach that improves throughout the
execution in WSN, and introduced an energy-saving genetic algorithm from Virtual
Grid-based Dynamic Routes Adjustment (VGDRA). In the existing technique, the
medial node is selected as CH, and the node restricts data transmission in the network.
This node absorbs more power instead of another node shown to the expired node.
Whenever it observes a straight path route is overloaded and consumed more energy
to reduce the network lifetime. To overcome such a problem, the researchers used
the VGDRA algorithm. The proposed genetic algorithm works on four principles
such as selection, assessment, crossover, and mutation. In the first step, the virtual
grid represents an area divided into equal and constant size blocks. Also, it split the
same number of nodes into all blocks. The grid algorithm assigned input to create a
population and announced the number of iterations and population size. This process
can assess the strength operation for iteration and find the best path. In the second
step of creating a population, each cluster selected the nodes and defined the route.
With the help of total energy and distance, the researchers are analyzing strength
operation, nodes energy, and location from source to destination with high strength.
In the third step, it used crossover to examine crossover output. If crossover output
is higher than the initial strength, then save or else implement the mutation. In the
fourth step, it calculates mutation strength and distance and finds output is maximized.
The proposed genetic algorithm is the best energy-saving protocol compared to the
LEACH protocol.

Ghosh and Misra [30] introduced three clustering protocols LEACH, E-LEACH,
and modified Enhance Energy-Efficient Adaptive Clustering (m-EEEAC). An
upgrade type of LEACH is the m-EEEAC protocol. All nodes transferred residual
energy value to BS. Every node used residual energy over adaptive clustering, and it
produces constant CHs over the network. BS selects CHs and broadcasts messages
to all clusters. The base station selects the top three values of residual energy nodes
and broadcasts their node id. These types of processes decrease the rate problem,
volume of sensor nodes, and non-operating Global Positioning System in the indoor
surroundings. A proposed m-EEEAC protocol is well-defined for an improvised
selection of cluster heads, decreases network overhead, and enhances the network
lifetime. This expands the strength for increasing live nodes in the network.
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Taj and Kbir [31] aimed to enhance the multipath LEACH protocol named Inter-
mediate Cluster Head (ICH-LEACH). The main drawback of LEACH is CH sends
data directly to the base station. It uses high energy to transmit data. If BS is out
of transmission range, then it’s possible to lose the data. Therefore, the researchers
introduced ICH-LEACH. In ICH-LEACH, if CH is far away from BS, it makes sure
to consume less energy in each round and is then transmitted. So the intermediate
CH selects the actual position of the CH. Therefore, each CH has a neighbor interme-
diate CH. This technique worked in three phases such as initialization, cluster setup,
and steady. So in the first phase, BS broadcasts the location to all member nodes of
the network. Then these location coordinates are received and stored in nodes. So
that the location coordinate of a base station used by the selected CH and determine
either send data directly to BS or not. In the second phase, each CH recommended
itself as a member node, sending its coordinate and distance information from BS
to other CH. Immediately after, the CH received the location coordinates, and signal
strength and stored them with BS information. Therefore, each CH will store the
information to the existing CH in the routing table and create once in every round
and update it when received from the neighbor CH. Now in the last phase, if BS
is closest to the member node, then data is sent directly to the BS. Rather, it will
select the distance from intermediate CH to BS, not more than the distance from BS.
A proposed ICH-LEACH protocol expands network lifespan and transfer new data
compared with existing LEACH. Therefore, simulation results show this proposed
ICH-LEACH protocol increases the lifetime of networks.

4 Comparative Study

In this section, Tables 1 and 2 show the classification of a summary of the literature
review, comparative analysis of EERP, and enhancement in Energy-Efficient Routing
Protocol (EERP)-LEACH on various parameters.

5 Result Achieved

As per Table 1, Fig. 1 shows the year-wise comparative analysis of EERP-LEACH
protocols and techniques to enhance network lifetime. The researcher has improved
the above LEACH protocols to enhance the network lifetime. The x-axis shows
Enhanced LEACH protocols and the y-axis shows network lifetime. These kinds of
protocols not only save energy but also enhance the lifetime of the network. This
is a comparative analysis showing the year-wise growth in the LEACH protocol to
improve the network lifetime.

As per Table 1, Fig. 2 shows the year-wise comparative analysis of EERP-LEACH
protocols and techniques for energy consumption. The researcher has improved
the above LEACH protocols for energy consumption. The x-axis shows Enhanced
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Table 2 Comparative analysis of enhancement in energy-efficient routing protocols (EERP)-
LEACH

Routing protocol | Type of protocol Network Power Data Specific
lifetime consumption delivery path
model
BA-LEACH Hierarchical High Low Cluster Yes
IE2-LEACH Hierarchical Very high | Low Cluster Yes
OSCH (G6) Hierarchical High Low Cluster Yes
MW-LEACH Hierarchical High Very high Cluster Yes
O-LEACH Hierarchical Low Very low Cluster Yes
SCH and CPF Hierarchical High Very low Cluster Yes
ACHs-LEACH Hierarchical High Very high Cluster Yes
ELEC-LEACH Hierarchical Very high | Very high Cluster Yes
RCH-LEACH Hierarchical High Very low Cluster Yes
Block-based Hierarchical High Low Cluster Yes
routing
EEMCS Hierarchical High Very high Cluster Yes
M-LEACH Hierarchical High Very low Cluster Yes
LEACH-CLO Hierarchical High Very low Cluster Yes
VGDRA Hierarchical High Very high Cluster Yes
m-EEEAC Hierarchical High Very high Cluster Yes
ICH-LEACH Hierarchical High Low Cluster Yes

Network Lifetime

= ICH- LEACH
= IE2-LEACH
- VGDRA

LEACH-CLO
- M-LEACH
= EEMCS

= Block-based routing

=

40 - RCH-LEACH
= ELEC-LEACH
30 = ACHs-LEACH

= SCH and CPF

Network Lifetime Span Extended (%)

20 - O-LEACH
- AW-LEACH
10 " OSCH-G6
IE2-LEACH

BA-LEACH
2021 2020 2019 2018 2017 2016

Years

Fig.1 Comparative results of EERP-LEACH

LEACH protocols and the y-axis shows energy consumption. This is the comparative
analysis showing the year-wise growth in the LEACH protocol to reduce energy for
enhancing the lifetime of the network.



Recent Advancements on Energy-Saving LEACH Protocol in Wireless ... 13

Energy Consumption

100 +
= 90 -
c
.g 70
E‘ 60 -
3 50 m2016
c
S 40 + m2017
> 30
E 20 - m2018
w lg' I | m2019
R O R E e D < o 2020
(% C , O 1<)
$ES &(}\3’? é"@«o"“\o\?yb@\%gobq >3?1 & & 2021
& & & & ,gs""b 0?5-’ Qg‘f‘ vgga g d;b o @4\ Q\, q,‘*
F
@‘o&

Enahce LEACH protocols

Fig. 2 Comparative results in enhanced LEACH protocols for energy consumption of the network

As per Table 1, Fig. 3 shows comparative results of the number of nodes utilized
with maximum rounds taken to improve the network lifetime. The x-axis shows
node utilization and the y-axis shows rounds taken. This is the comparative analysis
showing the total nodes used against rounds taken to save energy and increase network
lifetime.

As per Table 1, Fig. 4 shows comparative results of the number of nodes utilized
with dead nodes to improve network lifetime. The x-axis shows node utilization and
the y-axis shows dead nodes. This is the comparative analysis showing the number
of nodes utilized against dead nodes to save energy and enhance network lifetime.

MNo. of nodes utilizes Vs maximum number of rounds
k
6000 taken = ICH-LEACH
mn-EEEAC
5000 m Vv GDRA
mLEACH- CLO
4000 m MM -LEACH
W EEMCS
m Block-based routing
mELEC-LEACH
RCH-LEACH
2000 1 m ACHsS-LEACH
W O-LEACH
1000 - | | PW-LEACH
OSCH-G6
SCH and CPF
IE2Z-LEACH
BA-LEACH
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Fig. 3 Comparative results of number of nodes utilized versus maximum rounds taken
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No. of the nodes utilized vs No. of the dead nodes = ICH- LEACH
600 ® IE2-LEACH
i VGDRA
500 LEACH-CLO
® M-LEACH
= EEMCS
300 B Block-based routing
®m RCH-LEACH

100 |
|| | 1|

| mSCHand CPF
80 100 100 25( : 00 00 100 1C
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200 | m ELEC-LEACH
®m ACHs-LEACH
] m O-LEACH
MW-LEACH
No. of the nodes utilized IE2-LEACH
BA-LEACH

Fig. 4 Comparative results of number of nodes utilized versus dead nodes

6

Conclusion

In this paper, we finally conclude that all existing LEACH protocols worked effi-
ciently for energy saving and improved the lifetime of the network. The researchers

apply new techniques to improve the LEACH protocols and their experimental result
analysis based on some parameters like network performance, node utilization, data
transmission rate, dead nodes, delay, etc. These parameters actually calculate the
energy of the sensor node and its consumptions. Also, we did an analysis of these
EERP-LEACH algorithms to find the best option for researchers to evaluate LEACH
in their further results in WSN.
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Slow TCP Port Scan Detection Using )
Flow Data e

N. Muraleedharan and B. Janet

Abstract In cybersecurity attacks, the attackers use the port scan to identify the
open ports and live machines in the targeted networks. As the scanning activities are
carried out in the pre-stage of the attacks, identifying the scanning attempt helps to
block the attacks in the initial stage itself. However, the attackers use the slow scan
to evade the port scan detection. In this paper, a slow TCP scan detection approach
using flow data is proposed. The proposed system takes the single packet flow as the
parameters to detect the potential scan attempt, and further, the slow scan is verified
using entropy values of flow parameters. The detection capability of the system is
evaluated using two benchmark datasets. The result obtained shows that the flow
data can be used to detect slow scan attacks effectively.

Keywords Port scan - Slow scan * Network flow + Entropy

1 Introduction

Port scanning is an important step in a cybersecurity attack. The attacker sends
traffic to the TCP or UDP port of the target machine to identify the live systems
that accept traffic from outside. Once the attacker identifies the open ports in the
targets, he can further query to understand the application details and consequently
the vulnerabilities of the services running in the port. The attackers are also using
the responses from open ports to understand the operating system and its version [1].
Depending on the output of the port scan, the attacker can narrow down the attack
to target a specific vulnerability that leads to a successful attack. As the port scan
is a pre-stage of the attack, accurate detection of the port scan helps to identify and
mitigate complex attacks at the initial stage itself.
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A typical port scan tool generates several requests to the targeted system for a short
duration. Hence, the normal scan is detected by measuring the number of requests
to different ports into a specific IP address. However, the attackers are using evasion
techniques to avoid the detection and blocking of scan traffic. In this approach, the
attackers send the scan packets at a very low rate that evades the traditional port
scan detection system. In addition, the scanning tools provide options to adjust the
scanning speed that can avoid detection. Thus, adversaries use the low-rate attacks
to evade detection.

The slow scan techniques are used for the targeted attacks on a high-profile net-
work. Moreover, critical information infrastructures are one of the common targets
for these stealth attacks [2]. However, traditional scan detection approaches find it
challenging to detect slow scan activities. Hence, early identification of the slow
scan attempt has paramount importance in blocking multistage attacks. The rest of
the paper is organized as follows. Section 2 explains the background of TCP scan and
related works to detect the slow scan. The proposed architecture and its components
are explained in Sect. 3. The results obtained and their analysis are explained in Sect.
4 and the conclusion and future works are shown in Sect. 5.

2 Background and Related Works

The port scanning traffic is generated using TCP or UDP protocols. Depending on
the TCP flags used in the scan request, various TCP port scanning techniques are
available. Some of the common TCP port scan types are explained below.

2.1 TCP-Based Scan

SYN scan: In the SYN scan, the attacker sends an “SYN” flag-enabled TCP segment
to the port of the victim machine. As per the RFC of TCP protocol [3], once it receives
an SYN packet to an open port, SYN/ACK should return as a response. The closed
port should return the RST packet as the response to the SYN request.

Connect scan: The connect scan establishes the three-way handshake to the victim
machine’s port to verify the port’s status. Since it establishes the connection, this
scan type provides better accuracy. However, compared to the SYN scan, it requires
more packets to obtain the port status. Moreover, the victim machine generates log
entries for all the established connections. Thus, there is a possibility of detecting
the connect scan attempt using log analysis.

ACK scan: Unlike the standard scan output, the ACK scan cannot provide the status
of the port. Instead, it is used to detect the presence of a stateful firewall in the targeted
network. It sends the TCP packet with the ACK flag. Both the open and closed ports
return the RST packet as a response to the ACK request.
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XMAS, NULL, and FIN scan: As per the RFC of TCP protocols [3], any packet
without the SYN, RST, or ACK bits will result in a returned RST from the closed
port and no response from the open port. Based on this observation, multiple scan
types are derived.

In the XMAS scan, the TCP packet with FIN, PSH, and URG flags is sent to the
victim. Once the victim machine receives the XMAS scan packet to a closed port, it
should return a TCP packet with the RST flag. The NULL scan sends a TCP packet
without setting any flag value in it. The target system should send back a TCP packet
with the RST flag as the response from the closed port. Upon receiving a TCP packet
with the FIN flags, the machine should respond with an RST packet from the closed
port. The attacker uses this information to derive the status of the port in the target
machine.

2.2 Related Works

Network port scan detection has been a research topic for several years. Bhuyan et al.
[4] survey the port scan attacks and compare port scan methods based on type, mode
of detection, the mechanism used for detection, and other characteristics. Several
approaches were derived to detect port scans in a network and host [1, 5]. However,
compared to the normal port scan, slow port scan detection has not received much
attention from the research community.

Nisa et al. [6] proposed a slow port scanning attack detection framework by
detecting outliers. However, as they used packet-based approach, collection and
analysis of packets in a high-speed network will be a challenge to apply this technique.
Harang et al. [7] propose an evasion-resistant network scan detection by evaluating
the behavior of internal network nodes in combination with the threshold random
walk model.

A slow scan detection approach using the Convolutional Neural Network (CNN)
using the features learned from the scanning traffic is presented in [8]. A flow-based
slow scan detection approach is presented in [9]. In their approach, they used a
two-stage approach, and in the first stage, a flow enriching process was used with
additional knowledge about network structure. As part of it, a network information
file derived by the domain expert is used. Further, they collect the flow over a time
window to detect the slow scan attack. One of the limitations of this approach is that
to derive the network information file, an understanding of the network and domain
experts is required.

In our approach also we have used flow-based data for slow scan attacks. But
we have used the number of single packet flow as the parameter for identifying the
potential scan attempt. The single packet parameter can be derived without any flow
enhancement and domain expertise. The novelty of our approach is the usage of
single packet flow parameter for the potential scan attempt identification. Following
are the advantages of our approach:
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e It uses a two-stage approach for slow scan detection. In the initial stage, the poten-
tial scan attempts are identified using single packet flows. Further, the detailed
analysis of the scan detection is carried out using the entropy-based approach.
Hence, the processing delay and resource requirements are minimum.

e Asituses flow data, the data volume is less compared to the packet-level analysis.
Hence, this approach is suitable for slow scan detection in high-speed network.

o It uses the default parameters available in the flow data. Hence, flow enhancement
or customization is not required.

3 Proposed System

The proposed system architecture and its components are explained below.

3.1 Flow Representation of Scan Traffic

A flow is defined as a set of packets passing an observation point in the network
during a certain time interval. All packets belonging to a particular flow have a set
of common properties [10]. Flow-level data are generated by grouping the packets
using the flow key, consisting of packet header fields, such as source IP address,
destination IP address, source port number, destination port number, and transport
layer protocols. The incoming packets are hashed based on the flow key and matched
against existing flow entries. A match triggers an update in the flow record where the
packet and byte counters are tallied. Packets that do not match any existing entry in
the flow are identified as a new flow and create new entries in the flow record. The
fields available in the flow records can be used for different insights related to the
network traffic anomalies [11].

The flow-level representation of a typical TCP communication and scan traffic
is explained below. Figure 1 shows the TCP connection establishment and release
sequence. The TCP connection establishment process, known as a three-way hand-
shake, requires three packets to share between the client and server. In connection
release, four packets are needed to properly release the established connections.
Hence, in TCP, a minimum of seven packets are needed to establish and release a
connection. As the TCP connection is used for transferring data between the client
and server, including the data transfer packets, the typical TCP connection consists
of more than seven packets.

Let P1, P2, ... Pn be the total number of packets transferred between the client
and server in a TCP connection. Then the “n” packets can be divided based on the
direction of communication such as CSp; and SCp; where the CSp(, CSpo, ...,
C Sp; are the packets sent from the client to the server, and SCpy, SCp, ...SCp; are
the packets sent from server to client.
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If “9” represents the number of packets from client to server and “j” represents
the number of packets from the server to clients, then the total packet transferred “n”
can be represented as n =i + j, wherei >=4 and j >= 3.

The flow-level representations of the TCP SYN scan traffic are depicted in Fig. 2.
By analyzing the scan traffic flow from Fig. 2a, we can observe that the value of “i”
is two and “j” is one from the open port. Similarly, from Fig. 2b, we can observe
that a closed port creates two flows, and each flow consists of only one packet. The
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Fig. 2 Flow representation of SYN scan
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Fig. 4 Flow representation of FIN scan

flow representation of the ACK scan depicted in Fig. 3 shows that from both the
open port and closed port, it returns an RST packet as the response. By analyzing
the number of packets in the flow derived from the ACK scan, we observed that the
source-to-destination and destination-to-source flows consist of a single packet.

The flow representation of the open port communication in the scan traffic gener-
ated from “FIN”, “NULL”, and “XMAS” is depicted in Figs. 4a, 5a, and 6a respec-
tively. It shows that this communication generates the only source-to-destination flow
with a single packet in it.

The responses from the closed port of a victim machine for “FIN”, “NULL", and
“XMAS” are depicted in Figs. 4b, Sb, and 6b, respectively. From these figures, we can
observe that during the “FIN”, “NULL”, and “XMAS” scan, the closed ports respond
with “RST” packets and generate two flows and each flow consists of single packets.
Moreover, the attacker sends probe packets to multiple ports in the victim machines,
and the number of single packet flows during the port scan is high compared to the
normal traffic. However, in the normal TCP communication, due to the three-way
handshake and four-way connection release, the flows shall have more than one
packet.
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Fig. 6 Flow representation of XMAS scan

From the flow-level representation of different TCP scan traffics, we can observe
a significant increase in the number of flows with single packets during the scan.
Hence, by collecting and analyzing the single packet flows, the port scan activities
shall be identified.

3.2 Port Scan Detection using Flow data

The datasets and approach used for port scan detection using flow data are explained
below.

Dataset used: We have used two datasets for our experiment and evaluation. The first
dataset consists of the labeled flow data, including scan traffic and the second dataset
consists of a network traffic dump in “pcap” format. The details of the datasets used
are described below.

DARPA dataset: DARPA Intrusion Detection Datasets [12] is one of the popular
benchmark datasets for intrusion detection collected and published by The Cyber
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Systems and Technology Group of MIT Lincoln Laboratory. This dataset consists of
7 weeks of training data and 2 weeks of test data. More than 25 attack traffics were
collected in this dataset. We have selected the third week Wednesday dataset with
attack name “nmap” where the network mapping was done using the “nmap” [13]
tool. This scan technique was stealthy where attempts were made to hide components
of the attack in the sniffing or audit data by encryption, spreading the attack over
multiple sessions, or other techniques.

Data pre-processing

The DARPA dataset is in the network packet dump format (pcap). Hence, we have
converted the network packet dump into network flow data using the “NFStream”
[14] tool. NFStream is a Python framework that generates statistical features from
online and offline network data. It derives flow data from the network packet dump
by aggregating the packets, and the derived flow can be exported into a comma-
separated file (CSV) for analysis. The derived flow data consists of 28 parameters.
With the help of the Source and Destination IP address used to generate the scan
traffic and the time of the attack in the DARPA dataset, we labeled the flow records
into benign and scan.

Port scan Dataset by Dalmazo et al. [15]: We have used the dataset titled ‘“Public
dataset for evaluating Port Scan and Slowloris attacks” published in 2019 by Dalmazo
etal. [15]. In addition to the normal traffic, this dataset consists of port scan and slow
HTTP DDoS attack data in network flow format. This dataset consists of 85 fields,
including the label. The label field separates the benign and scans flow in the dataset.
For our experiment, we have selected the port scan dataset.

3.3 System Architecture

The sequence of steps followed to detect scan attacks is depicted in Fig .7. As shown
in the figure, the system consists of two major components called profiler and scan
detector. The Profiler component consists of SPF (single packet flow) Counter and
Entropy Calculator. The Scan detector component consists of an SPF counter, SPF
threshold comparator, Entropy Calculator, Entropy Threshold Comparator, and Scan
Type Analyzer. The details of these components are explained below:

i Profier Scan Detector
Fow | i isan
Data, | ] i G seeThvestol) || Entropy || Entropy Theeshold | | ScanType | iEvent
i‘ S o Entopy ') counter K comparator Y Calculator K comparator K Andlyzer | :

i counter | | Cakcultor i

H B I ‘

Fig. 7 System architecture
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Profiler: The profiler component collects and analyzes the normal traffic to set the
threshold values. It takes attack-free flow data and processes it using the SPF (single
packet flow counter) and Entropy Calculator components to derive the threshold. The
profiler reads a group of “N” flow records in a single iteration, and multiple such
iterations are used to set the threshold. The value of “N” shall decide based on the

traffic rate of the network. The number of iterations “i” shall be fixed based on the
profile data. However, a higher value of “i” should capture the long-term behavior.

SPF counter: The flow representation of scan traffic reveals that the number of flows
with single packet increases during the scan time during scan traffic. Hence, we have
used the Single Packet Flow (SPF) as a parameter for the early detection of scan
traffic. The SPF counter measures the number of single packet flows in each iteration
and calculates the ratio Rgpr as shown in Eq. 1.

SPF
RSPF = (T) * 100 (1)

where N is the total number of records in a single iteration and SPF is the number of
single packet flows. At the end of all profile iteration, the SPF threshold is derived
as per Eq. 2.

Tspr = Mspr +3 % spr )

where “Mgpr” is the mean value of all the single packet flow ratio and “ugspr” is
the standard deviation of the SPF value.

Entropy calculator: Entropy measures the average amount of information needed
to represent an event drawn from a probability distribution for a random variable.
The entropy-based approaches have been used in cybersecurity for different attack
detections, including network scans. The entropy for a probability distribution p(X =
x;) of a discrete random variable “X” is defined in Eq. 3.

. 1
Hy(X) =) P(X;)log, T 3)

i=1

where “X” is the feature that can take values xy, x5 . .. x, and P (X;) is the probability
mass function of outcome X;. Depending on the logarithm base used, the value of

[73%1]

a” can take different units. The entropy value depends on randomness and the value

of “n”. High entropy values signify a more dispersed probability distribution, while
low entropy values denote the concentration of a distribution.
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We have calculated the entropy values of source IP, destination IP, source port,

destination port, flow duration, number of packets in the flow, and packet length
parameters available in the flow records. At the end of profiling, the entropy calculator
calculates the average and standard deviation entropy of the parameters and derives
the threshold value for the entropy of these parameters.
Scan detection: The scan detector component reads the flow data from the real-time
traffic and analyzes it for identifying the attack. Upon detecting the scan attempt,
it generates an event that includes the attacker and attack type. The details of scan
detection components are explained below.

Initial Scan detection using SPF counter: The SPF counter in the scan detection
component reads “N” flow records and counts the number of flows with the single
packets (SPF). Further, it calculates the ratio of SPF in the total flow using Eq. 1.
It compares the result with the SPF threshold set at the profile time. Suppose the
calculated SPF ratio is greater than the profile threshold. In that case, it detects the
scan attempt, and further verification of the attack is carried out using the entropy
calculator and scan type analyzer. Suppose the calculated SPF ratio is less than the
profile threshold then all single packet flows in the received flow records are stored
in the SPF dataset. Though the SPF number is less in the received flow records, we
are storing them for further analysis to detect the slow scan attempt.

As the slow scan tools send the scan packets in stealthy mode, the frequency of
scan packets will be less compared to the normal scan traffic. However, similar to the
normal scan, the slow scan tool generates a scanning packet with the same TCP flag
values but at a lower rate. Hence, the slow scan traffic also contains a single packet
flow. As the presence of SPF can be a potential scan attempt, we are storing the SPF
for further analysis and detection of the slow scan.

Scan verification using entropy analysis: An entropy-based approach is used to ver-
ify the scan attacks upon identifying the potential scan attempt using the SPF counter.
Like the entropy calculator in the profiler, the scan detection entropy calculator com-
putes the entropy values of source IP, destination IP, source port, destination port,
flow duration, number of packets in the flow, and packet length from the received
flow records.

The entropy threshold comparator compares the calculated entropy with the profile
entropy value of the corresponding parameters. Once it identifies the deviation from
the threshold, it confirms the scan attack. The scan type analysis is carried out using
the TCP flag value in the flow records.
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The scan type analyzer checks the source IP, Destination IP, and TCP flag values in
the flow records to detect the attacker, victim, and scan type. The top IP address in the
sorted list of source IP addresses in the flow records shall be considered the attacker
IP address. Similarly, the top destination IP address of the flow record indicates the
victim IP address. The scan type can be identified by taking the count of flag values
from the attacker’s IP address. At the end of scan verification, an event with the
timestamp, source IP address, victim IP address, and scan type is generated by the
scan detector to indicate the scan attack.

Slow scan detection: The slow scan tools send the packets to the victim machine’s
port at a very low rate. Hence, it is not easy to detect the slow scan using the normal
scan detection approaches. As we observed from the flow representation of scan
traffic, the number of single packet flows is increasing during the scan attempt.

For example, a single request sent to an open port using SYN, ACK, FIN, NULL,
or XMAS scan creates a minimum of two single packet flows. Similarly, from the
closed port also, it generates a single packet flow as the response. Hence, any scan
attempt to a single port shall generate single packet flows independent of the port
and scan type status. Based on this observation, we have profiled all the single packet
flows for detecting the slow scan activities.

In the slow scan, the time delay between two consecutive scan packets is increased.
Hence, if we collect the flow records, all the scan packets need not be captured during
the flow collection time. Moreover, as the delay between two consecutive scan packets
is increased (it can be in hours), the tool may take days or weeks to complete the port
scan of a single victim. However, collecting and analyzing weeklong network flows
from a high-speed network require enormous storage and processing resources.

We have collected all the single packet flows and periodically analyze them for
slow scan detection in our approach. Since the scan traffic generates single packet
flows, collecting all the single packet flows helps detect the scan traffic with minimal
resources. The slow scan analyzer periodically reads and analyzes the SPF data from
the storage. The entropy values of the source IP, destination IP, source port destination
port, flow duration, number of packets in the flow, and packet length parameters are
calculated using the entropy calculator. The calculated entropy values are compared
with the profile entropy value. Upon identifying any deviation, it verifies the slow
scan. Further, the analysis is carried out to detect the attacker, victim, and type of
scan. After the analysis, an event is generated with the attacker, victim, and type
of attack details. The steps involved to detect the slow scan detection are shown in
Algorithm 1.
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Algorithm 1: Slow scan detector

Input: Flow records
Output: slow scan event
Data: N flow records

1 fori=1to P // Profile Iteration
2 do
3 SPF=0 // Initilize SPF
4 for j=1to N do
5 Read flow records
6 pc=Number of packets in the flow
7 if pc < 2 then
8 | SPF;j=SPFj+l // Count the SPF
9 Rspp=SPF/N // Ratio of SPF
10 E NTj=entropy(IP address, port,duration, packet size)
/* End of Profiling */
n
11 uspr=)_ Rspr/P // Average profile SPF
i=1
12 ospp=STD of RspF // Standard Deviation
13 Tspr=uspr +3 *ospr // Threshold

14 wpnyr=Avg of all profile ENT
15 ogn7=STD of all profile ENT
16 Set entropy threshold as TEnT
/* Checking for Slow Scan */
17 for Every n seconds do
18 Read all SPF flow records
19 E N Ts=entropy(IP address, Port, Duration, Packet size)
20 if ENTp varies from TgyT then
21 | Slow Scan detected

22 Generate slow scan event

4 Result and Result Analysis

The results obtained from the slow scan detection experiments and their analysis are
explained in this section.

4.1 Single Packet Flow Ratio

For the initial detection of potential scan activities, we have calculated the distribution
of single packet flows in the benign and scan network flow. In this analysis, we have
segregated all the TCP flow in the dataset using the “protocol” fields in the flow
records. Further, the count of single packet flow (SPF) and multi-packet flow (MPF)
in the benign and scan traffic is taken from each dataset. The result obtained from
this analysis is summarized in Table 1.
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Table 1 Summary of the single packet flow

Dataset Benign traffic Scan traffic

#SPF #MPF 9%SPF #SPF #MPF 9%SPF
Dataset1[12] 3327 9594 25.7 1008 24 97.7
Dataset2 [15] 19672 47662 29.2 158415 508 99.7

The number of single packet flows is represented by the column titled “#SPF”,
and the number of multi-packets flows observed is represented by the column titled
“#MPF”. The percentage of single packet flow in the total flow records is represented
in the column titled “%SPF”. From the table, we can observe that during the normal
traffic, in both datasets, the number of single packet flows is less compared to the
number of multi-packet flows. In Datasetl, the SPF is 25.7 % of the total flows. A
similar distribution of SPF is observed in Dataset2, where 29.2 % of the total flow is
SPF. By analyzing the scan traffic, we can observe that the number of single packet
flows is increased significantly during the scan. In Dataset1, the percentage of SPF
is 97.7, and in Dataset2, it is 99.7.

4.2 The Entropy of Flow Parameters

After identifying the potential scan, we calculated the entropy of flow parameters
to verify port scan verification. The obtained entropy values of the flow parameters
for benign and scan traffic using Datasetl are depicted in Fig 8. From the figure,
we can observe that the flow parameters’ entropy values vary during the scan traffic.
Compared to benign traffic, the entropy values of the Source, Destination IP address,
and Source Port are decreased to zero during the scan traffic. The entropy value
of the destination port is increased during the scan traffic. Similarly, a significant
reduction in the entropy values of flow duration, forward packet, backward packet,
forward packet length, and backward packet length is observed during the scan
traffic. Figure 9 shows the entropy values of flow parameters obtained using Dataset2.
Similar to Datasetl, we can observe that the entropy values of the destination port
are increased during the scan traffic. It was observed that the entropy values of the
source and destination IP addresses during the scan traffic are zero in Dataset2 as
well. However, unlike the Dataset] results, we cannot identify any major change in
the entropy value of Source Port during the scan; it is equal to the entropy value of
benign traffic. Similar to the results obtained from Datasetl, a significant reduction
in entropy values is observed for flow duration, forward packet, backward packet,
forward packet length, and backward packet length during the scan.

Threshold and scan detection: We have used 120000 benign flows to derive the
profile threshold values. These flows are divided into 12 sets with 10000 flows in
each set. As part of the profiling, the single packet flow ratio is derived for each
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Fig. 9 Entropy value of flow parameters for Dataset2

iteration and entropy values of the identified flow parameters are also calculated. At
the end of the profiling, the average and standard deviation of SPF and entropy are
calculated to set the threshold values. The threshold values derived for Single Packet
Flow (SPF) and entropy of different parameters are summarized in Table 2. The
“SrcIP”, “Src Port”, “Dst IP”, and “Dst port” indicate the entropy of the IP address
and port number of the source and destination. The column titled “Dura” shows the
flow duration. “Fwd Pkt” and “Bkd Pkt” show the entropy values of the number of
packets observed in the forward and backward directions of the flow. Similarly, the
“Fwd Len” and “Bkd Len” indicate the forward and backward packet lengths.

We have used the scan traffic to derive the SPF and entropy values during the
attack. Three instances of the scan traffic with 10000 flows in each instance were
selected and the SPF and entropy values were calculated. The obtained results are
tabulated in Table 3. From the table, we can observe that, compared to the normal
flow, the SPF ratio is increased during the scan where the threshold of SPF was
28.07. As the SPF value is above the threshold value, it indicates the potential scan
attempt. Further, by comparing the entropy of scan traffic with the threshold value
shown in Table 3, we can observe that the entropy value of all parameters, except the
destination port, decreases during the scan which confirms the scan attack.
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Table 2 Summary of the threshold values
Profile SPF | Entropy values
SrcIP | Src Dst IP | Dst Dura |Fwd |Bkd |Fwd |Bkd
Port port Pkt Pkt Len Len
Iteration1 1896 [3.75 |6.20 |[5.12 |3.68 |7.51 |285 |[275 |4.66 |4.18
Iteration2 24.00 [3.62 |6.37 |533 |[353 |7.65 |2.85 |274 |474 |4.33
Iteration3 20.31 [3.26 |6.55 |4.83 |[3.07 |7.87 |2.58 |252 |449 |3.65
Iteration4 18.32 [3.64 |6.29 |517 |3.46 |758 |280 [2.70 |4.59 |4.15
Iteration5 20.21 [3.84 |6.25 |531 (347 |7.52 |294 |285 |477 |4.32
Iteration6 19.22 |3.79 622 |524 |3.68 |7.56 |2.80 (272 |4.61 |4.09
Iteration7 19.15 [3.72 |6.27 |527 |3.62 |745 |282 [271 |457 |4.14
Iteration8 19.25 [3.75 |6.21 |520 |3.64 |741 |286 [2.78 |4.62 |4.18
Iteration9 22,68 [3.77 |644 |511 (399 |724 |279 |2.67 |447 |4.10
Iterationl0 |22.45 |3.76 632 |501 |[3.89 |735 [278 |[2.66 |4.57 |3.97
Iterationl1 |21.11 |3.96 |6.15 |520 |[3.60 |7.53 |2.75 |2.65 |454 |4.02
Iteration12 |26.05 |3.72 |6.28 |5.29 |[3.44 |7.48 |291 |2.88 |4.82 |442
Avg. 2098 [3.72 |6.30 |5.17 |359 |7.51 |2.81 |272 |4.62 |4.13
STD 237 (0.17 |0.11 |0.14 |023 |0.16 |0.09 |0.09 |0.11 |0.20
Threshold 28.07 |3.21 |596 |4.75 |2.89 |7.04 |254 |243 |429 |3.53
Table 3 SPF and entropy values during the scan
Scan | SPF Entropy Values
SrcIP | Src DstIP | Dst Dura |Fwd Bkd Fwd Bkd
Port port Pkt Pkt Len Len
Scanl |92.73 |0 2.35 0 6.9 4.27 0.03 0 0.03 0.03
Scan2 |71.76 |1.22 4.35 1.36 2.64 3.07 1.21 1.31 1.33 1.47
Scan3 | 73.87 |2.26 3.83 2.07 3.58 3.65 1.01 1.11 1.33 1.53

5 Conclusion and Future works

In this paper, a slow TCP scan detection using flow data is presented. Upon analysis,
it was observed that the single packet flows marginally increase during the scan
attempt. Hence, the potential scan traffic is identified using the ratio of single packet

flow in the total collected flow records. Further, the scan verification is carried out

using the entropy values of flow parameters. The proposed approach is verified using

two benchmark datasets, and it was observed that the slow scan attack could be

detected using the single packet flows and entropy values of flow parameters. We
would like to extend this work by blocking the scan traffic upon detecting the scan

attack as future works.
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An Exploration of Digital Image Forensic | M)
Techniques: A Brief Survey L

Divya P. Surve and Anant V. Nimkar

Abstract Digital image forensics deals with assessing whether an image is genuine
or not. As an image may undergo several manipulations done to either improve
its quality or to intentionally change its meaning it is very difficult to conclude if
an image is forged or is genuine. In this paper, three important aspects of image
forgery detection are explored. An in-depth discussion of image forgery detection, a
technique which is based on assessing image features categorized under active and
passive methods is present. Analysing both image features and device features to
know the image capturing device while checking for forgery is explained in detail.
Provenance analysis which is the entire derivation of image manipulation history
is also expressed. Discussion regarding research directions in the domain of image
forensics is mentioned in the paper.

Keywords Image forgery detection + Illumination estimation + Image source
camera identification - Image provenance analysis

1 Introduction

Digital images are a great medium for conveying information through various com-
munication mediums. Easy manipulation of images due to advance image editing
tools leads to change in message sent. Image forgery detection or image manipula-
tion detection identifies such manipulation done in the images in order to change its
meaning.

Image forgery detection is a multi-faceted approach having multiple viewpoints.
There are various active and passive methods to detect image forgery based on image
features. Illumination direction estimation is a technique under passive image forgery
detection. Image source camera identification is an important area where features of
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both capturing device and images are analysed to know the source of an image [3].
Image provenance analysis builds a graph wherein the series of manipulation for an
image is derived [9].

This review addresses the various concerns in detecting forgery by means of
illumination-based technique which is a method under passive image forgery detec-
tion. Inimage forgery detection and source device identification, this paper focuses on
devising mechanism that can distinguish well between genuine image enhancement
operations of scaling, rotation with those of image manipulation operations well. In
case of provenance analysis, this paper tries to show the importance of dealing with
near-duplicate images, donor images of small size and use of metadata information.

Considering environmental lighting conditions is one possible alternative to the
problems under passive physics-based method of image forgery detection. Image
forgery detection with source camera identification giving equal importance to
forgery detection and genuine manipulation detection is discussed in the paper. Tech-
niques to deal with donor images of small sizes and near-duplicate images using
contextual masks, metadata information, etc. is highlighted in the paper.

In order to experiment with issues in illumination-based forgery detection, distin-
guished object in an image needs to be identified. [llumination direction should be
estimated for these objects including the background of an image. For dealing with
the problem of having perceptual robustness, techniques for genuine image manip-
ulation detection need to be experimented first before hash computation. For faster
provenance analysis, metadata of an image database can be considered.

Our significant contribution in the domain of image forgery detection are as fol-
lows:

e Detailed discussion of the areas in digital image forgery detection which are
active/passive forgery detection techniques, image forgery detection with source
camera identification and image provenance analysis.

e Minutely stated problems related to all the three domains of passive illumination-
based image forgery detection, image source device identification and provenance
analysis.

e Possible solutions to the stated problems are also discussed in the paper.

The paper is organized as follows: Sect. 2 states background of the domain explaining
basic terminologies and techniques under digital image forensics which are image
forgery detection, image forgery detection with source device identification and
provenance analysis. Section 3 discusses the motivation and related work, Sect. 4
discusses the various issues in three areas mentioned. Section 5 details possible area
to explore in the area of digital image forensics. Section 6 states conclusion regard-
ing learning derived from the overall review on digital image forensics. Section 7
discusses the future possible areas to explore in the domain of image forensics.
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2 Background

The domain of digital image forensics has three important aspects of:

1. Image forgery detection.
2. Image forgery detection with source camera identification.
3. Image provenance analysis.

2.1 Image Forgery Detection

Image forgery detection methods check for properties of an image to decide if an
image is genuine or forged. Image forgery detection method depends on the image
storage formats. The forgery detection method for image depends on the type of
image and the format of compression of an image. A detail of strategies employed
for detection of JPEG and PNG images is discussed in [15-18].

There are multiple active and passive image forgery detection methods which
are employed. Active image forgery detection techniques rely on use of proactive
measures like watermarking, digital signature and texture analysis to know presence
of any forged contentin animage [19, 25]. Passive image forgery detection techniques
use measures like image features based on comparison of pixel values, compression
methods, camera properties, illumination environment and geometric features [7,
25].

Image forgery detection technique involves the following six steps, namely, pre-
processing, image feature extraction, image feature matching, false match removal,
result optimization and region localization [7, 25]. The details of every phase are
depicted below:

e Pre-processing: This operation enhances image quality to be useful in the further
phases of processing. Operations like noise removal, resizing and colour-space
conversion, segmentation, etc. are carried out to make it suitable for training.

e Image feature extraction: Unique distinguishable features are extracted from the
image. These features represent values that are used as an identifier for image
rather than the entire set of pixel values. It uses techniques of transformation
based on coding, hashing, LBP method, key point processing and histogram-based
processing.

e Image feature matching: Features extracted from the query image are matched
with the features of images in the database. If the resultant value of matching
formula computed over the query image is within acceptable range, then the image
is considered to be genuine else some manipulation is said to have occurred.
Some popularly used image feature matching techniques are nearest neighbour
technique, clustering and segmentation, thresholding, Manhattan distance, etc.

e False match removal: If multiple matches are detected from the database for a given
query image, then removal of the images which are falsely detected as matching is
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Techniques employed in steps of image forgery detection
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Fig. 1 Steps in image forgery detection

carried out in this phase. The techniques of RANSAC, hierarchical agglomerative
technique and distance-based techniques are used to remove such false matches.

e Result optimization: The resultant images after removal of false match are passed
through morphological operations to derive the structure of the forged content.
It is used to optimize the resultant structure derived of the objects present in the
image using operation of dilation, erosion, closing and opening operations.

e Region localization: Images derived from region optimization process are further
processed in Region localization phase to get accurate boundaries of objects. Filters
like Laplacian filter, Gaussian filter, etc. are used here to derive the boundary of
the objects.

2.2 Image Forgery Detection using Source Camera
Identification

Every digital image captured by a device will have properties as embedded by the
capturing device. Set of images captured by a camera may induce distortion uni-
formly at same location in all images captured by that device. Such peculiar pattern
of intensities can act as distinguishing feature of image source helping in identifica-
tion of image forgery using source camera detection [1-6]. The features of colour
filter array, photoresponse non-uniformity pattern [1], sensor pattern noise [1] and
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compression scheme [5] are some of the features of the capturing device to check
the type of device and the brand of it.

Image forgery detection with source camera identification involves the following
phases as mentioned in [2, 3], namely, pre-processing, feature extraction, camera
feature extraction, hash generation and hash distance comparison.

e Pre-processing: The image is checked to see if it is suitable for the further pro-
cessing phases. If not operations of image enhancement are applied to make it apt
for further phases of feature extraction.

e Feature Extraction: The aim here is to extract features from an image in order to
identify image using minimum representative pixels. The extraction process can
vary depending on the type of features to be extracted from the image.

e Camera Feature Extraction: Combined features from capturing device and image
are extracted to have a minimum representative set of values for every image.
Features include PRNU, SPN, colour filter array or compression scheme.

e Hash Generation: Hash value is generated using both the device features and the
image features. The generated hash value is appended to the captured image and
sent through the communication channel. A similar process in the reverse fashion
is followed at the receiver’s end.

e Hash Distance Comparison: If the generated hash value at the receiver’s end is
within the decided threshold then the image generated is said to be authentic else
it is called to be tampered one.

2.3 Image Manipulation History Tracking

Animage may undergo series of manipulation before it is ready to use for a particular
application. In provenance analysis, identification of the entire set of contributing
images for a given query image is carried out. This would ultimately help in under-
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standing the reason for manipulation in the query image. As shown in Fig 3, the
central query image has donors from multiple images like image A and image E.
Also multiple images can be derived from query image too. Hence, there can be a
series of manipulation that an image can undergo. Figure 4 from [9] depicts detailed
steps involved in provenance analysis:

e Provenance Image Filtering: A search for the extracted features from the query
image and the database of images is carried out. The matched images are then
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ranked like in Fig. 4, so as to find the best suitable match in the database for the
various objects present in the query image [9-11, 13, 14].

e Provenance Graph Construction: Once the images are filtered so as to find the best
images from the database, a dissimilarity matrix is constructed between the query
image and the best match images. This matrix is further converted to a graph using
minimum spanning tree algorithm to get the history of manipulation for the query
image [9, 10, 23, 24]. As depicted in Fig. 4, ten images having rank 1-10 are
assessed during graph construction phase. The distance between query image and
the top 5 best ranked images is mentioned in the matrix. Rank 3 image is the closest
to the query image having maximum content derived from it and hence named as
host image. Rank 5 image has some content adopted in the query image and has the
next least distance from the query image. The query image is thereby derived from
the Rank 3 and Rank 5 images, respectively. Similarly, in the distance matrix we
can consider images till Rank 10 as well based on algorithmic thresholds placed.

3 Motivation and Related Work

This section provides an elaborate detail of various techniques under image forgery
detection. A detailed comparison of techniques under image forgery detection with
source device identification is provided for reference. Investigation of techniques
under provenance analysis with varied donor sizes is also expressed.

In Table 1, details regarding various techniques under digital image forensics
based on pixel values, compression method, camera properties, physics of lighting
condition and geometric properties of image capturing device are mentioned.

Table 2 provides a comparison regarding various image forgery detection tech-
niques based on source camera identification. Techniques here are compared based
on parameters of perceptually robust operations of rotation and scaling. Other param-
eters of comparison are whether tamper detection, device authentication are possible.
It can be observed that there is a need to attain better accuracy level where genuine
image manipulation is well differentiated to that of tamper operation.

Table 1 Image forgery detection techniques
Techniques Methods

Pixel based Copy-Move, Splicing, Resampling, Retouching

Compression JPEG Quantization, Double JPEG, Multiple JPEG, JPEG blocking
based

Camera based Chromatic Aberration, Source Camera Identification, Pixel Array, Sensor
Noise

Physics based 2D and 3D Light Direction, Light Environment
Geometric based | Camera Intrinsic Parameters, Multi-view geometry
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Table2 Comparison of various image forgery detection techniques with image source identification

Techniques Rotation Scaling Tamper detection | Device
authentication

[4] 80.02 1 Yes No

[1] No No Yes Yes

[2] No No Yes Yes

[3] 96.25 90.42 95.42 Yes

Table 3 Comparison of image provenance analysis techniques based on various size donors

Paper SD SDR MD MDR LD LDR
[9] 195 28.3 265 56.8 286 67.0
[28] 195 333 265 72.6 286 76.8
[23] 195 55.3 265 75.2 286 78.0

Table 3 [23] provides an analysis of various provenance analysis techniques pro-
posed in [9, 23, 28]. The terms #SD, #MD and #LD mean count of small donor,
medium donor and large donor. The terms SDR, MDR and LDR mean small, medium
and large donor recall rate. The dataset MFC19EP1 is being considered for evaluat-
ing these parameters. Donor images having spliced region less than 1 percent of its
image size are classified as small donors. Spliced images greater than 10% of its size
are classified as large donor and the others are considered as medium size donors.
Same number of samples under various categories of small, medium and large when
compared attains a recall rate of around 78% for donors of large size, however it can
attain only 55% of recall rate for small size donors. The observation is similar for
other provenance-based datasets like MFC18EP1, MFC17EP1 and Reddit real time.
This emphasizes the need to improve on detection of small spliced regions while
building provenance graph.

4 Discussion

In this section problems associated with every image forgery detection scheme is
discussed in depth.
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4.1 Image Forgery Detection Using Illumination-Based
Methods

[lumination-based methods of image forgery detection come under the category
of physics-based methods for detection of fraud image. In [8, 21] technique, the
illumination pattern of the objects in the scene is analysed to check if there is any false
content present. The falsification could be because of splicing of multiple images or
using small cropped objects from the same image. Detection of spliced objects based
on colour illumination inconsistencies is discussed in [20]. In spliced images where
there is a seamless integration of images present it is difficult to find the difference
between the objects at the first glance. However, analysing them thoroughly using
methods of illumination detection can reveal such forged content.

Figure 5 from [8] gives a good example of illumination direction estimation for
forgery detection. There are two parts in the image where the top image is the coloured
image seamlessly spliced from multiple source. The bottom part is the illumination
estimated for the image on top. If observed carefully one can see in the bottom black
and white image that the dominant illumination direction estimated for two people on
the left is towards left while for the three people on the right is towards right. Hence,
analysing the illumination pattern of objects in a scene provides a good intuition
about image forgery. However, there exists certain area of concerns in such methods
as stated below:

Fig. 5 Illumination direction estimation of scene objects [8]
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e Incorrect illumination direction estimation due to shadow effect:
An incorrect estimation of source light occurs when objects in the scene cast
their shadow over the other objects present leading to a misinterpretation that
these objects are illuminated by different light sources but in actual they might be
illuminated from the same source itself. Consider Fig. 6, where an image has two
objects A and B, they are illuminated by the same light source shown by plain arrow
and their estimated light directions in dashed arrow. However, object B casts its
shadow on object A which changes the illumination direction estimation of object
A. Even though objects A and B belong to the same image they are concluded
to belong to different images and are forged. Hence, appropriate estimation of
illumination direction considering the effect of shadow from objects becomes
important.

e Incorrect illumination direction estimation due to multiple spliced objects from
same source:
A spliced image is generated using image from different source. Two objects copied
and pasted from same source and pasted on a different image will have same kind
of illumination pattern. This creates a problem as the image under consideration
though being fabricated image generated using spliced objects from a same source
is treated as genuine. This leads to a false positive that the image is genuine even
though it is manipulated.
As can be seen in Fig. 7, objects C and D are spliced from same source image A
into the image B and have the same illumination direction estimation. The image
B on checking for forgery is detected as genuine image as both the objects C
and D exhibit the same illumination pattern but actually this is a case of image
forgery. Hence, checking of illumination direction of objects present in the image
is insufficient and an enhancement in the technique is expected.
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4.2 Image Forgery Detection and Source Camera
Identification

In this case, a hash comprising of both device features and image features is gen-
erated. There are techniques proposed for detection of forgery and source device.
However, there is a need to distinguish between genuine perceptually robust image
manipulation operation like rotation and scaling with those of forgery image manip-
ulation operation while examining source camera. On combining approaches related
to detection of source camera and image forgery, there is an increase in false alarms
where genuine image editing operations are detected as manipulation [22]. There are
techniques that can attain perceptual robustness of around 99% working independent
of source device identification. Incorporating them with those of source device iden-
tification and manipulation detection is required. As currently employed techniques
that can detect image forgery and distinguish between perceptual robust operation
too are only around 90% which can be further tried for improvement.

4.3 Image Provenance Analysis for Tracking Image History

Provenance graph gives a set of all images related to a given query image and possible
derivation tree for that image. The donor images could be of varied sizes and can
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Fig. 8 Effect of near-duplicate images on conversion of dissimilarity matrix to provenance graph

represent multiple regions in the given query image. Identifying the related images
from a huge database of images is a challenging task as the amount of comparisons
increase. Following are the challenges associated to the study in this domain:

e Small donor identification in provenance analysis for image forgery detection:
When the contributing donors for a query image become small in size accounting
for size as less as 1 to 10% of total image size it becomes difficult tracing its
features and matching them with related images from the database. The recall rate
for donors of small sizes is approximately in the range 55-58% [23]. In comparison
to donors of medium and large size that have recall rate of small donor between
75 and 80% the recall rate of small donors needs to be improved. Hence, a check
on appropriate analysis of small donors is important in the process of provenance
analysis.

e Improving the dissimilarity matrix construction by considering noise from near-
duplicate images:

Provenance graph is generated using the minimum spanning tree algorithm com-
puted over the dissimilarity matrix. If there is a minor change in the values of the
dissimilarity matrix due to noise from near-duplicate images it would change the
entire derivation process of graph as the spanning tree would vary. It is thereby
important to extract features of the images that are near duplicates with care in
order to distinguish them properly and derive appropriate graph. Figure 8 shows
the actual distance between images Imgl, Img2, Img3 and Img4 and a slightly
modified dissimilarity matrix due to noise from the near-duplicate images. An
equivalent graph for the stated matrix and the spanning tree is also stated for both
original and modified dissimilarity matrices. The images Img2, Img3 and Img4
are all derived from Img1. A slight modification in the matrix changes the entire
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derivation process of the images. As can be seen that Img1 is the prominent root
Image from which Img2 and Img3 are derived same as previous tree. However,
Img4 is derived from Img2 which is different from the previous case of original
tree. Hence, a small change in the values of dissimilarity matrix can change the
entire provenance graph constructed. This signifies the importance of dealing with
near-duplicate images efficiently.

e Provenance graph construction using features other than image properties: Graphs
constructed relying on only image features lose on certain important features which
can help build provenance graph quickly. Using metadata present in images rather
than merely image features can be useful in reducing the time associated for the
entire provenance analysis.

5 Research Direction

Possible area of research for the stated research gaps in the discussion section is
mentioned below:

e Passive image forgery detection using illumination-based techniques: Analysis of
images using passive forgery detection mechanism requires detection and esti-
mation of illumination direction of various objects present in the image. This
illumination direction estimation can be erroneous if objects cast shadow over
each other. This leads to the problem of concluding that an image is forged despite
being genuine and raising false alarms. Also, an image generated using compo-
nents from same donors will be estimated to have same illumination direction.
Hence, checking merely the illumination direction of objects in the image will be
insufficient. Checking of background illumination could be a possible alternative.

e Image Forgery Detection using Source Camera Identification: Techniques for
image forgery detection using source camera identification are based on detection
of features from images and camera or capturing device. The features extracted
from this technique should be able to well distinguish between operations that are
genuine and those that have manipulated the image content. Some of the operations
that are performed over images to improve their quality are rotation and scaling.
If operations that are genuine are identified as forgery it will lead to unnecessary
false alarms. Hence, there is a need to check the nature of manipulation while
checking for the source of forgery. A technique suitable in both the cases needs to
be devised.

e Improving Image Provenance Analysis Process: Provenance graphs constructed
using the phases of image filtering and provenance graph construction require
searching huge database of images and deducing relationship between images. This
process gets difficult as the search space is very large and there could be multiple
objects of varied sizes in the query image. Small donors affect the accuracy of
the approaches used as slight modifications like converting digit 0-8 or 1-7 in an
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image is not easy to identify. Hence, there is a need to improvise provenance graph
construction for small-sized donors.

The search and comparison phases in case of provenance graph construction are
very large. Image metadata provide useful information like date, compression
strategy, etc. which can be helpful in the provenance graph construction [12].
Rather than merely relying on the image features other complimentary aspects that
come with an image need to be analysed, which may help speed up the process of
provenance graph generation.

Provenance graph is built using minimum spanning tree algorithm from the dis-
similarity matrix. If there is variation in the dissimilarity matrix the provenance
graph will too vary. The chances of variation increase when the images are near
duplicate of each other. Hence, near-duplicate images need to analysed before
building the provenance graph.

6 Conclusion

A detailed review on passive method of detecting forgery through illumination detec-
tion is discussed in the paper. Areas where both image properties and capturing device
properties are given attention to check for information contributing in detection of
forged images is also a topic of discussion in this paper. A discussion regarding
provenance analysis for building derivation tree for entire image manipulation pro-
cess is mentioned in detail. Research direction and areas to explore in the field on
digital image forensics are elaborated well in the paper.

7 Future Scope

In future, the problem of image forgery detection can be used to address issues
like considering societal impact on a particular forgery. This cultural trend will help
understand the reason for a particular manipulation better. Detection of video manip-
ulation which is also a mode of multimedia information transfer can turn deceptive if
modification of sequence of images present in the video is carried out. These further
areas of research can be fruitful broad domains of study.
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and Mainejar Yadav

Abstract Social media platforms have created a buzz among people in the last cou-
ple of decades. These platforms offer a chance to connect with each other irrespective
of the geographic distance between them. These platforms help in connecting with
others by recommending new users to them. These recommendations are generally
based on the user’s profile, mutual friends, interests, and preferences. But the cur-
rent social media platforms do not consider the kind of a person and his personality.
This work considers the user’s personality along with other parameters like mutual
friends, age group, and interests. The personality of a person has been predicted from
the posts that person has posted on his social media account.

Keywords Recommendation system - Personality prediction -
Myers—Briggs-type indicator (MBTI) - TF-IDF - SVM - RBF - Logistic regression

1 Introduction

With the advancement in technology and internet now being available to most people,
social media platforms have witnessed a great increase in their user base. Social
media has brought people closer to each other from all over the globe. Sharing ideas
and information in various network groups and communities have really helped a
lot in connecting people worldwide. These platforms helped a lot in strengthening
the relationship with friends and other people with whom we are unable to meet
personally.

People are becoming increasingly interested in connecting with others, so it has
become significant that the recommendation systems suggesting friends must be
more precise and understand a user’s personality. Most of the existing friend rec-
ommendation systems are based on an individual’s social network (i.e., their mutual
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connections), interests, etc. But they do not consider the user’s personality traits and
what kind of a person the user is. Over the years, various machine learning tech-
niques have been introduced, which can be used to our advantage to predict a user’s
personality. This research paper aims to understand how a person’s personality can
be identified by the content they share on the social media platforms, which can then
be leveraged to build a better friend recommendation system based on personality
matching. Over the years, many different types of social media recommendation
systems have been designed. Our goal of this research is an attempt to implement
a friend recommendation system where users are recommended new connections
which could be relevant in some way to them. We considered a variety of parame-
ters like a person’s personality, age group, interests, hobbies, and existing friends.
On these factors, we have designed a recommendation system that uses personality
prediction as its core to suggest better connections.

The remaining part of this paper is as follows; Sect. 2 describes the related work. A
discussion about the used dataset is given in Sect. 3. Section 5 describes the method-
ology of the proposed work. The experimental results and discussion is given in
Sect.5. Section 6 shows a brief conclusion.

2 Related Work

Over the past few years, many studies and surveys have been conducted in order to
understand the proper mechanism of recommending friends to a person. The result
of these studies suggests that the majority of the social networking platforms show
friend recommendations using closeness of people in their social connections graph
[1]. But it has been concluded that this is not the right strategy to recommend friends.
Friend recommendations must be more centric towards the way in which people make
friends in their real life [2].

In some of the previous research, it has been proven that the data reflect a per-
son’s personality they post online, and that data is of great value and can be further
used to predict an individual’s personality [3] effectively. Also, what people express
through their posts and status updates can be used for research in studying human
personality and behavior [4]. Some feature reduction techniques can also be used
which may prove to be beneficial because they reduce the input data size which helps
in improving the prediction accuracy [5]. It has been shown that the collaborative
filtering approaches using social information and mutual understanding data among
people in existing social network connections have also produced significant results
[2]. It has been observed that recurrent neural networks can capture the sequential
information from the text data [6].

Various personality tests have been in use for a very long time now. The usage
of these tests can be traced back to the time of World War I [7]. This test was first
introduced by Katharine Briggs and Isabel, who began their research into personality
in 1917 [8]. The Big 5 model was given by D. W. Fiske and expanded by Norman,
Goldberg, and McCrae [9]. Anandhan et al. [10] described the various challenging
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issues and deep literature survey related to Social Media Recommender Systems.
Michael et al. [11] introduced a personality prediction approach. This method used
Facebook’s human behavior and the Big 5 model. The accuracy achieved by this
approach is 74.2%. Kamalesh and Bharathi [12], have introduced a personality pre-
diction model. This method used the Big 5 traits and machine learning Technique.
The accuracy of this model is 78.34%.

3 Dataset

The dataset used in this work consists of posts from 8675 users. It contains around
50 most recent posts for each user. Each post for a user is separated by using three
pipes(]||). The dataset also contains the user’s personality type from one of the 16
MBTI types. Each personality type is made up of a combination of four characters,
and each character is contributed by the first or second letter of the traits from the
four MBTI classes. The dataset has the following distribution of the various MBTI
traits in each category:

Introversion(I): 6676; Extraversion(E): 1999
Sensing(S): 7478; Intuition(N): 1197
Thinking(T): 4694; Feeling(F): 3981
Judging(J): 5241; Perceiving(P): 3434.

The MBTI assessment is based on the fact that people have some preferred modes of
judgment (thinking or feeling) and perception (sensing or intuition), as well as their
orientation to the outer world (judging or perceiving). One other important aspect is
the attitude about how people build energy (extroversion or introversion).

4 Methodology

Our proposed approach recommends friends using similarities in personality traits
and their existing social connections. It also considers the user’s age group and their
various interest fields. For a given user, our system will recommend a list of users
with the highest recommendation score that could become potential friends to that
user. The workflow diagram in Fig. 1 shows the overall functioning and various
phases of the proposed system.

4.1 Personality Prediction

The following subsection describes the procedure followed to obtain an individual’s
personality type.
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Fig. 1 Workflow of proposed work

Data Preprocessing In this work, we have followed a series of steps which are
described below in a stepwise manner.

The user posts are textual, but they also contain URLs to various other websites
for images or videos. We are only considering youtube URLSs in this work. Firstly,
extract the youtube URLs using regex (i.e., regular expressions) and replace those
URLs with their corresponding video titles. All other URLSs are removed from the
user posts using the same regex method.

User posts also contain symbols and punctuation marks like periods, commas,
apostrophes, etc. These do not include any meaning and are hence removed from
the text. Numbers also do not have any sense; hence they are removed. Extra spaces
between words are also removed during this step. Stopwords are then removed from
the posts as they do not add much meaning or information to a sentence or text.
These words can be simply ignored while considering the text without any loss in
the sentence’s meaning. Lemmatization is then applied on the text to convert the
words to their root form as different forms of a word convey the same meaning.

Feature Extraction Feature extraction is done to convert the raw text data into
vectors of decimal numbers. One common technique for extracting features is TD-
IDF (i.e., Term Frequency-Inverse Document Frequency). This calculates the relative
importance of words within the document.
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Model Training The task at hand is to classify the user to 1 of the 16 MBTI person-
ality types based on his processed posts. Looking closely at the MBTI dataset and the
output labels, it can be observed that there are four different classes of MBTI. Each
class consists of two personality traits, and either one can be chosen for a person.
Instead of classifying a person directly to 1 of the 16 types, we have divided this
task into 4 steps corresponding to each of the 4 MBTI classes. The above problem
is now converted to a multi-output binary classification problem. The two traits of
each of the four classes are assigned either 0 or 1. Support Vector Machine (SVM)
is trained on the data. A nonlinear Radial Basis Function (RBF) is used as a ker-
nel to train the SVM classifier. Logistic Regression is similarly trained on the data.
Neural network is also trained on the data. The input layer consists of 5000 nodes
(i.e. equal to feature vector size) followed by 7 hidden layers with 256, 200, 160,
120, 80, 16, and 6, respectively. The output layer has two nodes for two personal-
ity traits. The output layer uses softmax, whereas hidden layers use ReLu as their
activation functions in neural networks. Various classifiers like Multinomial Naive
Bayes, K-Nearest Neighbors, Random Forests, and Decision Trees are also trained
on the dataset.

4.2 Recommendation Logic

Finally, after a person’s personality is predicted using the above-trained models, the
final step is to recommend friends to a user. Since we are considering a number
of other parameters (other than personality) like mutual connections, age group,
and user interests, we have to assign a certain weightage to each parameter and
calculate an overall recommendation score for each user. The percentage weightage
of various parameters is as follows: Personality—30%, Mutual connections—30%,
Age group—20%, and User interests—20%

To calculate the recommendation score for users, follow the calculations as given
in Egs. (1)-(5).

. Number of personality traits matching for two users
Personality score = 7 (1)

Calculating mutual connections score is a two-step process. In the first step, a
value is calculated for a new user based on how frequent that user is in the friends
list of the user’s friends.

Users score =

Xd: Number of common friends at depth i
i
i=1

where d is the depth of mutual connections to be considered.
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In the second step, the values of the user’s score calculated in the first step are
normalized using the below formula.

. Users score
Mutual Connections score = - 2)
Maximum of all users score calculated

Absolute difference of two users ages
Age Group score = 1 — 100 3)

Number of common tags for two users
Tags score = ——; 4)
Minimum of number of tags of both users

So, the final recommendation score for a user can be calculated as

User Recommendation Score = (Personality weightage * Personality score)
+ (Mutual connections weightage x« Mutual connections score)
+ (Age group weightage * Age group score)
+ (Tags weightage * Tags score) (@)

5 Results and Discussions

Various supervised machine learning classification algorithms were trained on the
MBTI dataset. These models were compared based on prediction accuracy and eval-
uated based on other metrics like precision, recall, and F1-score. This section sum-
marizes our observations and the results obtained from different classifiers. The
personality prediction accuracy scores achieved from various models are given in
Table 1. It was observed from Table 1 that support vector machines are the most

Table 1 Accuracies of classification models

Classifier 1/E (%) S/N (%) T/F (%) J/P (%) Average
(%)
Support vector machine 85.5 89.7 85.4 80.1 85.2
Logistic regression 82.6 87.1 85.8 79.4 83.7
Neural network 77.2 87.2 81.5 77.9 81.0
Multinomial Naive Bayes | 77.0 86.2 78.0 66.6 71.0
Decision tree 81.6 87.7 71.3 73.4 80.0
Random forest 76.8 86.2 80.2 63.5 76.7
K-nearest neighbors 80.4 87.4 68.2 68.9 76.2
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Table 2 Evaluation metrics for SVM, logistic regression, and neural network

Personality traits| SVM Logistic Regression Neural network
Precision | Recall Precision | Recall Precision | Recall

Extroversion(E) | 0.82 0.48 0.82 0.32 0.51 0.72
Introversion(I) | 0.86 0.97 0.83 0.98 0.90 0.79
Intuition(N) 0.90 0.99 0.87 0.99 0.93 0.92
Sensing(S) 0.82 0.33 0.72 0.11 0.54 0.57
Feeling(F) 0.87 0.86 0.86 0.88 0.83 0.83
Thinking(T) 0.84 0.84 0.85 0.83 0.80 0.80
Judging(J) 0.81 0.65 0.83 0.60 0.72 0.72
Perceiving(P) 0.80 0.90 0.78 0.92 0.82 0.82

accurate model for classification with an average accuracy of 85.2%. Support vector
machine also leads in accuracy for the three classes (I/E, S/N, and J/P) as compared
to other models. Logistic regression performed comparatively better than SVM for
T/F class. Other classifiers, such as logistic regression and neural networks, achieved
accuracy above 80%. The precision and recall values, as observed on the test data for
the three best classification models, i.e., support vector machine, logistic regression,
and neural network, are summarized in Table 2. In order to compare and visualize
the performance of various classification models, receiver operating characteristics
curves have been generated for different MBTI categories, which can be seen in
Figs.2, 3, 4, and 5. ROC curves are interpreted using the AUC (Area Under Curve)
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values. The more the AUC, the better the model separates the classes. It can also be
observed from the ROC curves that support vector machines and logistic regression
performed comparatively better than other classifiers for all four MBTI categories.
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6 Conclusion

The main objective of this paper is to build a friend recommendation system that
uses personality prediction along with other parameters. The personality is predicted
using users’ textual posts. The text was preprocessed and cleaned to generate the
feature vector, which was further used as input to various machine learning models.

It was observed that increasing the number of hidden layers increases the accuracy
of the Neural Network model. But increasing the hidden layers beyond a certain
threshold does not increase the performance but only increases the overhead of the
prediction. In the case of K-nearest neighbors, the prediction was very slow as it is
a lazy learning algorithm that evaluates the whole dataset every time it has to make
a prediction. The best accuracy is obtained using support vector machine with a
nonlinear kernel (i.e., radial basis function) to generate feature vectors. In this work,
an accuracy of up to 85.2% is achieved.
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Analysis of Different Sampling m
Techniques for Software Fault Prediction | @

Sanchita Pandey and Kuldeep Kumar

Abstract The process of predicting whether or not a software module is faulty based
on specific metrics is known as software fault prediction. Software faults predicted in
prior stages help in the management of resources and time required during software
testing and maintenance. Over the years, various supervised machine learning-based
techniques for fault prediction have been suggested. The models are trained using
a labeled dataset that consists of multiple independent variables like lines of codes,
the complexity of the software, the size of the software, etc., and a dependent binary
variable thatis either true or false. Recent research in software fault prediction focuses
on data quality. In this paper, we have mainly focused on the class imbalance problem.
In imbalanced data, one of the class labels has a higher number of observations, while
the other class label has a lower number of observations. Different over-sampling
and under-sampling techniques are used to tackle the class imbalance problem. In
this paper, random under-sampling, random over-sampling, and SMOTE are applied
to six PROMISE datasets. A decision tree classifier is used to create the model. The
efficiency of different sampling techniques is compared using the ROC-AUC score
and F1-score.

Keywords Software fault prediction - Random under-sampling + Random
over-sampling - SMOTE - Decision tree classifier - ROC-AUC score - F1-score *
Data imbalance

1 Introduction

With the growth in size and complexity of software [1], detecting faults becomes a
laborious task. Therefore, detecting faults in the prior stages of software development
is preferable. This reduces the efforts required in the testing and maintenance stages.
Prior detection of faulty modules helps in the optimal distribution of resources for the
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timely development of the project. Software Quality assurance helps in maintaining
the quality and quantity of resources utilized in the software development process.

Software fault prediction (SFP) is detecting faults in a software module [1, 2]. It
is a notably significant topic in software engineering. Detection of faults in software
modules helps developers to focus on a particular module to rectify it on time. SFP
eases the work of the testing team by identifying the modules containing faults. Now,
one has to look into specific modules instead of checking the complete software. With
the increase in complexity of the software, finding faults is getting more difficult each
day. But with a good SFP model, detecting faults has become a more straightforward
job.

SFP is used in not only classifying the modules as faulty or non-faulty but also
helps in finding the number of faults and the severity of these faults. But major
studies are done on the classification of software modules [3]. A model is built using
different algorithms, which are then trained using a labeled fault dataset [4].

As per the research, the fault dataset suffers from the problem of class imbalance
(CI). CI dataset contains one of the class labels having a higher number of observa-
tions, while the other class label has a lower number of observations [5, 6]. A model
prepared using an imbalanced dataset gives biased results, resulting in inaccurate
system evaluation. Over time, various algorithms have been proposed to overcome
the CI problem [7]. Some of the most used data sampling algorithms are SMOTE
[8], random over-sampling, random under-sampling, cluster-based clustering, etc.
Researchers have applied most of these sampling techniques to different fault datasets
and calculated the efficiency of the models. In this paper, we have applied ensemble
models and deep learning models to six different PROMISE datasets. The ROC-AUC
and F1-score is used to compare the sampling techniques.

The rest of the paper is as follows: Sect. 2 gives background knowledge about
issues in SFP and the data sampling techniques used in this paper. Section 3 explains
the step-by-step process followed in SFP. The literature survey is discussed briefly
in Sect. 4 followed by Sect. 5 which contains information about the dataset used in
this study. Section 6 contains the results followed by the conclusion and future work.

2 Background

2.1 Data Quality Issues in SFP Dataset

The datasets used in SFP suffer from various data quality issues. These are

class overlapping,
class imbalance,
incompleteness,
outliers,
redundancy,
inconsistency,
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® noise,
e data quality metadata, etc.

To build an efficient model for SFP, one needs to tackle the above-given issues.
Otherwise, the reliability of the model will decrease resulting in inaccurate outcomes.

This paper specifically focuses on the class imbalance problem in the fault dataset.
An imbalanced dataset contains an asymmetrical distribution of data across the
different classes. A model built on imbalanced data results in biased results. This
makes the model incorrect.

2.2 Class Imbalance Problem in SFP

There are numerous factors that affect the working of SFP models. These are

over-fitting of the model,
noise in the dataset,

cost parameters,
software metrics,
imbalanced dataset,
feature selection, etc.

One of the most serious issues with fault datasets is the issue of class imbalance
(CI) [5, 6]. A biased dataset with an unequal distribution of classes is known as an
imbalanced dataset. One class data is in the majority, whereas another class data is
in the minority. When a model is applied to this dataset, it produces biased results,
resulting in an inaccurate system evaluation.

To solve this issue, various sampling algorithms are used [6, 7]. These sampling
algorithms are combined with pattern learning algorithms to create high-performance
SFP models. Data sampling procedures such as over-sampling and under-sampling
are widely used [5, 9] to overcome CI problems. Both strategies aim to enhance the
working of SFP.

2.3 Data Sampling Techniques

On datasets with skewed class distributions, models tend to overestimate their perfor-
mance. It’s possible to improve the class distribution by balancing or randomizing a
training dataset using data sampling. After balancing the dataset, standard machine
learning algorithms can be used to train it. Figure 1 shows the different types of data
sampling techniques.
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Resampling the dataset

yuer Sampling

Fig. 1 Different data sampling techniques were used to balance the dataset

There are various sampling techniques used in the field of SFP. These are

(1) Over-Sampling: To achieve data equality, over-sampling techniques either
duplicate existing instances from the minority class or artificially generate new
samples from the minority class.

(2) Under-Sampling: Under-sampling methods remove or select a subset of the
majority class’s examples to balance the dataset.

In this study, we have used random over-sampling, random under-sampling, and
SMOTE. A machine learning model is built using a decision tree classifier. ROC-AUC
score and F1-score are used to compare the efficiency of these sampling techniques.

2.4 Random Under-Sampling

One of the most straightforward methods for sampling is random under-sampling.
The ratio of minority to majority class data in the training set is adjusted by randomly
removing majority class data. It is theoretically difficult to control what information
about the majority class is discarded when using random under-sampling. It has been
demonstrated empirically that random under-sampling is one of the most effective
re-sampling methods, in spite of its apparent simplicity.

2.5 Random Over-Sampling

In this case, random members of the minority class are selected and then added to
the new training set; these random members are then duplicated.
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When randomly over-sampling, two things should be kept in mind. In the first
step, arandom selection of data is made from the original training set and not the new
one. In addition, one always over-samples with replacement. Over-sampling without
areplacement would quickly deplete the minority class, preventing it from achieving
the desired level of minority—majority balance.

2.6 Smote

The Synthetic Minority Over-sampling Technique (SMOTE) is a widely used over-
sampling technique. SMOTE was given by [8] in 2002. This algorithm facilitates
tackling the over-fitting issue caused by random over-sampling. To create new
instances, the algorithm interpolates between pairs of positive examples that are
spatially close to one another in the feature space.

2.7 Decision Tree

A decision tree (DT) is a supervised learning algorithm having a tree-like struc-
ture where dataset attributes are depicted by internal nodes. Branches are used for
decision-making and leaf nodes are used for classification results. It is a graphical
representation for finding every solution to a problem based on predefined param-
eters. It is a simple algorithm and anyone can visualize it because of its tree-like
structure.

The decision tree algorithm is used in the experimental work because it is an
easy-to-understand algorithm and also requires less data cleaning as compared to
other algorithms. There are different data cleaning techniques. But, in this paper, the
main focus is on the class imbalance problem. Therefore, the decision tree is a better
choice as less data cleaning is required in it.

3 Software Fault Prediction Process

Figure 2 shows the generic seven-step process followed by a software fault prediction
model

1. Data collection: There are various public datasets available for fault prediction.
In this step, a dataset is either created or publicly available datasets are used.

2. Data pre-processing: The fault prediction datasets may suffer from the problem
of noise, outliers, the presence of irrelevant data, and class imbalance problems.
In this step, various noise removal techniques along with sampling techniques
are applied to the dataset.
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Fig. 2 Software fault prediction process

3. Choosing the model: Based on the dataset and the objective, a machine learning
model is selected. Either traditional models can be selected, or one can modify
an existing machine learning model or create a new model.

4. Training the model: In this step, the model is prepared using a fault prediction
dataset. The model trains itself using the training set with the specified algorithm.
The dataset is split into training and testing sets.

5. Evaluation: After the training stage, the model is tested using the testing data.
The system’s ability to correctly predict faulty software modules is measured
using parameters such as precision, accuracy, and the F1-score. User-defined
values are also fed as input to test the efficiency of the model.

6. Parameter Tuning: In this step, the variables of the model are modified to get
better performance and model accuracy. Once the parameters are tuned, the model
is again evaluated.

7. Prediction: The fault prediction model is evaluated against real-world data and
the results are recorded.

4 Literature Review

In the domain of software engineering, SFP has become the most prominent area
of study. SFP not only detects faulty software modules but also aids in software
quality improvement by eliminating the fault during the initial phases of the project
development. In this section, recent work done by researchers in the field of SFP is
discussed. The studies related to machine learning (ML), deep learning (DL), and
ensemble learning (EL) methods in the fault prediction domain are discussed below.

Rathore et al. [10] have introduced three separate generative over-sampling
methods, namely, Conditional GAN (CTGAN), Vanilla GAN, and Wasserstein GAN
with Gradient Penalty (WGANGP). The experiment is conducted on the PROMISE,
JIRA, and Eclipse datasets. When these sampling methods are used with baseline
models in tests on fault datasets, the results of the baseline models are greatly
improved.
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For SFP in intra-release and cross-release models, Singh and Rathore [11] adopted
non-linear and linear Bayesian regression approaches. SMOTE data sampling
methods are applied along with Random Forest (RF), Support Vector Machine
(SVM), Linear Regression (Lr), Linear Bayesian Regression (LBr), and Non-linear
Bayesian Regression (NLBr). Bayesian non-linear regression surpassed linear regres-
sion approaches on a sample containing 46 different software projects. Mean absolute
error (MAE), root mean square error (RMSE), and fault percentile average (FPA)
are used as evaluation metrics.

SHSE was put forward by Tong et al. [12]. It is a combination of different
sampling, feature subspace, and ensemble learning. Subspace hybrid sampling is
used to tackle data imbalance issues which is a combination of SMOTER and random
under-sampling (RUS). On performing experiments on 27 datasets, SHSE performed
better than other software fault number prediction techniques. DTR (decision tree
regressor) gives the best results when combined with SHSE. The fault percentile
average (FPA) is used as an evaluation metric.

Goyal [13] proposed a novel sampling approach, Neighborhood-based under-
sampling (N-US) to encounter the data imbalance problem in SFP. ANN, DT, KNN,
SVM, and NB classifiers are used to construct the model. PROMISE dataset is used
in the study. Accuracy, AUC, and ROC are used for measuring the performance of
the model. When applying the N-US approach, the classifiers’ accuracy improves.
The Imbalanced Ratio (IR) is reduced by 19.73% by using the N-US approach.

Pandey etal. [14] performed SFP on NASA and the PROMISE repository. SMOTE
is used to make the dataset equal. When compared to NB, LR, Multi-Layer Perceptron
Neural Network (MLP), SVM, and conventional Principal Component Analysis-
Extreme Learning Machine (PCA-ELM)-based fault prediction models. Extreme
learning machine has higher Receiver Operating Characteristic curve (ROC) values
when paired with K-PCA and SMOTE approaches. The proposed strategy yields
more objective outcomes.

A defect prediction model via an attention-based recurrent neural network (DP-
ARNN) is proposed by Fan et al. [15]. For data imbalance, over-sampling is used, and
the suggested model combines Bidirectional Long-Short Term Memory (Bi-LSTM).
The experiment is carried out on Apache Java projects. When compared to baseline
approaches, the F1-measure increases by 14%, and Area Under the Curve (AUC)
increases by 7%.

Yedida and Menzies [16] proposed fuzzy sampling which is a novel over-sampling
technique to tackle the data imbalance problem. An SFP model is built using Deep
Belief Network (DBN). The experiment is carried out on the PROMISE dataset.
Recall, AUC, RUC, and false alarm rate (FAR) are used as performance metrics. The
authors conclude that over-sampling is required before applying deep learning for
SFP.

Pandey et al. [17] performed experiments on the NASA dataset to detect software
faults. SMOTE technique is implemented on the dataset to overcome the data imbal-
ance problem. SqueezeNet and Bottleneck DL models are applied to the balanced
dataset. The F-measure on applying SqueezeNet and Bottleneck model is 0.93 £+
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0.014 and 0.90 £ 0.013, respectively. However, the computational cost of both these
methods is high in terms of training time.

Malhotra and Kamal [18] implemented five over-sampling methods: Safe-
Level SMOTE, SMOTE, Selective Preprocessing of Imbalanced Data (SPIDER),
SPIDERZ2, and Adaptive Synthetic Sampling Approach (ADASYN) on five ML clas-
sifiers: NB, AdaBoost (AB), J48, RF, and Bagging (BG), SPIDER2, and SPIDER3
are also put forward in this paper. When these over-sampling methods were applied
with different ML techniques, the average AUC was 0.94 and the average precision
value was 0.93 for the NASA dataset. ADASYN’s over-sampling method gave the
best results. The proposed SPIDER3 method also gives better results than SPIDER2
and SPIDER methods. ADASYSN performed better than MC learners.

Tantithamthavorn et al. [5] applied four class balancing techniques, namely,
over-sampling (OS), under-sampling (US), SMOTE, and Random Over-Sampling
Examples (ROSE) along with NB, AVNNet, xGBTree, C5.0, RF, LR, and Gradient
Boosting Method (GBM) classification techniques. The experiments showed that
AUC can be improved by optimizing the parameters of SMOTE.

For fault prediction, Nitin et al. [19] tested four ensemble methods which are
random forest, bagging, random subspace, and boosting, along with SMOTE for data
imbalance. The ensemble approaches use DT, LR, and KNN as baseline learners.
Fifteen datasets from the Eclipse and PROMISE repositories are used in the exper-
iment. The Wilcoxon test revealed that bagging performed statistically divergent
from the other ensemble techniques. In terms of ROC-AUC score and recall, bagging
performed best, while random forest performed worst.

Balaram and Vasundra [20] proposed a model based on Butterfly Optimization
Algorithm (BOA) with Ensemble Random Forest (E-RF-ADASYN) along with
ADASYN. PROMISE dataset is used in the study. BOA is implemented to overcome
the problem of over-fitting and ADASYN (Adaptive Synthetic Sampling) is applied
to overcome class imbalance problems. In comparison to KNN and DT classifiers,
E-RF-ADASYN achieved better results in specificity, AUC, and sensitivity.

Table 1 gives a review of the literature survey.

5 Dataset Used

Inspired by the UCI machine learning repository, the PROMISE repository was devel-
oped to encourage researchers to study the field of software engineering. PROMISE
stands for PRedictOr Models In Software Engineering. The PROMISE repository
consists of multiple publicly available datasets.

In this paper, six PROMISE datasets are used. These are

CM1
KC1
PC1
PC2
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Table 1 Summary of software fault prediction techniques discussed in Sect. 4
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Author Sampling techniques ML algorithms Dataset

Goyal, 2021 Neighborhood-based ANN, DT, SVM, NB NASA
under-sampling (N-US)

Rathore et al., 2022 | GAN, WGANGP, RE LR, NB, KNN, DT | PROMISE, JIRA,
CTGAN ECLIPSE

Singh and Rathore, | SMOTE RF, SVR, Lr, LBr, AEEEM, JIRA,

2022 NLBr PROMISE

Tong et al., 2022 RUS + SMOTER DTR AEEEM,

MetricsRepo
Fan et al., 2019 Over-sampling (OS) LSTM Java projects in

APACHE

Pandey et al., 2020 | SMOTE K-PCA-ELM, MLP, PROMISE, NASA
LR, SVM, NB

Yedida and Menzies, | Fuzzy sampling DBN PROMISE

2011

Pandey et al., 2020 | SMOTE SqueezeNet, NASA
BottleNeck

Malhotra et al., 2019 | ASASYN, SPIDER, J48,NB, AB, BG, RF | NASA

SPIDER3, SMOTE

Tantithamthavorn 0S, US, SMOTE, RF, LR, NB, NN, NASA, PROMISE

et al., 2020 ROSE boosting

Nitin et al., 2020 SMOTE Ensemble learning PROMISE,
ECLIPSE

Balaram and ADASYN E-RF, E-RF-ADASYN | PROMISE

Vasundra, 2022

e PC3
e PC4

The value of a dependent variable is predicted using a set of independent variables
in each of these datasets. The criterion for evaluation is a binary one.
Independent variables of the fault dataset are the no. of unique operators, no.

of unique operands, no. of total operators, no. of total operands, no. of flow

graphs, McCabe’s line count of code [21], cyclomatic complexity, design complexity,
Halstead volume [22], Halstead’s count of blank lines, Halstead’s count of lines of
comments, no. of flow graph, no. of unique operators and operands, etc.
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Result

this paper, ROS, RUS, and SMOTE data sampling techniques are applied to

CM1, KC1, PC1, PC2, PC3, and PC4 datasets to overcome the data imbalance
problem. After balancing the dataset, a decision tree classifier is used to build a
model. ROC-AUC score and F1-score for the datasets are calculated.

ey

@

ROC-AUC score—ROC curves can be summarised by the area under the curve
(AUC), which measures a classifier’s ability to distinguish between classes.
There are fewer false positives and more correct predictions when the AUC is
higher.
F1-score—Precision and Recall are weighted together to produce the F1-score.
As a result, this score takes into account both incorrect positive and incor-
rect negative results. Even though F1 is more difficult to grasp intuitively than
accuracy, it is often more useful in situations where the distribution of classes
is uneven. In this paper, the PROMISE dataset is used which is an imbal-
anced dataset. Therefore, F-measure is an efficient parameter for uneven class
distribution.

To calculate the F1-score, precision, and recall are used which are discussed
below:

e Precision—Correctly predicted positive observations as a percentage of all
positive predictions is precision. It denotes how often the classifier is correct
when it predicts yes.

e Recall—It is the proportion of correctly predicted yes observations to all yes
observations in the actual class. It denotes when the answer is actually yes
and how frequently the classifier predicts yes.

Table 2 provides a detailed summary of the results obtained in this experiment.

A graphical representation of the results is given. Figure 3 compares the ROC-

AUC score and F1-score using a random over-sampling technique.

Figure 4 compares the ROC-AUC score and Fl-score using a random under-

sampling technique.

Table 2 Summary of results of over-sampling, under-sampling, and SMOTE

Over-sampling Under-sampling SMOTE
Dataset ROC-AUC F1-score ROC-AUC F1-score ROC-AUC F1-score
score score score
CM1 0.95 0.95 0.63 0.59 0.85 0.85
KC1 0.83 0.84 0.56 0.55 0.72 0.73
PC1 0.96 0.97 0.58 0.51 0.91 0.9
PC2 0.96 0.97 0.6 0.66 0.96 0.96
PC3 0.95 0.96 0.68 0.65 0.82 0.83
PC4 0.94 0.95 0.79 0.77 0.88 0.89
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Fig. 3 Comparison of ROC-AUC score and F1-score using random over-sampling
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Fig. 4 Comparison of ROC-AUC score and F1-score using a random under-sampling

Figure 5 compares the ROC-AUC score and F1-score using SMOTE data sampling
technique.

On comparing ROC-AUC score and F1-score for all three data sampling tech-
niques, random over-sampling outperforms random under-sampling and SMOTE
technique.
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Fig. 5 Comparison of ROC-AUC score and F1-score using SMOTE data sampling
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7 Conclusion

Fault prediction is an important topic in every domain. In software engineering, SFP
plays a very crucial role as it helps in detecting faulty modules. If the faulty modules
are rectified in the initial stages of software development, time and resources can be
managed easily in the development of the software.

But the fault prediction dataset suffers from the problem of class imbalance. In
this, one of the class data is present in the majority, while the other class data are
present in the minority. This hinders the prediction efficiency of the models.

In this paper, we have applied following sampling techniques to overcome class
imbalance problem—random over-sampling, random under-sampling, and SMOTE.
Along with these techniques a decision tree classifier is built and trained on CM1,
KC1, PC1, PC2, PC3, and PC4 datasets.

As per the experiment, random over-sampling performs better than random under-
sampling and SMOTE.
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Mitigation of Trust-Related Issues )
in Cryptocurrency Payments Using L
Machine Learning: A Review

Harshal Shridhar Kallurkar and B. R. Chandavarkar

Abstract Cryptocurrency is a type of fiat currency in digital form, unlike the physical
money that is commonly used for daily purposes. A blockchain is a base on which a
cryptocurrency operates, i.e., it is a growing list of records of transactions happening
in a particular cryptocurrency. Trust in a cryptocurrency comes into the picture when
two stakeholders, virtually unknown to each other, are confident or not about each
other’s reliability in the context of whether each one is getting the service they
intended to get. Trust in cryptocurrency can exist between any two stakeholders,
such as users, merchants, government agencies, and blockchain technology, who are
a part of cryptocurrency transactions. Furthermore, direct or indirect involvement of
different stakeholders in cryptocurrency transactions results in issues such as lack of
transparency, ease of use, regulations of the government, privacy, security of users,
etc. Traditional approaches to anomaly detection in blockchain primarily use machine
learning methods because they can infer patterns from historical data to give decent
accuracy on test data. This survey presents trust in a cryptocurrency payment and
its issues. Furthermore, it also shows the mitigation approaches which use machine
learning techniques to address these issues.

Keywords Trust - Cryptocurrency * Blockchain + Transaction

1 Introduction

In a typical physical transaction, there is a guarantee of some regulating authority
that closely monitors the cash flow, currency circulation, etc. However, in cryptocur-
rencies,! there is no existence of such kind of authority. The technology on which
they operate is known as the blockchain. The transactions in the blockchain are main-
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tained as a list of growing records in which the current block is linked to the previous
one using a cryptographic hash. The transactions using cryptocurrencies are main-
tained in a decentralized distributed publicly available ledger. This ledger is publicly
available for any cryptocurrency. According to the Merriam-Webster dictionary, trust
is a guaranteed assurance of character and reliability of someone.? Users’ trust in
cryptocurrency transactions is affected by lack of transparency, no central authority
to look over, security of assets, etc.

When users transact via cryptocurrencies, both parties need to know how they
operate. Having details of traders and miners, the security model of the cryptocur-
rency increases users’ trust in cryptocurrencies. One striking fact about these cryp-
tocurrencies is that only those with adequate working knowledge of these tech-
nologies are willing to take risks. So, to further increase users’ trust in them, cryp-
tocurrency wallets/exchanges should extensively provide tutorials and classes in this
context.

This paper focuses on the general working of a cryptocurrency transaction. It also
describes how users’ trust is established by looking at various solutions which use
machine learning and deep learning methods. These methods provide an explicit
measure for a user, which can show the trustworthiness of other users beforehand. It
also looks into trust in cryptocurrency payments concerning four main stakeholders,
focusing more on the users’ trust part [39].

Anomaly detection in blockchain-based cryptocurrencies has gained much atten-
tion in the past few years, given the unstable nature of their market cap value, their
generation rate in the blockchain, the increase in illegal payments, illicit users, etc.
This issue has been looked into through various works which primarily use machine
learning methods, like [6, 24, 33, 36]. Considering these approaches and the issues
of trust in cryptocurrency payment, our contribution to this paper is answers to the
questions below:

— What constitutes trust in cryptocurrency?

— What kind of trust exists between different stakeholders in a cryptocurrency trans-
action?

— How machine learning approaches have been used to address the trust issues of
various stakeholders in a cryptocurrency payment?

The rest of this paper is organized as follows: Sect. 2 contains a brief introduction
to trust in a cryptocurrency transaction, Sect.3 describes, in brief, the working of
a cryptocurrency transaction, Sect.4 lists trust issues in cryptocurrency payments,
Sect. 5 lists existing solutions to user trust establishment, which use machine learning,
Sect. 6 mentions recommendations for future work and conclusion along with a
comparison of existing solutions, and references are cited at the end.

2 https://www.merriam-webster.com/dictionary/trust.
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2 Transactions in Cryptocurrency

The first open-source cryptocurrency available is Bitcoin, introduced in the year 2009.
Its concept was put through in the form of a white paper by an anonymous Satoshi
Nakamoto [29]. And since the introduction of Bitcoin, many other cryptocurrencies
(most commonly used are Ethereum® and Binance coin*) have been developed on
its basis.

In a blockchain, a node is a computer that runs the cryptocurrency client on its
machine. Each block holds a specific number of transaction records and is made
secure by including in it, the hash of its immediate predecessor block. Every user
of the particular cryptocurrency concerning that blockchain has its own copy of the
distributed ledger. If a new transaction is being added to a specific block, information
regarding it is added to every user’s ledger. The remaining part of this section presents
the general overview of the stages involved in a cryptocurrency transaction.

Figure 1 presents the flow of the cryptocurrency transaction. Consider two users,
Alice and Bob, intending to do a transaction of 1 unit of bitcoin(BTC). The three
main stages in the transaction and their working is described below [3]:

— Signing stage: A message is created by the wallet or an exchange [23]. The
message’s contents are Alice’s address, Bob’s address, and the amount to be sent.
Then a digital signature is created for this message. Note that each transaction has
a different digital signature [45]. The wallet then combines the digital signature
and the message into one file.

— Broadcasting stage: The file created in stage I is broadcasted to all the nodes in
the blockchain. They verify the digital signature of Alice using her public key and
add it to their mempool [2, 16].

— Confirmation stage: Miners [30] add the transaction to the block by solving a
complex mathematical problem, also known as Proof-of-work (PoW) [15]. Every
node in the blockchain network competes against each other to gain an advantage
of adding a block to the blockchain and gaining rewards. This computationally
expensive operation ensures randomness in block addition, fraudulent users do
not get control over the blockchain network, and fairness in rewarding miners. A
transaction is supposed to wait for a certain amount of time before it gets added to
a particular block in the blockchain, which is the time when miners are doing PoW.
For example, it takes 10 min, on average, in the case of Bitcoin cryptocurrency.

3 Scenario of Trust in Cryptocurrency

With respect to Fig. 1, there are four major stakeholders in a blockchain cryptocur-
rency ecosystem [14]:

3 https://ethereum.org/en/.
4 https://www.binance.com/en.
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Fig. 1 Flow of a cryptocurrency transaction

i. Users: Using cryptocurrencies for trading and exchange of goods.
ii. Miners: Responsible for Proof-of-work solving and gaining rewards from the
same.
iii. Cryptocurrency exchanges/wallets: Secure maintenance of user’s cryptocurren-
cies and private keys.
iv. Government and financial institutions: Regulating authority for banking services
(e.g., Reserve Bank of India (RBI),’ Ministry of Finance®)

Figure 2 presents different kinds of trust that exist between stakeholders, namely
the primary user, miners, cryptocurrency exchanges, and government agencies. The
three types of trust described here are social, institutional, and technological trust
[39].

4 Issues of Trust in Cryptocurrency

As cited in this paper by Rehman et al., some of the common trust issues with the
payments using cryptocurrencies are lack of transparency, ease of use, government

3 https://www.rbi.org.in/.
6 https://www.finmin.nic.in/.
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Fig. 2 Stakeholders and types of trust [39]

regulations, privacy and security of users [38]. A brief overview of the above issues
is summarized below:

i.

il.

iii.

Lack of transparency: The frequency over which the price of any cryptocur-
rency is changing, rules of trading and transaction regulations, and the time it
takes to process any given transaction in the blockchain are some of the main
attributes which are available in the blockchain ledger, but very few people
understand the significance of it.

Government regulations and policies: Though the decentralized nature is an
advantage in the context of making it more secure and having no centralized
authority, it creates an impasse as to the number of people having the actual
knowledge of the working of blockchain technology [5]. In line with this argu-
ment, having prior information about the person to whom the money is being
sent not only increases users’ trustworthiness but also that of the other stakehold-
ers in that cryptocurrency transaction. The absence of cryptocurrency regulation
laws and increasing disinclination of the financial institutions in adopting cryp-
tocurrencies are some of the issues which are making the cryptocurrency, as an
ecosystem, less trustworthy.

Ease of use: The design and ease of use play a crucial role in increasing trust
among the new users of cryptocurrency. An example of this scenario is the
complex management of the exchange’s public and private keys, the inability to
predict the confirmed transaction time, and the dynamic variation in transaction
fees to be paid upfront before initiating a transaction.
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iv. Privacy and security of users: In this ecosystem, it is comparatively easy to
track a particular user by analyzing their transaction history, public keys, and
IP address [25]. So, the wallets and the exchanges providing cryptocurrency
services must build attack-prone systems. Some of the attacks supporting this
fact are mentioned in [11, 18, 19, 22].

Though the above-mentioned issues are common to all the stakeholders of the cryp-
tocurrency ecosystem, the next section presents solutions to mitigate trust issues with
respect to the user’s side only.

5 Existing Solutions to Mitigate Trust Issues
in Cryptocurrency

A well-known approach to anomaly detection problems is the use of machine
learning-based techniques. The advantage of these techniques is that they tend to
draw out patterns from already-seen data and hence derive inferences from them.
This results in a reduction of the false positive rate of the model with respect to the
false negative rate [43].

5.1 Machine Learning Methods

A transaction can only be considered successful between two parties when both of
them get what they want before the initiation of the transaction. This enhances the
interpersonal trust between the users. Monica Catherine et al. [21] demonstrate this
by predicting the clusters [17] of malicious nodes in a given blockchain system,
using dynamic time warping, which is a technique to find similarities between two
sequences that are time-dependent [1]. The authors proposed a major change to the
existing k-means clustering algorithm. Instead of using the mean value of each node
to determine the centroid, select the sequence which has the minimum distance from
its (7)th nearest node among the complete neighbors set.

S. Sayadi et al. proposed a two-stage machine learning model to detect anomalies
in blockchain transactions. The first stage used One-class SVM [8] to detect outliers,
then stage two used the K-means algorithm to cluster similar kinds of attacks [40].
The bitcoin transaction data was obtained from this source.” Since the attack data
concerning Bitcoin is very scarce, they have created it manually to validate it later.
The three types of attacks present in the dataset are DDoS attacks, 51% vulnerability
attacks, and the double spending attack, in which it is possible to spend a digital
token more than once because the token consists of a digital record that can easily
be duplicated [10]. However, at the same time, Signorini et al. have pointed out that

7 https://www.blockchain.com/charts.
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this solution does not consider the underlying hidden data, which helps in the better
identification of anomalies [41]. It also does not consider the property by which
default blockchain data, along with additional information, could help other nodes
better identify anomalies.

Considering the recent regulations that the Central Government has imposed in the
context of cryptocurrency assets, itis evident that a user ought to have some hesitancy
about using cryptocurrencies. Hyochang Back et al. present this concept of strength-
ening institutional trust in Bitcoin by the use of the Expectation-maximization algo-
rithm, which is a statistical method used to find maximum likelihood values for
parameters in the model which is dependent on hidden variables [27] to cluster the
dataset of Ethereum wallets[4]. Then, binary classification was done using the Ran-
dom Forest [12] algorithm, with wallets having anomalous transactions labeled as
“1”, otherwise “0”. This model could help stakeholders in the finance sector look
into illegal activities in cryptocurrency payments. Wen et al. mention an issue with
this approach that, even though machine learning models have given good results in
terms of detection, their credibility is still not verified in case of malicious attacks
[44].

B. Podgorelec et al. have proposed using artificial intelligence on top of blockchain
to implement automated signing of transactions, and anomaly detection for each user,
thus enhancing the user’s trust in blockchain transactions [35]. The results from
anomaly detection are stored locally and not in a centralized server/location. M.
Ostapowicz et al. presented a model which uses supervised learning applied on the
Ethereum blockchain using Random Forest, SVM [42], and XGBoost [9] classifiers
to classify the cryptocurrency accounts on a particular exchange into fraud/anti-fraud
category [32]. This model increases exchanges’ and users’ trust in the blockchain
system.

The gas acts as a surcharge which quantitatively represents the amount needed to
successfully conduct a transaction on Ethereum Virtual Machine (EVM). Gas limit
is a measure of the maximum amount of gas required for executing a transaction
(which is typically set to 21,000 for transactions between externally owned accounts
and more significant for transactions between a user and smart contract). Oliveira et
al. proposed using Machine learning models, which were trained using an unbiased
dataset of failed/non-failed transactions, to predict confirmation of a transaction on
the Ethereum blockchain [31]. Their proposed framework starts with the collection
of transaction data, dividing it into blocks containing several transactions. Since the
data set was highly unbalanced, in order to have an unbiased computation, they have
used techniques like undersampling (examples from the class which are very high
compared to class with a lower count are selected on a random basis, for deletion
from the training set.) [26] and oversampling(selecting examples from the class
which is very low compared to class with higher count, to be added to the training
set on a random basis). Using machine learning techniques for classification like
decision trees [37], random forest [20], logistic regression [13], and the support
vector machine [34]. Random Forest algorithm, along with undersampling, was found
to be better than other techniques in terms of area under the Receiver Operating
Characteristic (ROC) curve. ROC is a two-dimensional graph with true-positive
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Table 1 Summary of approaches

H. Shridhar Kallurkar and B. R. Chandavarkar

Approach

Advantages

Limitations

Trust issues addressed

Malicious cluster
prediction in a
blockchain [21]

Use of Dynamic Time
Warping instead of
Euclidean distance as a
similarity measure
because of variety in

Temporal activity of
blockchain not taken
into consideration

Enhances technological
trust of the user in
blockchain by early
detection of malicious
activity

block length
Machine learning for Efficient classification | Higher order association | Addresses users’ trust in
anomaly detection [40] | into attacks like DDoS, | between accounts and blockchain by early

51% vulnerability, etc.

Bitcoin addresses not
included in the dataset

prediction of different
types of anomalies in
Bitcoin transactions.

Anomalous transaction
detection in Binance
using Random forests

[4]

Use of Expectation
Maximization technique
for cluster formation

Individual users’ trust is
not established

Addresses technological
and institutional trust
for government
agencies by labeling
wallets with suspicious
transactions

Machine learning-based
transaction signing and
user-focussed anomaly
detection [35]

Personalized anomaly
detection for a sender
w.r.t to a particular
receiver address

Success rate of a
transaction is not
presented in the
anomaly detection
system

Focusses on improving
users’ trust in
blockchain technology
by developing a
machine learning model
for detecting fraudulent
transactions in
Ethereum

Fraudulent account
detection on Ethereum
[32]

efficient detection of
fraud accounts on
Ethereum along with
feature importance
presented

Usage of big datasets
with class imbalance
leads to precision—recall
tradeoff

Addresses technological
and institutional trust of
users and govt agencies
by early detection of
fraudulent accounts on
Ethereum blockchain

Classification of the
transaction into
confirmed/unconfirmed
status in Ethereum [31]

Enhances user’s
confidence by giving a
confirmation status
using machine learning
models

Time-series nature of
data, along with data
imbalance leading to
low precision and high
recall values

Enhances user’s trust in
blockchain technology
by early prediction of
transaction status in
Ethereum

observations on the Y-axis and false-positive observations on the X-axis, which
represents the performance of the model, on every cusp of the classification [7].
After the comparison of the models mentioned above, one significant conclu-

sion the authors came to is that “gas

298

is a very crucial attribute in deciding the

success/failure of the transaction. Their analysis of transaction confirmation using a
decision tree[28] shows that “gas” has the highest Gini impurity index value,’ which

8 https://ethereum.org/en/developers/docs/gas/.

? https://www.learndatasci.com/glossary/gini-impurity/.
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makes it the deciding root of the tree and hence an essential attribute among other
attributes of a cryptocurrency transaction. Extracted dataset of Ethereum transactions
between April 26 and July 15, 2019, which was used as a base dataset in this paper,
is available here.!” Having such kind of information beforehand has a positive effect
on the users and the institutional trust in the blockchain system. However, at the
same time, gas may not be the only attribute that affects the user’s trust in blockchain
technology. It is also equally dependent on other factors, such as network congestion
(i.e., the total number of pending transactions) at a given time in the Ethereum net-
work, the approximate time to get final confirmation of the transaction, etc. Table 1
provides a summary of the approaches discussed in this section, along with their
merits and shortcomings.

6 Conclusion and Future Work

This review focused specifically on the trust side of payments in cryptocurrencies.
While some papers look into the philosophical side of trust, others have worked
extensively on the technological side of it, i.e., some work has been done in anomaly
detection using machine learning techniques. From this review, it can be concluded
that while dealing with cryptocurrencies, an ordinary user who is not much familiar
with the working of blockchain technology is less likely to do transactions using cryp-
tocurrencies as compared to a person who has got themselves acquainted with using
cryptocurrencies. Factors like interpersonal trust, users’ trust in blockchain technol-
ogy, and fear of restrictions on cryptocurrency trading by the regulating authority
play an important role in deciding the popularity of cryptocurrencies among users.
Most of the literature contains work about how an anomalous transaction/node can
be detected in the blockchain using machine learning methods. Future work in trust
can be done by using machine learning or deep learning method to predict certain
attributes related to a cryptocurrency transaction dynamically, primarily because
these methods give better results when structured data (like cryptocurrency transac-
tion data) is used for training the model. A subtle point with respect to using machine
learning and deep learning methods on cryptocurrency transaction data is that it is
essential to consider the data’s time series nature. Also, the built models need to be
trained on real-time transaction data such that changes in the network congestion
would also get incorporated accordingly.
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Secured Workflow Scheduling )
Techniques in Cloud: A Survey L

Sarra Hammouti, Belabbas Yagoubi, and Sid Ahmed Makhlouf

Abstract Scheduling a scientific workflow in a cloud computing environment is
a critical issue that is widely discussed in the literature, and since security is one
of the most important user concerns, researchers were constantly looking for the
most efficient techniques to solve the problem while taking into account the security
and privacy of data and tasks. Thus we introduce in this paper, a literature review,
taxonomy and comprehensive analysis of the research works that investigate the
mentioned problem. Additionally, we highlight and discuss limitations, gaps and
problem aspects that are not sufficiently investigated in the literature, as well as
future research challenges.

Keywords Cloud computing - Scientific workflow + Scheduling - Optimization *
Security * Privacy

1 Introduction

In a cloud computing environment, scheduling a scientific workflow is a crucial prob-
lem that is extensively covered in the literature. The issue attracted a lot of attention
due to the powerful features provided by cloud environments, which encourage busi-
nesses to carry out their scientific workflows in such environments. Among these
characteristics, we distinguish the ability of cloud service providers to offer a pool of
resources such as computing power, storage, and bandwidth in the form of on-demand
services that users can rent via the Internet. Additionally, the cloud computing plat-
form provides rapid elasticity, extensive network access, and measured services [32].

The problem was designated as multi-objective and multi-constrained due to the
varying user needs, e.g., some users need to optimize the workflow execution time,
while others are concerned with cost optimization or other objectives such as resource
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utilization and reliability of the system. In addition, a user can express one or more
constraints like deadline, budget, security, and others.

Since security is one of the most important user concerns, researchers were con-
stantly looking for the most efficient techniques to prevent security-related issues,
ensure privacy and data confidentiality when scheduling. Thus, in the present paper,
we introduce a literature review, taxonomy, and comparative analysis of the different
research works that investigate the mentioned problem.

The remainder of this paper is structured as follows. Related work is presented
in Sect.2. In Sect.3, we provide details about our systematic review process. The
main aspects surrounding the workflow scheduling problem are presented in Sect. 4.
Additionally, the proposed taxonomy is illustrated in Sect.5. Then, we summarize
the existing secure cloud workflow scheduling approaches in Sect. 6, and we present
acomprehensive analysis in Sect. 7 with a highlight of the open issues and challenges
in Sect. 8. Finally, Sect.9 brings the paper to a close.

2 Related Work

Scheduling a scientific workflow in a cloud computing environment is a critical issue
that is widely discussed in the literature. In fact, some researchers have tended to
provide various heuristic, meta-heuristic, and hybrid approaches to solve the prob-
lem while considering different objectives and QoS requirements. However, other
researchers have tackled the problem by reviewing, classifying, and analyzing exist-
ing solutions.

In this field, certain systematic studies define and assess a wide range of workflow
scheduling techniques, classifying them in accordance with various criteria [2, 9, 22,
23, 36]. For example, in [17, 51] The authors concentrated on some of the key work-
flow scheduling techniques and divided them into static and dynamic scheduling
strategies, while in [44] the categorization was done in terms of scheduling criteria,
schedule generation, and task-resource mapping. Furthermore, in [31] the authors
divided the existing scheduling schemes into task scheduling, workflow scheduling,
and task and workflow scheduling schemes. After concentrating on the workflow
scheduling schemes, the authors divided them into heuristic and meta-heuristic tech-
niques, and then further divided them based on the type of scheduling algorithms.
The existing schemes were similarly categorized into heuristic, meta-heuristic, and
hybrid methods by [25]. However, the authors’ focus in [21, 43] was solely on meta-
heuristic-based methods for cloud task scheduling. While [4] limited their survey on
the existing cost optimization scheduling approaches.

Since security is one of the most important user concerns, researchers were con-
stantly looking for the most efficient techniques to solve the problem under security
and privacy considerations. However, till now, no study in the literature summarizes
and classifies all the existing secure scheduling schemes, which can make it easier
for Cloud Service Provider (CSP) and users to choose the most adequate approach
to their needs, it also allows researchers to know the gaps, the existing problems and
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thus provide more effective solutions. Except, [18] performed an investigation into
secured workflow scheduling systems in the cloud setting. But, the work is limited
in terms of the number of studied approaches, where they explored only 9 research
works, as well as they didn’t provide a critical literature review, and they didn’t men-
tion the limitations of each approach. Consequently, we introduce in the present paper
a systematic literature review, taxonomy, and comprehensive analysis of almost all
the research works that investigate the aforementioned problem over the last decade.
Additionally, we highlight and discuss limitations, gaps, and problem aspects that are
not sufficiently investigated in the literature, as well as future research challenges.

3 Systematic Review Process

We outline the procedure we used to conduct this review in this section. Where we
first gathered different research papers that are published in international journals and
conferences during the period (2010-2022), we based on various well-known digital
libraries such as Google Scholar,' Springer LNCS,? ScienceDirect—Elsevier,> and
IEEE eXplore.* We used different search keywords, e.g., secure workflow scheduling
in the cloud, secure optimization, QoS parameters, etc. Second, we examined the col-
lected papers and then deleted the ones that don’t address our problem, or that are not
published and indexed in well-known databases. Third, we studied and classified the
selected papers, as well as we extracted the gaps of each reviewed paper as described
in Sect. 6. Forth, we discussed and analyzed the reviewed approaches as illustrated
in Sect.7. Finally, we conducted the open issues and challenges surrounding the
problem as mentioned in Sect. 8 (see Fig. 1).

4 Workflow Scheduling in Cloud

In this section, we describe the most important notions surrounding the cloud work-
flow scheduling problem.

Scientific Workflow: It is a group of computational tasks that reveal dependencies
among them in order to address a scientific issue.

Cloud Environment: Cloud service providers can offer their services in public,
private, community, or hybrid environments [32].

— Public Cloud is a computing environment that allows the public to use resources
freely. A corporation, academic institution, government agency, or a combination

1 (https://www.scholar.google.com).
2 (https://www.springer.com/Incs).

3 (https://www.sciencedirect.com).
4 (https://ieeexplore.ieee.org).
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of them may own, manage, and operate the cloud infrastructure on the premises
of the cloud service provider [32].

— Private Cloud is a computing environment that allows one company to access
resources privately. The business, a third party, or a combination of them may
own, manage, and operate the cloud infrastructure, which is present on or off the
cloud service provider’s premises [32].

— Community Cloud is a computing environment that allows a community of orga-
nizations to access resources privately. The cloud infrastructure may be owned,
managed, and maintained by one or more community groups, a third party, or a
mix of them. It may exist on or off the cloud service provider’s premises [32].

— Hybrid Cloud is a computing environment that combines two or more distinct
cloud computing environments (public, private, or community) that are linked
by standardized or proprietary technology that enables portability of data and
applications [32].

Scheduling Strategy: Workflow scheduling strategies are categorized into three cat-
egories (static, dynamic, static and dynamic) depending on the workflow resources’
information that was available during the scheduling process [36, 51].

— Static Scheduling: this type of schedule ends before the workflow execution
begins. The advantage of this strategy is that it produces high-quality solutions
as it has the possibility of comparing several feasible solutions to obtain the best
fit. However, the disadvantage of this strategy is that it only makes estimates con-
cerning missing information such as task execution time and communication time,
which may be poor or not adaptable with the real system [36, 49, 51].

— Dynamic Scheduling: this type of scheduling is done during the execution of the
workflow. The advantage of this strategy is that it adapts to real systems as it takes
into account unexpected actions that may occur during execution, and relies on
exact information about the workflow and resources. However, the disadvantage
of the dynamic schedule is that it cannot produce high-quality solutions, because
it has not the possibility of trying several feasible solutions and choosing the best
one [36, 49, 51].

— Static and Dynamic: this category combines the two aforementioned scheduling
strategies to achieve their advantages simultaneously, where a static mapping is
performed before the start of execution based on approximate estimations. Then,
during the execution, the assignment is adapted and redone if necessary [36, 51].

Figure 2 shows the scheduling strategies with their advantages and disadvantages.
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Fig. 2 Scheduling strategies —> Advantage  —> Desadvantage
Static
Static & Dynamic
Dynamic
High-quality Real system
solution adaptability

Workflow Scheduling Objectives and constraints: Usually, the workflow
scheduling process has some objectives to achieve and QoS constraints to meet,
where these objectives and constraints express the user’s requirements. In the fol-
lowing, we explain these concepts.

4.1 Scheduling Objectives

In the literature, researchers have introduced various scheduling objectives, but the
most studied are makespan and cost besides other objectives like resource utilization,
energy consumption, load balancing, reliability of the system, throughput, etc.

— Makespan is the time passed between the beginning of the first workflow task’s
execution and the end of the last workflow task [10, 25].

— Cost is the price that the user has to pay to run his workflow [11].

— Resource Utilization refers to the optimal use of resources by minimizing time
slots of resource inactivity [10].

— Energy consumption refers to the consumed energy by the cloud servers including
the use of electricity and the carbon emissions [2].

— Load Balancing refers to the balanced distribution of workloads between different
computing resources to avoid overloading one of the resources [5, 12].

— Reliability is the system’s capacity to deliver service for a specific time frame
without interruption or failure [39].

— Throughput is the number of tasks completed in a predetermined period [33].

4.2 User’s Constraints

In the literature, researchers have introduced various scheduling QoS constraints, but
the most expressed are deadline, budget, and security.
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e Deadline is the maximum time a user can wait to complete the execution of his
workflow.

e Budget is the maximum price a user can pay to run his workflow in a cloud
environment

e Security defines the user’s needs in terms of security services and scheduling
policies to ensure high protection of his sensitive tasks and data.

Workflow Scheduling Algorithms: Generally, researchers have introduced heuris-
tics, meta-heuristics, and hybrid algorithms to fix the cloud workflow scheduling
issues.

— Heuristics generally used to quickly find satisfactory solutions.

— Meta-Heuristics generally used to find satisfactory solutions for large-scale prob-
lems [15].

— Hybrid algorithms combine two or more heuristic or meta-heuristic algorithms to
gain more advantages simultaneously.

5 Taxonomy of Secured Workflow Scheduling Approaches

In this paper, we have reviewed about 32 scientific papers dealing with secure
workflow scheduling problem in cloud computing, these papers were selected from
the period (2010-2022) using various well-known digital libraries such as Google
Scholar,” Springer LNCS,® ScienceDirect—Elsevier,” and IEEE eXplore.® While
reviewing the papers, we noticed that they can be classified according to the aspects
mentioned in the previous Sect.4, in addition to the other two parameters that we
have extracted while reviewing, where the first relates to the policy of security they
used and the second to the security level they targeted. Thus, Fig.3 illustrates the
taxonomy we have proposed for the secure workflow scheduling approaches in cloud
environments.

5.1 Security Policy

The research works we have reviewed use different policies to meet the user require-
ments in terms of security, among them we distinguish two policies: task/data place-
ment policy and security-enhanced scheduling policy.

Task/Data Placement Policy: This category includes the set of studies assuming
that the CSP offers secure resources, e.g., the CSP provides some virtual machines

5 (https://www.scholar.google.com).
6 (https://www.springer.com/Incs).

7 (https://www.sciencedirect.com).
8 (https://ieeexplore.ieee.org).
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that are pre-provisioned with a certain level of security services, even in the case
of the hybrid cloud they assume that the private cloud is secure. Therefore, they
propose data/task placement policies so that sensitive data/tasks will be mapped to
secure resources.

Security-Enhanced Scheduling Policy: This category includes the set of studies
assuming that the user has some security requirements, and the available cloud
resources cannot meet these requirements, so they enhance the scheduling approach
with some hash functions, encryption/decryption algorithms, and security services
like authentication, confidentiality, and integrity services.

5.2 Security Level

The research works we have reviewed can be classified according to the level of
security they target in three categories: task level, data level, and task and data level.
Task Level: In this category, the scheduler must preserve sensitive tasks, either by
adding security services or by implementing placement strategies so that sensitive
tasks will be protected.

Data Level: In this category, the scheduler must preserve sensitive data, either by
adding security services or by implementing placement strategies so that sensitive
data will be protected.

Task and Data Level: In this category, the scheduler must preserve both tasks and
data simultaneously, it hybridizes the two aforementioned strategies.

6 Summary of Secured Workflow Scheduling Approaches

In this section, we list and summarize the existing secure workflow scheduling
approaches. In addition, we classify them according to the taxonomy proposed in the
previous section (Tables 1 and 2). Furthermore, we criticize the existing approaches
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and extract the disadvantages for each reviewed paper as shown in Table 3, in order
to find the gaps and help researchers to improve and cover this research area and
provide more effective solutions.

6.1 Task/Data Placement Policy

In the literature, various studies have proposed task/data placement strategies to
secure workflow scheduling, so that sensitive tasks/data will be mapped to the most
secure resources without affecting the temporal and monetary cost of the workflow
scheduling, as described in Sect.5.1. Table | summarizes and classifies the existing
studies regarding the taxonomy proposed in the previous section.

— Xiaoyong et al. [52] offered a Security Driven Scheduling (SDS) algorithm for
heterogeneous distributed systems in order to meet tasks security requirements
with minimum makespan, where the SDS algorithm measures the trust level of
system nodes dynamically, then provides secure scheduling list that considers
security overhead and risk probability.

— Liu et al. [28] presented a Variable Neighborhood Particle Swarm Optimization
(PSO) (VNPSO) to solve the scheduling issues for workflow applications in data-
intensive distributed computing environments, where the goal of the schedule was
to reduce the makespan while maintaining security requirements. To evaluate the
proposed VNPSO, they compared it with Multi-Start Genetic Algorithm (GA)
(MSGA) and Multi-Start PSO (MSPSO) and they found that VNPSO is the most
feasible and efficient.

— Marcon et al. [30] proposed a scheduling approach in order to reduce the tenant
cost while preserving the security and time requirements in a hybrid cloud.

— Jianfang et al. [24] They utilized a cloud model to assess the security level of
tasks and resources as well as the user’s degree of security satisfaction. They
developed a Cloud Workflow Discrete PSO (CWDPSO) algorithm to overcome
the security issues while scheduling workflows in the cloud. The scheduling goals
were to accelerate the execution, reduce the monetary cost and preserve security
requirements.

— Liu et al. [29] proposed a security-aware placement strategy based on the ACO
algorithm, which uses dynamic selection to choose the best data centers for inter-
mediate data while taking data transmission time into account.

— Zeng et al. [54] introduced the concept of an immovable dataset, which limits the
transfer of some information for economic and security reasons. In order to offer
higher security services and a quicker response time, they also recommended a
security and budget-constrained workflow scheduling approach (SABA).

— Chen et al. [13] presented a Genetic Algorithm (GA)-based technique to reduce
the processing cost and preserve data privacy while scheduling data-intensive
workflow applications in the cloud, where they considered that the private data can
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only be placed and scheduled in a specified data center, it cannot be transmitted
to or duplicated from other datacenters during scheduling process.

— Sharif et al. [37] presented the MPHC algorithm with three policies (MPHC-
P1/P2/P3) to address task/data privacy and time requirements while reducing work-
flow execution costs. Regarding privacy protection, they applied and studied two
different policies Multi-terminal Cut and Bell-LaPadula.

— Lietal. [27] introduced a PSO-based security and cost-aware scheduling (SCAS)
algorithm, where the scheduling objective was to reduce monetary cost and met
the user’s deadline and risk rate constraints.

— Prince et al. [35] proposed a hybrid workflow scheduling algorithm that combines
the HEFT and SABA algorithms, in order to reduce the workflow execution time
under deadline, budget, and security limitations.

— Shishido et al. [41] studied the impact of three meta-heuristic algorithms Practicle
Swarm Optimisation (PSO), GA, and Multi Population GA (MPGA) on the cloud
workflow scheduling problem; they aimed to minimize cost and met the user’s
deadline and risk rate constraints. The experimental results show that in terms of
cost and time, GA-based algorithms outperform PSO-based algorithms.

— Sujana et al. [45] proposed a PSO-based approach to overcome the secure work-
flow scheduling issue. They used a Smart PSO algorithm to minimize cost and time
and met security requirements, and they are based on a Variable Neighborhood
PSO algorithm to fix the local optima issue.

— Thanka et al. [47] suggested a more effective Artificial Bee Colony (ABC) algo-
rithm to reduce time and cost while maintaining the risk rate restriction. According
to the experimental findings, the algorithm guarantees security and is better than
other similar algorithms in terms of cost, time, and task migration throughout the
schedule.

— Bidaki et al. [8] suggested an Symbiotic Organism Search (SOS)-based method
to reduce the processing time and cost while maintaining security. The simulations
demonstrate that in terms of cost, makespan, and level of security, the SOS-based
method performs better than the PSO-based method.

— Naidu and Bhagat [34] suggested a Modified-PSO with a Scout-Adaption
(MPSO-SA) scheduling approach to reduce workflow execution time under secu-
rity restrictions. In order to preserve the security constraint, they schedule the
workflow tasks in three modes (secure mode, risky mode, and gamma-risky mode)
according to the task security requirements. The simulation findings demonstrate
that MPSO-SA offers a more cost-effective, low-security risk alternative to GA,
PSO, and VNPSO.

— Arunarani et al. [6] presented the FFBAT algorithm that hybridizes the Firefly
and BAT algorithms to reduce the cost of workflow execution while satisfying
deadline and risk restrictions. The simulation results demonstrate that, in terms of
cost, time, and risk level, FFBAT is preferable to Firefly and BAT algorithms.

— Xu et al.[53] proposed data placement method to save costs and energy consump-
tion in the hybrid cloud environment, where the scheduling goals were to retain
sensitive data while reducing energy use in the private cloud and financial costs in
the public cloud.
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— Shishido et al. [42] suggested a Workflow Scheduling Task Selection Policy (WS-
TSP), where they used a MPGA to reduce the execution cost while maintaining
the deadline.

— Swamy and Mandapati [46] proposed a fuzzy logic algorithm to address the
dynamic cloud workflow scheduling problem while minimizing energy consump-
tion and preserving the user’s security requirements. According to the simulation
findings, the algorithm outperforms Max-Min and Min-Min algorithms in terms
of makespan, resource utilization, and degree of imbalance.

— Wen et al. [50] proposed a Multi-Objective Privacy-Aware (MOPA) workflow
scheduling system, which intended to reduce cost while maintaining the privacy
protection requirement. The algorithm uses the Pareto optimality technique to
determine the trade-off between the scheduling objectives.

— Abdali et al. [3] suggested a hybrid meta-heuristic scheduling technique that
combines the Chaotic PSO algorithm and the ac GA algorithm to reduce risk rate
and user limitations while minimizing cost and load balance deviation.

6.2 Security-Enhanced Scheduling Policy

In the literature, various studies have proposed security-enhanced scheduling strate-
gies, where they proposed optimized scheduling schemes that meet the scheduling
objectives and QoS constraints, then they add some security service to preserve the
task/data privacy as described in Sect.5.1. Table2 summarizes and classifies the
existing studies regarding the taxonomy proposed in the previous section.

— Zhu et al. [55] provided a Security-Aware Workflow Scheduling algorithm
(SAWS) to save cost and time, enhance resource usage of virtual machines, and
maintain security measures. To achieve these objectives and meet the constraints,
the approach makes advantage of task slack time, intermediate data encryption,
and selective task duplication to fill empty slots.

— Chen et al. [14] extended the Zhu et al. [55] work, where they presented a schedul-
ing approach with selective tasks duplication, named SOLID, which is a developed
version of the SAWS algorithm. The simulation results show that SOLID is more
efficient in terms of makespan, monetary costs, and resource efficiency compared
to existing similar algorithms.

— Hammouti et al. [20] established a new workflow scheduling strategy for hybrid
cloud to provide clients high security systems at minimal cost and time. The
proposed strategy consists of three modules: the Pre-Scheduler, which assigns
each task or dataset to be executed or stored in either the private or public cloud;
the Security Enhancement Module, which adds the dataset’s necessary security
services while minimizing the generated cost overhead; and the Post-Scheduler,
which assigns each task or dataset to be executed or stored in the appropriate VM.
The results of the experiment demonstrate that the suggested technique maintains
the same cost but increases the execution time.
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— Dubey et al. [16] created a new Management System for supplying a Community
cloud with multiple organizations (MSMC), where they proposed a new cloud
framework enhanced with some security services in addition to three algorithms,
where the first is an allocation method that effectively divides up the available VMs
across different companies with a variety of employees, the second is scheduling
algorithm, called Ideal Distribution Algorithm (IDA) that takes into account cost
and time restrictions and the third is an Enhaced IDA (EIDA) algorithm to improve
the workload balance.

— Abazari et al. [1] developed a scheduling technique to reduce makespan and
satisfy the task’s security criteria. Moreover, they enhanced the system security
by introducing a novel attack response strategy to lessen some cloud security
vulnerabilities.

— Hammed and Arunkumar [19] proposed a new cloud workflow scheduling
approach to minimize cost and time and maintain sensitive data. The proposed
approach consists of four phases, categorization of tasks, scheduling of tasks,
resource allocation, and security provisioning. Where the first phase categorizes
the workflow tasks into high sensitive and less sensitive based on user require-
ments, the second and third phases are concerned with the workflow scheduling
and resource allocation with minimum cost and time, and the fourth phase offers
a security provisioning only for sensitive tasks resulted from the first phase.

— Wang et al. [48] proposed a Task Scheduling method concerning Security (TSS)
in hybrid clouds, where the scheduling objectives are the completed task num-
ber maximization and minimizing the total cost of renting public resources while
meeting with user’s security and deadline requirements. Concerning security, they
assume that the private cloud is secure, but for tasks assigned to the public cloud,
they provide some authentication, integrity, and confidentiality services with dif-
ferent levels according to the user requirements. In addition, the TSS algorithm
can control the overhead generated by the security services and minimize the total
cost and meet the deadline constraint.

— Shishido et al. [40] proposed a scheduling strategy employing a multi-population
genetic algorithm to save costs and preserve the user’s defined deadline. In addi-
tion, they introduced a user annotation technique for workflow tasks according to
sensitiveness, subsequently looked at the effects of using security services for del-
icate tasks. The simulation findings demonstrate that, when compared to existing
techniques in the literature, the proposed method can more effectively preserve
sensitive tasks at a lower cost.

— Leietal. [26] discussed that a hybrid encryption technique is developed using hash
functions to maintain data security while data moves between multiple clouds,
and a novel privacy- and security-aware scheduling model is also offered. Then,
in order to minimize the cost within the restrictions of deadline and privacy, they
introduced a simulated annealing method and a privacy- and security-aware list
scheduling algorithm.

— Bal et al. [7] proposed a combined Resource Allocation security with an efficient
Task Scheduling algorithm in cloud computing using a Hybrid Machine learning
(RATS-HM) technique; it consists of scheduling tasks with minimum makespan
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and maximum throughput using an improved cat swarm optimization algorithm.
Then, allocating resources under bandwidth and resource load constraints using a
group optimization-based deep neural network. Finally, an authentication method
is suggested for data encryption to secure data storage.

Table 3 summarizes the gaps and disadvantages we found while reviewing the
papers, which may help researchers to develop, improve, and cover this research
field and provide more effective solutions.

7 Analysis and Discussion

In the present paper, we reviewed about 32 secure scheduling approaches in cloud
computing as shown in Tables 1 and 2. In this section, we provide a comprehen-
sive analysis and discussion of the reviewed approaches regarding different aspects,
including cloud environment, scheduling strategy, security levels, proposed algo-
rithms, and scheduling objectives as illustrated in Fig. 4.
Cloud Environment. Figure4a illustrates that the public cloud gains the interest
of about 75% of the approaches reviewed, while 22% focus on the hybrid cloud.
However, the community cloud is not yet sufficiently studied.
Scheduling Strategy. Figure 4b indicates that most of the studied researches (84%)
use static scheduling strategies, while 13% use dynamic strategies and only 3% use
static and dynamic strategies, despite the hybrid strategy is more useful than the
others.
Security Level. Figure 4c shows that 58% of the reviewed researches aim to secure
tasks, while 35% aim to secure data and only 07% aim to secure both task and data
simultaneously.
Proposed Algorithm. Figure 4d demonstrates that 50% of the reviewed researches
proposed meta-heuristic algorithms to solve the problem, while 41% of them pro-
posed heuristic algorithms and only 9% proposed hybrid algorithms.
Optimization problem and Scheduling Objectives. Among Fig.4e we notice that
62% of studied researches investigated single-objective optimization problems, while
38% considered multi-objective optimization problems. Concerning the scheduling
objectives, we observe that Cost and Makespan are the most targeted objectives.
Figure 5 indicates that the problem of secure workflow scheduling has not been
discussed sufficiently in the past decade and that most of the papers reviewed were
published in 2017. However, it didn’t receive much attention during 2010-2014 and
2020-2022.
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Table 3 Gaps of secure workflow scheduling papers

‘Work

Gaps

[1, 3, 6-8, 14, 16, 20, 24, 26, 27, 34, 35,
40-42, 48, 50, 53, 55]

Does not consider the dynamic scheduling
strategy

[3, 8, 28, 47, 52, 53]

Does not secure the intermediate data transfer

[3, 30, 38]

Does not consider the execution time and other
scheduling objectives

[1, 7, 46]

Does not consider cost and other scheduling
objectives

[29]

Does not consider the workflow total execution
cost and time

[54]

Does not consider security in dynamic
scheduling strategy

[13]

Adding the privacy constraint negatively
affects the scheduling cost

[20]

Adding security services affects negatively the
execution time

[37]

In case of loose deadline scenarios,
MPHC-P2/P3 are less efficient

[45]

Does not consider other scheduling objectives
and constraints

[28, 47]

The proposed algorithm was tested using a very
small-scale scheduling problem.

[19]

They compared the proposed approach with
other approaches that offer security
provisioning for all tasks, which is unfair
because it is clear that securing all workflow
tasks results in more overhead than securing
only sensitive tasks

[40]

Does not consider the identification of sensitive
tasks in automated ways

Does not consider the trade-off between cost
and makespan

8 Open Issues and Challenges

Among the previous sections, we conclude that the problem of secure workflow
scheduling in cloud computing is not yet sufficiently discussed in the literature.
Consequently, we extract the following issues and challenges:

e Introduce dynamic scheduling strategies, as they are more adaptable to real systems
and take more parameters into consideration.

e Introduce hybrid scheduling strategies (static and dynamic), as they provide high-
quality solutions and they are adaptable to the real systems at the same time.
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Fig. 4 Secured cloud scheduling approaches

e Provide scheduling approaches that aim to secure both task and data, in order to
improve and ensure the security of all the workflow.

e Provide more secure scheduling approaches that address the hybrid and community
clouds as they are insufficiently studied.

o Introduce secure scheduling approaches that address more scheduling objectives,
e.g., energy, load balancing, etc.
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Fig. 5 Secured cloud scheduling papers per year

e Focus on multi-objective optimization approaches, as they aim to provide trade-off
solutions between different scheduling objectives.

e Provide more robust scheduling security-enhanced policies to keep tasks and data
secure simultaneously.

9 Conclusion

In this paper, we reviewed the existing secure workflow scheduling strategies, we
outlined important aspects surrounding the problem, and then we introduced a taxon-
omy to categorize existing research papers. Moreover, we provided a comprehensive
analysis, and hence we derived different gaps, issues, and challenges that can help
researchers to improve and cover this research area and provide more effective solu-
tions. In future studies, we can investigate the aforementioned issues and challenges.
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Abstract In the natural language processing (NLP) domain [7], the pre-trained
models for tackling a variety of language understanding tasks (text-to-speech, speech-
to-text, text summarization, etc.) are typically large in size. Because of their larger
size, accommodating and running them in resource-constrained IoT edge devices are
becoming a tough assignment. Large models generally consume a lot of computing
and storage resources, waste precious power energy, and dissipate more heat into
our fragile environment. Therefore, the concept of knowledge distillation has picked
up fast as a viable and venerable method for model optimization. In this paper,
we showcase a robust distillation approach for producing small-sized pre-trained
models that can run on edge devices comfortably. For this unique distillation process,
we have considered several pre-trained models and used BERT as a base model,
and presented the results obtained through a few practical experiments. Distillation
models are fine-tuned with good performance for a wide range of applications. Here,
we have considered all 24 types of BERT models with different layers and included
the hidden layers for distillation. This has given a performance improvement over the
base model performance by employing fine-tuning for all types of models at various
stages. We have reduced the model size by a margin of greater than 40%, while
simultaneously retaining its original model language understanding capabilities and
speed. The proposed model is smaller, faster, and cheaper to train and run.
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1 Introduction

Deep neural networks (DNNs) are contributing immensely across industry verti-
cals. Especially DNNs are extremely beneficial for domains such as computer vision
(face recognition, object detection, and tracking), speech recognition, and language
processing such as text translation and summarization. Autonomous vehicles and
surveillance cameras extensively use the latest advancements being attained in the
hugely popular DNN space. State-of-the-art models are being derived and leveraged
to artistically accomplish the above-mentioned everyday tasks. The problem with
DNNSs is the participation of an enormous number of parameters (some DNN archi-
tectures comprise billions of parameters). This makes DNNs process-intensive. For
example, AlexNet is a convolutional neural network (CNN) consisting of 60 million
parameters with an architecture comprising five convolutional layers, several max-
pooling layers, three fully connected layers, and a final softmax layer. GPUs are
often used to train and use deep neural networks because they are able to deliver the
highest peak arithmetic performance when compared with central processing units
(CPUs) and field programmable gate arrays (FPGAs).

It is widely accepted that deep neural network (DNN) models carry a lot of redun-
dancy. Most parameters contribute little or nothing to the final output. By eliminating
irrelevant parameters and sacrificing a bit of precision and performance, it is possible
to arrive at highly optimized DNN models for natural language understanding. In a
nutshell, removing non-contributing parameters makes DNN models slim and sleek.
That is, highly optimized yet sophisticated models can be made to run on resource-
constrained and battery-operated devices. There are several proven and powerful
methods for compressing DNNs such as making a small compromise on precision,
removing redundant parameters, or the structure, and transferring knowledge from
large models to smaller models. The aim of model compression is usually to reduce
the hardware footprint of a model while sacrificing its inference accuracy a bit. DNNs
are elegantly used for NLP tasks such as question answering, machine translation,
reading comprehension, and summarization.

We have developed a framework, which enlightens knowledge distillation (KD)
on multiple BERT models (known as the students” model). Student models neatly
capture the general and task-specific knowledge in BERT, which is known as the
teacher model. The knowledge gets distilled from the teacher model to the student
model. The student model with many layers is empirically effective and has achieved
more than 96.8% in performance compared to its teacher model (BERTBASE) as per
the GLUE benchmark. The student model is around 8 times smaller and 9.5 times
faster in some cases. The paper includes explanations about the Tiny BERT model,
which is also a student model, which is better than a 4-layer state-of-the-art baseline.
‘We have discussed other BERT models such as the BERT Small, BERT Medium,
and BERT Mini, which are student models, and shown their experiments and results
as well.
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2 Demystifying the Aspect of Knowledge Distillation

The success of deep neural networks (DNNs) generally relies upon the comprehen-
sive design of DNN architectures. Especially for complex and large-scale machine
learning tasks such as face and speech recognition, most DNN-based models are
over-parameterized to extract the most salient features and to ensure greater gener-
alization. Such deep models are bound to waste a tremendous amount of computing
and storage resources for training. Running such processes and memory-intensive
models on edge devices turns out to be a difficult affair. Also, training such big models
consumes a lot of time thereby real-time training is a tough assignment. Therefore,
the research community has swung into action in a cogent and concerted fashion.
The aim of producing smaller models has rekindled the interest in the minds and
hearts of Al researchers across the globe. Smaller models can be quickly trained and
made to run on resource-constrained edge devices.

The performance of DNN models heavily depends on correct labels for training
datasets. The prime challenge is to get a sufficient amount of labeled data. A way
forward for surmounting such a lack of data is to transfer the knowledge from one
source model to a target model. One well-known example is none other than semi-
supervised learning. Here, a model is trained with only a small set of labeled data
and a large set of unlabeled data. In this case, knowledge is transferred within the
model that assumes a twin role as teacher and student. For the unlabeled data, the
student learns as before. However, the teacher generates target data, which are then
used by the student for further learning. Thus, knowledge gets distilled to the student
model from the teacher model. Thereby a new model need not be produced from the
ground up. Instead, the knowledge learned by the teacher model gets distilled into
student models.

Knowledge distillation is widely regarded as a primary mechanism that enables
humans to quickly learn new complex concepts when given only small training sets. In
deep learning, KD is widely used to transfer information from one network to another
network when getting trained. KD has been broadly used for model compression and
knowledge transfer. For model compression, a smaller student model is trained to
mimic a pre-trained larger model or an ensemble of models. The model providing
knowledge is called the teacher, while the model learning the knowledge is called
the student.

3 The Latest Trends in the Knowledge Distillation Domain

Generally, the size of deep neural networks (DNNS) is enormous with millions and
even billions of parameters. Training and running such large-scale networks mandate
a tremendous amount of IT infrastructure resources. For real-time enterprises, edge
computing with proximate data processing capability is needed. Therefore, there is
an insistence on producing ultra-light DNNs with a few thousand parameters. This
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is where the concept of KD comes in. The teacher and student models are the two
deep neural networks. The teacher network is actually a combination of separately
trained models or a single model. The student network is comparatively a smaller
model, which hugely depends on the teacher network.

The idea is to use the distillation technique to transfer knowledge from the
large teacher model to the smaller student model. Several everyday problems are
being solved through the distinct advancements occurring in the natural language
processing (NLP) space. There are many deep learning (DL) algorithms empowering
the NLP domain substantially. However, data is the prime input and an ingredient
for creating flexible and fabulous DL models. Luckily, there is plenty of labeled and
unlabeled data readily available online. This data can be used to train a baseline model
that can be reused and refined across NLP tasks. Bidirectional Encoder Represen-
tations from Transformers (BERT) is one such shared and base model to be readily
modified as per the problem at hand. BERT is pre-trained using unlabeled data to
be used for language modeling tasks. For specific NLP tasks, the pre-trained model
can be customized for meeting the goals of that task. BERT is an evolution of self-
attention and transformer architecture, which is becoming hugely popular for neural
network models. BERT is an encoder-only transformer. It is deeply bidirectional.
That is, it uses both left and right context details in all the layers.

BERT primarily involves two stages: unsupervised pre-training followed by super-
vised task-specific training and learning. Once a BERT model is pre-trained, it can
be shared across. This is for enabling further training on a smaller dataset toward
fulfilling specific needs. That is, with a single shared baseline model, it is possible to
produce a variety of specific models. While pre-training takes a few days on many
cloud tensor processing units (TPUs), the act of fine-tuning takes only 30 min on
a single cloud TPU. For fine-tuning, one or more output layers are being added to
BERT. For the question and answering task, an input sequence contains the question
and the answer while the model is trained to learn the start and end of the answers.
For a problem of classification, the [CLS] token at the output is fed into a classifi-
cation layer. Unlike word embeddings, BERT produces contextualized embedding.
That is, BERT produces many embeddings of a word. Each embedding represents
the context for the word. For example, the word2vec embedding for the word “bank”
would not consider any difference between the phrases “bank account” and “bank
of the river”. However, BERT knows the difference.

The Emergence of Edge Al

In the recent past, we hear and read about the concept of edge Al. The soaring
demand for real-time and intelligent IoT services and applications in our everyday
environments (home, hotel, hospital, manufacturing floor, retail store, etc.) calls
for expertly deploying and running pioneering DNN models on IoT edge devices,
which are being increasingly deployed in our locations. However, the outstanding
contributions of sophisticated DNN models are being achieved through large-scale
compute resources, which are found to be insufficient in IoT edge devices. Our
places are stuffed with a variety of connected medical instruments and scanners,
defense equipment, types of machinery on manufacturing floors, robots at retail
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stores, drones for product delivery, surveillance cameras at airports and other secure
environments, multifaceted sensors and actuators in expressways, tunnels, bridges,
etc. There are mobiles, wireless, nomadic, fixed, portable, handheld, and implantable
gadgets and gizmos. It is indisputably clear that every entity gets methodically digi-
tized and connected in order to design and deliver situation-aware digital services and
applications. Besides the wastage of enormous compute resources, there is another
noteworthy issue that can’t be easily sidestepped. The privacy of devices and people’s
data has to be fully ensured at any cost.

Service providers collect, cleanse, and crunch a large volume of users’ data
in order to do sentiment analysis and other deeper analytics to understand more
about their customers and their complaints and concerns. Data is indispensable for
training and refining DNN models to solve a variety of operational issues. Directly
deploying these models on each edge device may lead to data privacy challenges.
Also, such a setup is bound to waste a lot of precious computing, memory, and
storage resources. To benefit from the on-device deep learning without the capacity
and privacy concerns, there are a few researchers who have cogently teamed up
and designed a private model compression framework RONA. Following the knowl-
edge distillation paradigm, they have jointly used hint learning, distillation learning,
and self-learning to train a compact and fast neural network. More details about
this privacy-preserving framework can be found in this research paper (https://arxiv.
org/abs/1811.05072). With the faster maturity and stability of the machine and deep
learning (ML/DL) algorithms and powerful and Al-specific processors (GPUs, TPUs,
VPUs, etc.), setting up and sustaining cognitive systems and services have gained
speed.

Learning new things and proposing fresh theories/hypotheses from datasets auto-
matically are being continuously strengthened through a bevy of cutting-edge tech-
nologies and tools. Learning from data to come out with timely and accurate predic-
tions gets a boost lately. However, with the aspect of edge computing gaining a lot of
minds and market shares, highly complex learning models ought to be transmitted
to edge devices to make real-time insights available with clarity and alacrity. Due
to the lack of high-end GPUs in edge devices, running deep learning models on
edge devices faces a challenge. To surmount this, researchers have introduced many
model compression techniques. Knowledge distillation is the process of converting
a hugely complex model into a smaller one to be made to run in edge devices.

The insensitive and repetitive parameters are meticulously found and eliminated to
arrive at highly optimized Al models. As indicated above, the knowledge distillation
(KD) technique utilizes a pre-trained teacher model for training a student network.
Pre-trained transformer-based encoders such as BERT have the capability to achieve
state-of-the-art performance on numerous NLP tasks [13]. Despite their success,
BERT-style encoders are large and have high latency during inference, especially on
CPU machines. This is found to be a hurdle for realizing real-time applications. The
recently incorporated compression and distillation methods have provided effective
ways to alleviate this shortcoming. In short, knowledge distillation has been success-
fully implemented in numerous domains like computer vision (CV), NLP, etc. In NLP,
taking a pre-trained model and then fine-tuning the same for the desired purpose is the
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common practice. Pre-trained Language Models (PLMs), such as BERT [1], XLNet
[2], RoBERTa [3], ALBERT [4], TS5 [5], and ELECTRA [6], are used for overcoming
the challenges of multitasking and for capturing their base model behavior.

The pre-trained base model is chosen as a teacher model. This has a large number
of parameters and requires a higher computation time. This makes it very tough
to deploy the model on any edge devices. Researchers such as [8, 9] have recently
demonstrated that there is some redundancy in pre-trained base models. To retain
their performance level, it is important to reduce their computation cost. There are
several model compression techniques in the literature. The most commonly used
techniques are Pruning [10], Quantization [11], and KD [12]. In this paper, we will
shed light on the KD process. In knowledge distillation, a student model will imitate
the teacher model. To investigate a large-scale pre-trained model, we have used the
BERT technique.

Figure 1 illustrates tiny BERT and task-specific distillation. The Tiny BERT model
is trained on an unsupervised text corpus and fine-tunes it on a task-specific dataset.
For effective KD, there is a need to decide on a good strategy for training. To propose
any distillation on the BERT base model (teacher), the distillation process has to be
accordingly changed to easily extract the embedded information from the teacher
model.

If we consider Tiny BERT as our distillation BERT model, then the contribution of
this work is as follows: (1) We have proposed a new Transformer distillation method
to adequately facilitate the transfer of all linguistic knowledge present in the teacher
BERT base model to the student Tiny BERT model. (2) We have proposed a novel
two-stage framework for learning and performing Transformer distillation at both
pre-training and fine-tuning stages. This ensures that the distillation model of BERT
(Tiny BERT) can absorb both general and task-specific knowledge of BERT. (3) In
this, we have presented the experiments on the BERT distillation process considering
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~—— "1 Transformer Distillation Transformer Distillation
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Fig. 1 General distillation and task-specific distillation
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all the various types of BERT as a student and BERT Base as a teacher and measured
the performance on GLUE task in terms of speed, accuracy, and inference time.

3.1 Knowledge Distillation

Knowledge distillation is a strategy for reducing the size of the teacher model. KD is
used to teach the student model. As a part of the KD process, the student model learns
to imitate the larger model’s behaviors. Essentially, KD uses the Transformer-based
architecture for NLP tasks to make the model efficient and effective. It also assists in
developing an efficient model in NLP, for example, machine language translation [14]
is a popular one. A classification model is trained to predict the class by maximizing
the estimated probability of a given label in the case of supervised learning. In
the training case, our objective is to minimize the cross-entropy between the model’s
predicted distribution and one hot empirical distribution of training labels. If a model
performs well on the given training set, then it will predict an output distribution
with a high probability on the correct class and with a near-zero probability on other
classes. Occasionally, near-zero probabilities larger than the other will reflect the
generalization capabilities of the model.

3.2 Training Loss

In training loss, the student model is trained with soft target probabilities with distil-
lation loss of the teacher model represented as Lce = Pi ti log (si) where ti (resp.
si) is a probability estimated by the teacher (resp. the student). We used a softmax-
temperature: pi = P exp(zi/T) j exp(zj/T) where T holds the power to control the
fine-tuning process and in turn control the level of smoothness of the output distri-
bution and zi is used for the model score for the class i. The same temperature T is
applicable for the student model and teacher model at the time of training, but at the
time of inferences, T is set to 1 to recover a standard softmax. The final objective
of model training is to linearly mix the distillation loss with Lce and the supervised
training loss. We discovered that a cosine embedding loss (Lcos) leaning in the
direction of the student and teacher hidden state vector should be added.
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4 Proposed Solution Using Knowledge Distillation

4.1 Distillation Methods

The primary objective of the KD process is to create the smallest possible student
model while maintaining the accuracy of the teacher model. As a result of our study
and experiments on a variety of natural language processing tasks, we can conclude
that the optimal student model’s capacity to maintain accuracy may change with task
difficulty. Therefore, to learn and investigate these scenarios in depth, we experi-
mented with various sizes of distillation models, and in the end, we select the best
and smallest among all the distilled models, which offers better accuracy than the
original BERT base, for each specific task. After conducting all the experiments,
we are able to observe that distilled model does not work well when it is distilled
from a different model type. Therefore, we avoid performing distillation of ROBERT
to BERT and vice versa. The distinction between these models is the input token
embedding. Therefore, the disparity between input and output embedding spaces is
the reason why knowledge transfer between various spaces is ineffective. Here, we
propose an end-to-end Task-Specific KD on text classification using Transformers,
PyTorch, and, if necessary, Amazon Sagemaker. Distillation is a process of training
a small “Student model” to mimic a larger “Teacher model”. Here, for these exper-
iments, we use BERT Base as the teacher model and other BERT models (BERT
Tiny, BERT small, BERT medium, etc. with different layers and hidden layers) as
the Student model.

For training, we employ the Stanford Sentiment Treebank v2 (SST-2) dataset
which functions as Task-Specific KD for Text Classification. Figures 2 and 3 depict
two distinct types of KD: Task-Agnostic Distillation (right) and Task-Specific KD
(left). Experiments are conducted utilizing Task-Specific KD in the present work. In
the second step of distillation in Task-Specific KD, we employed “fine-tuning”. This
idea originates from the Distill BERT model [15] in which it was demonstrated that a
student model can perform much better by simply fine-tuning the distilled language
model. By refining the distillation process on BERT, we also investigated whether
we may add additional distillation steps during the adaption phase. In this situation,
there are two steps of distillation: one during the training phase of the distillation
process and one during the adaptation phase of the distillation process. Utilizing
BERT Base and other BERT models as Students, we can get good performance for
distillation.

4.2 Dataset and Preprocessing

This proposed work utilizes the Stanford Sentiment Treebank v2 (SST-2) dataset,
which is used in text categorization for sentiment analysis and includes the GLUE
Benchmark. This dataset is an adaptation of the dataset presented by Pang and
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Lee [16] and consists of 11,855 single sentences extracted from movie reviews.
This dataset was parsed with the Stanford parser and contains a total of 215,154
distinct phrases extracted from the parse tree, each of which was annotated by three
human judges. It utilizes a two-way (positive/negative) class split with sentence-level
labeling. We use the load dataset function from the dataset package to load the ss2
dataset. For the distillation procedure, we must transform “Natural Language” into
token identifiers. This transformation is performed using a transformer tokenizer,
which accepts tokens as input (including converting all tokens with their corre-
sponding IDs in train vocabulary). We are taking this from the hugging face interface
and will use it as the tokenizer for the teacher, as both produce the same result as the
Student tokenizer.
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4.3 Distilling the Model

Here, we perform distillation using PyTorch and Distill trainer function. Now that
our dataset is already processed, we can distill it. Typically, when optimizing a
transformer model using PyTorch, we must use their trainer API. In this Trainer
class, PyTorch will provide an API for comprehensive training for the majority of
standard use cases. We did not employ a trainer out of the box in our proposed
work because it requires two models, the student model, and the teacher model,
and must compute the loss for both. However, we can investigate using a trainer to
create a Distillation Trainer that is capable of handling this and will only need to
override the compute loss and init methods. Following this, we must add the subclass
Training Argument to our distillation’s hyper parameter. Here, we create a compute
metrics function to evaluate the model on the test set. During the training process,
the accuracy and F1-score of our model will be calculated using the given compute
function.

4.4 Hyper Parameter Search for Distillation Parameter

In the case of hyper parameter search for Distillation parameter alpha and tempera-
ture, Optuna is utilized. The specified parameter and temperature in the Distillation
trainer are utilized as a hyper parameter search in order to maximize our “Knowledge
Extraction”. Hyper parameter optimization frameworks use Optuna, which is also
accessible via trainer API to facilitate integration. Distillation Trainer is a subclass of
the Trainer API, therefore we can directly use this without any code changes. When
employing Optuna for hyper parameter optimization, hyper parameter space is neces-
sary. In this example, we are attempting to optimize and maximize the number of train
epochs, learning rate, alpha, and temperature parameters of our student model. To
initiate a hyper parameter search, we need to invoke a hyper parameter search, which
will provide hp-space and the number of trials to execute. Since we are using Optuna
to determine the optimal hyper parameter, we must re-tune using the optimal hyper
parameter from the optimal run. We have overwritten the default hyper parameter
from the best run and trained them again.

5 Results

Table 1 depicts the results that are evaluated on the test set of the GLUE official
benchmark. The best results for each group of student models are mentioned in bold.
The architecture of TinyBERT4 and BERTTINY is (M = 2, H = 128, di = 1200),
BERTSMALL is M = 6, H = 512, di = 2048), and BERTSMALL is (M =4, H
= 512). All models are learned in a single-task manner. The inference speedup is
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Table 1 Results obtained on the BERT models

Model Parameter Speedup Accuracy on SST2 (%)
BERT-Base 109 M 1x 93

Tiny-BERT 4 M 47.5% 84.5

BERT-Medium (L = 8, H = 512) 59M - 92

BERT-Small (L =4, H=512) 29 M - 90.89

BERT-Small (L = 6, H = 128) 11M - 86.4

BERT-Mini (L =4, H = 256) I5M - 88.7

evaluated on a single NVIDIA K80 GPU. BERTBASE (N = 12, d =768, di = 3072,
and h = 12) is essentially used as the teacher model that contains the 109 M parameter.
We have used g (m) = 3*m as the layer mapping function so that each Distillation
model used as the student will learn every 3 of the BERT base model that are used for
the Teacher model. The learning rate lambda for each layer is set to 1. To compare the
Distillation student model, we also consider the same architecture for other models
(DistlIBERT6, TINYBERTS®, etc.). Here, TinyBERT6 (M = 6,d 0 = 768,d 01 =
3072, and h = 12) is the architecture followed. The Student model (Tiny BERT, etc.)
includes the learning of General Distillation and Task-Specific Distillation. We have
set the maximum sequence length as 128 for General Distillation and by utilizing
the English Wikipedia (2500 M words) as the text corpus dataset and performing the
intermediate layer distillation from pre-trained BERTBASE while also keeping other
hyper parameters same as the BERT pre-training [1]. For Task-Specific Distillation,
we consider fine-tuned BERT as supervision, where we first perform intermedia
layer distillation on augmented data for 20 epochs with some specific batch size
and a learning rate of 6e—35, after which we perform the prediction distillation on
the augmented data 5 for 3 epoch for the batch size from 16, 32, and learning rate
from le—5, 2e—5, 3e—5 on the development set. We consider the maximum length
as 64 for single sentences and 128 for sequence pair sentence tasks in the case of
Task-Specific Distillation. We can also boost the performance by a large amount by
increasing the m-number of layers in the student model. Here for Tiny BERT, we
use the google/bert-uncased-L-2-H-128-A-2 model which has layer 2, which means
when we change our student model to other BERT distillation models, e.g. Distill
BERT-base-uncased, it will perform better in terms of accuracy.

6 Conclusion

Although deep neural networks (DNNs) show their extraordinary power in various
recognition, detection, translation, and tracking tasks, it is very challenging to deploy
DNN models on resource-constrained [oT devices (networked embedded systems).
The compute capability, network, and storage capacities of edge devices are relatively
on the lower side. Therefore, there are research and practical efforts such as model
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partition, pruning, and quantization at the expense of small accuracy loss. Recently
proposed knowledge distillation (KD) aims at transferring model knowledge from a
well-trained model (teacher) to a smaller and faster model (student), which can signif-
icantly reduce the computational cost and memory usage and prolong the battery
lifetime. In short, knowledge distillation is being touted as the way forward for opti-
mizing NLP-centric models. 24 distinct BERT models can be considered for the
distillation process as Teacher and Student models.

‘We have utilized some of them to test our proposed work and have demonstrated
an improvement in performance metrics and total redundancy, which will allow us to
become acquainted with the vast array of BERT-based experiments. The Tiny BERT
student model achieves an accuracy of 84.5%, which is excellent for our model. Tiny
BERT has over 96% fewer parameters than BERT-Base, and it runs approximately
47.5 times faster while retaining over 90% of BERT’s performance as tested on the
SST-2 dataset. After modifying the number of layers and adjusting the parameters,
the performance of the medium and small BERT models increased by 92 and 91%,
respectively, with a significant increase in speed. BERT Small with six layers and
BERT Mini are fresh additions that perform better than previously adopted concepts
and strategies. Compared to the BERT base model, the number of parameters in all
of the student models used in the distillation process is reduced by several times,
with minimal loss in precision.
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Abstract When employing authentication mechanisms to store user credentials, a
subtle point to note is that they are easily vulnerable to cyber attacks like sharing of
user data without their consent, password stealing on a large scale, etc. By decentral-
izing ownership of credentials and providing a framework for confirming one’s record
in an unalterable chain of data, i.e., Distributed Ledger Technology (DLT) in gen-
eral and blockchain can provide a solution. Blockchain technology can help reduce
the risk of attacks and user data leaks through backdoors by establishing a secure
platform for online service providers to authenticate users without a single point of
failure. Blockchain is being utilized increasingly for trusted, decentralized, secure
registration, authentication, and valuation of digital assets (assets, real estate, etc.) and
transactions, governing interactions, recording data, and managing identity among
numerous parties. Smart contracts are used to do transactions on the blockchain.
This work aims to analyze the shortcomings of traditional authentication systems
and hence provide a blockchain-based authentication solution to address them. In
this paper, we suggest AuthBlock, a robust, lightweight, and secure blockchain-
based authentication system. It can be used by multiple parties as an authentication
framework in parallel without any interference. The proposed approach leverages
the Ethereum blockchain along with its provision of smart contracts. The proposed
method is tested on the Ethereum localnet created using Go Ethereum (Geth) and
evaluated to analyze user authentication, verification, and cost.
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1 Introduction

The basic idea behind authenticating someone or something is to verify whether
they are what they claim to be. This is an online system or service’s main procedure
for allowing users to log in and establish their identities. Therefore, it is crucial to
safeguard the authentication process to stop identity theft and spoofing attempts.
Personal privacy concerns are addressed insufficiently or are outright ignored, even
though there are several legal concerns related to the interchange of sensitive data
elements.

Blockchain [14] is a decentralized, unchangeable database that organizes asset
tracking and transaction recording in a business network. An asset can be anything
from material to intangible things (like an idea, a patent, copyright, or a brand).
Practically anything of value can be stored and transacted on a blockchain network,
minimizing risk and working efficiently for all parties. Due to its decentralized fea-
ture, it helps to provide security and encryption [12]. Following are the steps for a
transaction to get accepted into the blockchain:

— A participant inputs a transaction, which the miners should authenticate and vali-
date the transaction using digital signatures.

— A block is created using these multiple transactions.

— This newly created block is broadcasted to all the participant nodes in the
blockchain network.

— Ablockis appended to the latest copy of the blockchain after authorized nodes have
verified the transaction. (Miners are considered to be special nodes in blockchain
networks, which are often compensated for this computational labor, aka Proof of
Work, or PoW [10]; for which they receive rewards in the form of cryptocurrencies.

— The transaction is completed when the update is delivered throughout the network.

In order to avoid possible cyber attacks like impersonation attacks, password
spraying, credential stuffing, etc., it is crucial that the users must verify them-
selves using a strong authentication system [4]. User identification and authentication
are made possible via blockchain-based authentication. The immutable blockchain
ledger validates and guarantees the legitimacy of the users, transactions, and mes-
sages. Smart contracts that are created and deployed on blockchains are used to
authenticate blockchains [11]. There is no longer a requirement for a third party to
verify transactions. While security and privacy are considerably improved, costs can
be decreased. In a distributed setting, much more effort would be put into hijacking
the authentication process. Blockchain-based authentication allows for the storage
of verification and encryption keys on the blockchain while signature and decryp-
tion keys remain on the device. It offers some defenses against serious cyberattacks,
including phishing, man-in-the-middle, and replay attacks.

Traditional authentication systems work centrally, where an authentication server
stores all the user credentials. Whenever a user is authenticated, its credentials are
compared with those available with an authentication server. The Kerberos [7] pro-
tocol allows a user to authenticate themselves depending on the type of service the
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user intends to get. This process may/may not happen on a continuous basis depend-
ing on the requirement of the user. It is also dependent on the fact that there is a
prolonged secret key shared between the user and the authentication servers. But
being a central system, it has its drawbacks. Password guessing, synchronization of
clocks, continuous availability of Key Distribution Center (KDC), etc., are a few
among them. The use of blockchain helps in mitigating these issues and provides a
more secure, available, and flexible solution.

In this paper, AuthBlock, a decentralized authentication framework, is introduced.
The proposed approach is developed using the Ethereum blockchain platform and
its smart contract functionalities. The proposed method is evaluated on Ethereum
localnet created using Go Ethereum (Geth) and analyzed user authentication, verifi-
cation, and cost. It can be used by multiple parties as an authentication framework
in parallel without any interference. The main contributions of the paper are stated
as follows:

— A brief overview of shortcomings of traditional authentication system.

— Create a local Ethereum blockchain and design a decentralized blockchain-based
authentication framework on top of it.

— Use Ethereum and its smart contracts developed in Solidity programming language
to implement the system.

— Rigorous testing of the proposed system on the local Ethereum blockchain to verify
user authentication, cost (ETH or any currency).

The rest of the paper is organized as follows. Section 2 briefly describes the com-
ponents and the working of blockchain. Section 3 describes the architecture of Auth-
Block, using blockchain. Section 4 describes the implementation of AuthBlock using
the Ethereum blockchain. Section 5 explains the results of the system. Section 6 con-
cludes the work with the scope for future work.

2  Working of Blockchain

Figure 1 shows the overall architecture of Blockchain. It consists of three important
entities: blocks, nodes, and miners.

2.1 Blocks

Each block in a chain is made up of three basic components:

— The information to be stored in a block.

— A 32-bit whole number called the nonce. When a block is made, the nonce is
randomly generated, which produces the hash of the header. Hash is a 256-bit
alphanumeric string that is attached to the nonce. It has to start with a preset
amount of zeroes.
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Fig. 1 Blockchain architecture [14]

— The cryptographic hash is produced by a nonce. Before mining, the data in the
block is regarded as signed and permanently tied to the nonce and hash.

— The Merkle tree [5] inscribes the data on the blockchain in an orderly and secure
manner. It enables us to quickly verify blockchain data, as well as the fast transfer
of large amounts of data between nodes on the blockchain network.

2.2 Miners

— Mining is the task by which special nodes add new blocks to the blockchain [2].

— Each block has its unique nonce and hash; however, it also refers to the hash of the
block just before it is in the chain, making it difficult to mine a block. Longer the
chain more difficult it is to add a new block. The complexity of this work is set to
keep the rate of new block generation (in the Bitcoin blockchain) at approximately
one every ten minutes. However, it may differ from other blockchain architectures
[13].

— Miners use specialized software to solve the computationally expensive arithmetic
problem of finding a nonce that generates a good hash. It takes approximately 4
billion nonce-to-hash combinations to find the correct one because the hash is 256
bits; however, the nonce is only 32 bits. Once the miners declare that they have
found the “golden nonce,” their block is included in the blockchain.
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2.3 Nodes

— One of the essential concepts of blockchain technology is decentralization. No
computers or businesses are allowed to own chains. Instead, it functions as a dis-
tributed ledger among the chain’s linked nodes. Any electrical device that maintains
a copy of the blockchain is called a node [8].

— Each node has its own local copy of the blockchain, and the network must algorith-
mically approve each newly added block to update, trust, and validate the chain.
The transparency of the blockchain makes it easy to see and view all the actions
in your ledger. Each participant receives a unique alphanumerical identification
number that indicates the transaction.

In a blockchain network, two nodes can exchange data or information (transac-
tion), and the blockchain network verifies the reliability of the transaction. Next,
multiple validated transactions create the block. Now the node tries to insert this
newly created block into the main blockchain. Adding new blocks to the blockchain
is done through a process called Proof of Work. This is an incentive-based system
in which nodes (also known as miners) solve mathematical puzzles of a certain dif-
ficulty level. Participating nodes need high computing power to run this process.
Therefore, mining is a costly issue.

Once the node successfully resolves this mathematical problem, a new hash value
is created for the block in question. As more and more people get the correct answer
for the same block, it will be permanently added to the main blockchain. Each node
receives a reward (in the form of a cryptocurrency such as Bitcoin) to solve this
puzzle. Each block in the blockchain has a block number and a timestamp in the
order in which it was added to the blockchain [2]. Also, each block is added to the
previous block by hashing. The hash gives each block a unique number that acts as
its digital signature. This makes the blockchain very secure.

There are primarily two methods to evaluate the accuracy of any blockchain
application. The first step is to completely rewrite the blockchain code, execute it
on a local system, and check for accuracy. The second is to test your results by
running your application on any blockchain simulator. The latter way makes our
work simple, whereas the former is a more complex method. Because of this, just as
with conventional networks, we have blockchain simulators where we can test our
application before launching it on the mainnet.

3 Architecture Design of AuthBlock

As shown in Fig.2 the user can register to use the application. During registration,
the user has to provide details like username, phone number, Adhaar ID number,
and password. The role is assigned as U SE R, and the application ID for the respec-
tive application is automatically added. Basic validation of these details is done
before forwarding. These details are then forwarded to the smart contract using
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Fig. 2 Proposed system

the HTTP Provider of the blockchain. This HTTP Provider is an interface between
blockchain/smart contract and user interface. A transaction is then built using these
details, signed with the default account’s private key, and sent to the blockchain. In
smart contract, there is function add_user () which takes the user details as param-
eters. When the transaction reaches the blockchain nodes, it is mined by nodes as
a block, and user details are stored on the blockchain. Once these details are stored
on the blockchain, the user is registered. After registration, only he can use the
application.

When the user attempts to Login into the system, the username is used to retrieve its
details. In the smart contract, there is a function verify(), which takes the username
as a parameter and verifies the user. Once the hash of entered password matches the
stored hash, the user is verified, and only then can he use the system.

Once the transaction is built and sent to the blockchain, it is added to the transaction
pool. The transaction pool is the group of all transactions that have been submitted but
not yet included in a block. When you confirm this transaction, it is not immediately
performed but instead becomes a pending transaction and is added to it. Sending a
transaction on a blockchain requires a small fee. The application can choose how
much it wants to pay—even 0 ETH (gas price) in our system. It depends on whether
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Fig. 3 Transaction workflow

or not a transaction gets included in a block and processed depending on supply and
demand. Gas price is directly proportional to the time required for confirmation of
transaction [9] i.e., the higher the gas price higher the priority of the transaction,
and more quickly it will be executed, i.e., mined on blockchain. One of the crucial
concepts of blockchain is decentralization. Any computer can act as a node. Hence
nodes can be any number of machines from a service provider. Whenever a new
service provider joins the network, it must add some blockchain nodes. This increases
the distributed nature of blockchain, making it more secure and hard to tamper with.

3.1 Working of AuthBlock

Due to the provision of the PoW process, the need to include a third party in a two-
party transaction is completely removed, thereby establishing a whole new level of
trust between the unknown and untrusted stakeholders. A third-party intermediary is
required otherwise to produce trustworthy records and transactions. Blockchain may
serve as a complete replacement to the existing centralized entities by building trust
between stakeholders through cryptographic security measures and cooperation.

In this system, during registration, the user enters their data (username, password,
Aadhaar ID, etc.). A transaction is created for this data. Public key cryptography
proves that a specific organization creates the transaction. Each organization will
be assigned < PU,, PR, >, where PU, is the public key, and PR, is the private
key of the organization. The private key is kept in a digital wallet in the blockchain
framework. For registration of users, i.e., to complete the transaction, it is signed
using the organization’s private key, i.e., a digital signature is created. This digital
signature will be transmitted along with the transaction to the blockchain. The public
key is used to validate that the message is received from the same user. As shown
in Fig. 3, the user data is hashed in hash value H; and then signs H; using the PR,
to generate the digital signature. The digital signature and transaction together are
broadcasted to the blockchain network. The miner makes use of the organization’s
PU, to decrypt the received digital signature to get the hash value say H,, and the
hash of the transaction is also calculated of the transaction, say, Hs. Then the miner
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verifies if H, is equal to H3 or not. The miner verifies the transaction and starts
the mining procedure if they are the same. user_registration.sol smart contract is
used to store the data on the blockchain. This way, the user is registered onto the
blockchain for the specific organization.

For authentication, when a user enters their username and password, the smart
contracts have a function nameT o Password(), which will retrieve the hash of the
password for that username. This hash will be matched with the entered password’s
hash to authenticate. After this authentication, only the user will be logged on to the
subsequent system of that organization.

4 Implementation

To implement the user authentication system, first, we need a blockchain that can be
a local blockchain or any publicly available test nests. Go Ethereum is used in this
implementation, which is an official implementation of the Ethereum blockchain.

4.1 Go Ethereum: Geth

Along with C++ and Python, Go Ethereum [6] is one of the three original imple-
mentations of the Ethereum protocol. It is entirely open source and developed in Go.
Go Ethereum is available as a library that you can embed in Go, Android, or iOS
projects or as a standalone client called Geth that can be installed on just about any
operating system. A machine that is running Geth becomes an Ethereum node. In
the peer-to-peer Ethereum network, data is shared directly between nodes instead of
controlled by a central server. Because they are compensated in ether, Ethereum’s
native token, nodes compete to create new blocks of transactions to deliver to their
peers (ETH). Each node verifies a new block upon getting it. Chain is the term used
to describe the arrangement of distinct blocks. Geth uses the data in each block to
update its “state,” or the ether balance of each Ethereum account.

After installing Geth, a genesis.json has to be created, which would act as our first
block in the blockchain. It defines the data in the first block of a blockchain, as well as
rules for the blockchain itself, viz., difficulty, mining algorithm, pre-funded accounts,
etc. Blockchain is then initialized using this genesis file using the command: geth
init—datadir data genesis.json. It will create a directory called “data,” which will
contain the blockchain data for this node. Also, it will have a Keystore that will
save all the addresses and private keys for the accounts created in this node. After
initialization nodes can be created using command: geth—datadir data—networkid
12345. The same process is followed to create multiple nodes on the same or different.
We have to use the same genesis file for initialization for each node to ensure that
the new node gets added to the same blockchain. After creating multiple nodes,
these nodes have to be connected as peers of each other. This can be done using
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Geth command: admin.addPeer(enodeid). This has to be done for each node using
peers’ enode ID, which is a unique id of a node in the blockchain. Once the nodes
as added as peers, the blockchain starts to sync. Mining can be started using Geth
command: miner.start(noOfThreads). Once mining is started, the etherbase accounts
on the nodes will be funded with ETH as a reward for mining. Once blocks are mined
on a particular node, they will be propagated to other nodes in the blockchain. Geth
also provides a JavaScript console that interacts with the blockchain.

4.2 Smart Contracts

Smart contract(s) is/are a self-executing code in which the conditions of the set-
tlements between the two parties are programmed. The settlements and their pro-
grammed code are made available throughout a decentralized blockchain network.
Transactions are transparent and peremptory, and the code governs their execution.

Smart contract is written in Solidity [3] programming language. To deploy a
smart contract, first, it has to be compiled. For interacting with smart contracts, the
py — solc — x library is available in Python. Smart contract was compiled using this
library, which is a Python wrapper for the solc Solidity compiler. To interact with the
blockchain, the Web3. py library is used. It is a Python library for interacting with the
Ethereum blockchain. Using this program, the smart contract was deployed on the
Geth blockchain. Smart contracts are deployed on blockchain as a normal transaction.
After the compilation of the contract, the transaction has to be built and signed using
the user’s PR,, and then the transaction is broadcasted to the blockchain network.
This transaction is then mined, and the smart contract is stored on the blockchain.

User details can be stored on the blockchain using this smart contract. The
blockchain stores details like username, user ID, password, Aadhaar number, and
role. This smart contract has functionalities like adding users and verifying user
passwords through blockchain. While registering user has to enter the details, which
are encrypted and then sent to the blockchain where this smart contract is executed,
adding the user details to the blockchain.

The same smart contract can be used to verify the user. User ID or username can
be used to verify the user using its password. Other functionalities like password
change and retrieving all the user details can be executed.

5 Results

The smart contract has to be deployed on the blockchain. For transactions on the
blockchain, we require gas. The same contract should use the same amount of gas
deployed on a blockchain[1]. Gas is the price incurred by using one unit of gas.
To calculate the cost of conducting an operation, we multiply the gas price by the
amount used.
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Fig. 4 Deployed smart contract on blockchain

Total Cost = Gas Price * Amount of Gas Consumed

Figure4 shows that to deploy the contract, we require 1021743 units of gas.
Transaction costs are based on the cost of sending data to the blockchain. Execution
costs are based on the cost of computational operations, which are executed as a
result of the transaction. So its total cost has to be calculated in terms of Ether (ETH)
or any currency. The gas price at the time of writing this paper was 6 gwei. Table 1
shows the total cost to deploy our smart contract and the cost of important functions
in it. This cost will be incurred each time we do the operation on the blockchain.

In traditional authentication systems, authentication credentials are stored on
authentication servers, i.e., authentication is dependent on third-party/trusted author-
ity. Also, each organization or each app has to use its authentication system, which
leads to increased requirements of resources and cost. So there was a need for a frame-
work that would work as a single system for multiple organizations. Along with this,
the system should be scalable, secure, and flexible. As the proposed system is imple-
mented using blockchain, it inherits the advantages of blockchain. There is no need
for centralized servers. No third-party/trusted authority is required as the blockchain
will ensure that the trust lies in the system. Even though the nodes in the blockchain
will be distributed over multiple organizations, the data on the blockchain will be
secured and cannot be tampered with. The user credentials stored on the blockchain
will be encrypted and available only to its respective organization.

With the help of blockchain technologies, the system can be protected against
issues with authentication, data integrity, and non-repudiation. First, specific mod-
ifiers are available in the solidity programming language that can authenticate the
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Table 1 Smart contract deployment and execution costs

Functions Gas price Ethers INR
contract creation 6 0.00701 926.93
adduser() 6 0.00143 189.16
retrieve() 6 0.00024 31.8
nameToPassword() 6 0.000155 20.48
userldToPassword() 6 0.000154 20.44

user. Second, blockchain is unchangeable since no data stored there can be altered.
After execution, the details of the transaction and function cannot be replaced. Hence
though multiple service providers are using the identical blockchain, the user data
is secured. They can access only their data using app_id. Also, in the proposed
framework, the smart contract can be customized according to the need of user data.
Each of them can use their smart contract deployed on the identical blockchain, thus
making it flexible for multiple service providers.

6 Conclusion

Because of the centralized authentication system, administrators in businesses have
problems with authentication and security. Being a centralized system, it is prone to
severe cyberattacks, including phishing, man-in-the-middle, and replay attacks. In
this paper, AuthBlock, an architecture that uses the Ethereum blockchain to efficiently
manage and authenticate the users, has been proposed. The proposed method creates
a local blockchain and an authentication framework on top of it. It uses Ethereum
smart contracts to construct the intended system logic, i.e., to verify the user and
give or restrict access based on the user’s roles. Furthermore, we have evaluated the
performance of the proposed solution. AuthBlock enables user identity verification,
security, and flexibility thanks to the distributed nature of blockchain technology.
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Abstract Steep roads with potholes, irregular slopes, and other barriers affect
vehicle safety and accident prevention in mountainous areas. The paper proposes
a computationally efficient computer vision and machine learning-based approach
to detect these roads. The dataset includes damaged, steep, and narrow mountainous
roadways. The Field of View (FoV) creation step in preprocessing increased the
algorithm’s accuracy. The five statistical texture parameters—Entropy, Correlation,
Homogeneity, Contrast, and dissimilarity—are extracted using the Gray-Level Co-
Occurrence Matrix (GLCM) technique. The accuracy of various combinations of
features, orientations, and distances varied. Haralick’s five horizontal, diagonal,
and vertical GLCM-based features provided 90.95% accuracy. Experimentally, the
Light Gradient Boosted Machine (LGBM) classifier predicted mountain roads most
accurately.
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1 Introduction

Nowadays, tourism in hill stations, canyons, and mountainous areas has increased.
Regular transportation for food, medicine, and daily needs is required in the moun-
tainous region. In such hilly areas, the construction and development of good-quality
roads are quite difficult, which automatically affects transportation. New drivers
passing through such areas face fatal and threatening routes, which can sometimes
cause accidents. Hence, reducing the worst effects of congestion on slender roads
and in mountainous areas is important. There has been rapid progress in autonomous
vehicles and driverless Advanced Driver Assistance Systems (ADAS). Detection of
mountainous roads featured by the ADAS system will be helpful for autonomous
vehicles traveling in mountainous regions. Identification of mountainous roads can
be of great value for transportation systems, tourism, and automatic vehicles, and
it will also ensure the safety of drivers as well as tourists. This paper describes a
GLCM-based model capable of detecting mountainous roads, which can be inte-
grated with the driver assistance system to make the vehicle driver aware of road
conditions. Analyzing the texture features of such mountainous roads can be helpful
for better prediction. This paper presents a model that extracts the minimum features
and requires less computational time than other descriptors.

2 Literature Review

Several tries have been made to expand a technique for reading street properties by
the usage of a combination of images from automobile cameras and image processing
techniques to better effectively investigate a mountainous surface. Many computer
vision researchers are now concerned about drivers’ safety and help to improve it by
identifying different road characteristics.

The damaged roads [1] database is created manually by collecting smartphone
images, and a comprehensive street damage dataset is composed, consisting of 9053
damaged road images captured using a mobile launched on a vehicle. The images
are classified into 8 classes: wheel marks, longitudinal construction joint, lateral
cracks, alligator cracks, potholes, crosswalk blur, and white line blur. This model
is based on the modern method of Convolution Neural Network (CNN). The model
is trained using the MobileNet Single Shot Detector (SSD) and SSD Inception V2
frameworks. Results obtained from SSD Inception V2 and SSD MobileNet are also
compared. Cheng et al. [2] introduce an effective method of measuring the width
of the route using clouds available through LiDAR-based Mobile Mapping System
(MMS). They used a MMS platform equipped with four laser scanners, three cameras,
and Global Navigation Satellite System (GNSS)/INS to collect Light Detection and
Ranging (LiDAR) clouds and RGB images across two Interstate highways in the
United States. Vehicles use a web camera, laser telemeter, Inertial Moment Unit
(IMU), Differential Global Positioning System (DGPS), and other sensors to detect
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potholes and do road quality assessments [3]. Both functions are performed using
the above-mentioned components, and each has a different precision than a stan-
dard road and an access road. Goyal et al. suggest the design of an invalid road
acquisition algorithm using Arduino [4]. Other components include the accelerom-
eter ADXL335, ESP8266-01, and NEO-6M GPS. The system uses Euler viewing
angles to stabilize the accelerometer figures obtained from the Arduino device by
establishing the allowed angle. Usage of a CNN-based single-dimensional image
measurement technique [5] to measure the depth of an inclined RGB image clicked
by a Kinect sensor mounted on the robot, and the picture element coordinates of
the top, as well as bottom sides of the slope, are achieved by Soble edge extrac-
tion. Feature extraction is done using CNN after segmentation of the image into
multiple pixels by Simple Linear Iterative Clustering (SLIC). Two HC-SR04 Ultra-
sonic Modules (USM) were used at different heights for the use of slope detection
novels and computational methods. The model helps to detect positive and negative
slopes and calculates the inclination and declination angles from a proper distance.
Two slope sensing techniques, named Static Platform and Rotatable Platform, are
used, and slopes are calculated using trigonometric calculations [6].

Extraction of road surfaces is carried out with the combination of Linear Binary
Pattern (LBP) and GLCM [7] to upgrade the robustness of features. The process
includes extracting ROI, converting RGB to Grayscale, applying the feature extrac-
tors which extract the minimum features, and the classification is carried out using
KNN. The features of the GLCM used are ‘Energy’ and ‘Contrast’. Different land
types such as arable land, forest land, residential land, and water are classified using
the SVM classifier after the texture features of each region have been extracted using
various GLCM features [8]. They have carried out SVM classification on multiple
datasets like GaoFen-2 Data, QuickBird Data, and GeoEye-1 Data and analyzed
the accuracy for all. Classification accuracy for those 3 types of satellite images is
92.43%, 93.26%, and 96.75%, respectively.

A system for the recognition of large vehicles [9] on minor roads is proposed,
which includes background and shadow removal, detection of moving objects, etc.
The purpose of the plan is to identify road signs [10] to ensure safety as accidents
have been increasing due to the ignorance of drivers. When using it, consider the
Region of Interest (ROI) and the Gaussian smoothness used for noise reduction.

Cai et al. estimated the slope value using a geometric algorithm and the edges are
detected with Canny Edge detection. After major photo editing, a Support Vector
Machine (SVM) and Gaussian Mixture Model (GMM) are used to spot and draw out
traffic details, and the outcomes are fully tested [11]. A model for finding routes in
hilly areas [12] has been developed, and in the preprocessing, they removed the noise
and other external objects such that the FoV can be selected. The edges are detected
with a canny edge detector and the Hough Transform is used to detect parameter
curves. A vision-based dip detection method [13] helps to decide the inclination
to use the Canny Edge Detection method in the short term. This paper focuses on
slope measurement by detecting the bending angle of lanes. The mathematical model
is developed using route information and a canny algorithm with a Hough trans-
form to convert a curve into a parameter space [14]. An Unmanned Aerial Vehicle
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(UAV)-based dip surveillance system [15] is introduced with two major functions:
border identification and swarm-intelligence-based route designing. Canny and U-
Net see boundaries, ruptures, and rocks. In the paper [16], the authors, Sivaraman
and Trivedi, provide research conducted on vision-based vehicle detection using
features such as Histogram of Oriented Gradient (HOG) and Haar. These properties
are extremely well described in the car recognition literature. The Contrast Limited
Adaptive Histogram Equalization (CLAHE) algorithm [17] is used to improve the
image quality for mountain outlines and low-value images. It focuses on high-
quality feature extraction for mountainous regions, as these regions are mostly cloudy
throughout the year.

A monocular camera was obtained in the study, and the slope measurement was
performed in three ways, namely Geometric-Based (GB), Covariance-Based (CB),
and location-based factors (LFB). The GB approach works exceptionally well on
upright lanes and curves with large radii on rough roads, whereas the CB method
works for complex roads [18]. The longitudinal velocity is measured to confirm
the inclination of the road. And while in comparison to the automobile kingdom in
veDYNA [19], which may be concluded at a longitudinal pace because of the layout
of the viewer, one layout has excessive accuracy, and the other has quick monitoring
speed.

3 Methodology

This paper proposes a mountainous road detection system that uses GLCM for texture
feature extraction. A combination of 18 features has been used with different direc-
tions, distances, and features. The classification process in the proposed model uses
LGBM which is a Decision tree-based gradient-boosting framework. It helps in
increasing efficiency and minimizing memory usage. All the steps which are carried
out are depicted in Fig. 1.

3.1 Dataset

Collecting meaningful data and building the dataset is the most challenging task
while developing a machine learning model. A whole dataset of about 8,000 images
is prepared by capturing the images of mountainous roads using a smartphone and
extracting some images from the mountainous road trip videos. To our knowledge,
there is no dataset available for the mountainous roads. For the first time, we have
collected such data from various routes in rural and hilly areas and extracted it from
the videos available on the Internet.

Some of the road images from the Internet that we used for this dataset are the
Leh-Manali Highway, Rohtang Pass, Karakorum Highway, and Skippers Canyon.
Other images are collected manually from some mountainous regions of Maharashtra
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(India). Those images were captured by the smartphone on the hilly roads around
Pune and Nanded (Maharashtra).

3.2 Preprocessing

The main step of preprocessing consists of extracting the Field of View (FoV) of each
image so that the features obtained are fewer and the computational time required
becomes less, resulting in better accuracy of the model.

The resolution of the image in Fig. 2 is 3149 x 2362. All the images of such
different sizes are cropped as shown in Fig. 3 to get the region of interest and then
resized to the same size of 300 x 300. The full process can be seen in Fig. 4 to
understand how preprocessing is carried out to get the required image.

The next step is the grayscale conversion, in which a color image three-
dimensional array is converted into a two-dimensional array. In this process, 24-bit
RGB values get converted into 8-bit grayscale values. The mean of red, green, and
blue pixel values is taken for each pixel to get the grayscale value, so it has only one
layer from O to 255, whereas an RGB image has 3 layers. Another reason for this
conversion is to gather the data to be used for the GLCM algorithm. The formula for
the same has been given in (1):

_ RG D+ GG )+ BG j)
3

G, j) (D
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Fig. 2 Original |
mountainous road image
(sample)

Fig. 3 Field of View (FoV)
extraction

In this case, R, G, and B, all refer to the colors red, green, and blue. i is the row
and j is the column.

3.3 Feature Extraction Using GLCM

GLCM returns a square matrix after calculating the Haralick features of the image.
It is a second order statistical texture analysis method that looks at two pixels (i, j)
and the relationships among them, then it defines how often those pairs of pixels are
present in an image in the given direction (®) and distance (d). It returns the matrix
which contains the gray value relation given by a kernel mask. When the calculation
of pairs of pixels is carried out, the texture of an image is characterized by functions
of GLCM, and the matrix gives the statistical measures.
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Fig. 4 Preprocessing

In this model, the different combinations of features, angles, and distances are
implemented to extract the features. Energy, Correlation, Entropy, Homogeneity, and
contrast are some of the Haralick features extracted from co-occurrence matrices.
Angles are 0, 45,90, 135, and 180 as in Fig. 5. The direction of the spatial relationship
is horizontal for the ® = 0, vertical for ® = 90, and diagonal for the case of 45 and
135. The value of d = 1 represents that the pair of pixels is 1 pixel away likewise.
The work of the distance parameter is shown in Fig. 6.

Energy Feature: The Sum of squared elements is returned by the Energy in GLCM,
and the range is [0,1] where 1 is for the constant image. It is also known as uniformity
or angular second movement. The formula for the Energy feature is given below in
Eq. (2):

N-1
Energy = Y (p;)’ 2)
i,j=0

Fig. 5 Working of
directions in GLCM
135 90

N
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Fig. 6 Working distance in GLCM

Contrast Feature: The measure of the Intensity contrast between two neighboring
pixels over the image is returned by Eq. (3):

N-1

Contrast = Z Pij—jy (3)
i.j=0

Homogeneity Feature: Eq. (4) measures the closeness of distribution of elements
in the GLCM to diagonal:

N-1
. Pij
Homogeneity = E — “)
i,j=0 1 + (l _.])

Correlation Feature: The probability occurrence of the pairs of pixels is returned
by the feature using the below Eq. (5):

N-1
Correlation = Z

i,j=0

i —w(G—w
0-2

(&)

Entropy Feature: Formula (6) for entropy is used for characterizing the texture of
the input image:
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Table 1 Sample of extracted features

GLCM features Image 1 Image 2 Image 3 Image 4
Energy 0.2295 0.0306 0.0166 0.0479
Correlation 0.8804 0.9485 0.9198 0.9271
Dissimilarity 14.136 5.9891 13.272 14.537
Homogeneity 0.1536 0.2935 0.1533 0.1926
Contrast 696.95 129.02 529.58 806.24
Entropy 7.3246 7.0834 7.4653 7.1506
N-1
Entropy = Y  —InIn(p;;) pi 6)
i,j=0
where

pij Element i,j of the normalized histogram counts or matrix.
N Number of levels.
W mean.

o? variance.

The performance of the model is measured multiple times using the Haralick texture
features of GLCM. In the beginning, energy, correlation, homogeneity, dissimilarity,
and contrast are calculated with neighboring angles of 0, 45, and 90 and the distance
as 0, 1, 2, and 5. After computing the features in the first method, an accuracy
of 89.57% is achieved. Using the same features, the angle is changed from O to
135 to find the relation between pixels diagonally. In that case, 90.95% accuracy
was obtained. Then, after reducing some features, an accuracy of 88.65% and an
accuracy of 87.45% is seen for 4 and 3 features, respectively. Feature values of some
of the images are shown in Table 1.

The next and most important step is using the Light GBM classifier for training
the data over 100 epochs. The combinations formed with different GLCM features,
directions, and distances are used. Light GBM used 18 features and gave a training
score of 0.8957. After training the model on 6000 images with LGBM, that model
is used for the prediction of mountainous and non-mountainous roads. The steps in
the prediction are shown in Fig. 7.

3.4 Classification

Light GBM is one of the Gradient Boosted Decision Tree (GBDT) algorithms, which
is well known for its higher efficiency, low memory usage, faster training speed,
better accuracy, and capability of handling large-scale data. LGBM’s performance
is improved by leaf-wise tree growth. It converts the image features extracted using
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GLCM to an integer and trains the data over 100 epochs using the parameters to
boost the computational time and accuracy. Parameter tuning is shown in Fig. 8. The
boosting type is the main parameter to decide the boosting technique to be used in
the model.

. LBGM parameter
Image Features Hlmport Light BGM | " tuning

W ( Training the
Predicton Test |g model with Light
data - L BGM over 100

epochs

Fig. 8 LGBM implementation
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Smart feature engineering and smart sampling are some of the techniques by which
better models can be designed. Here are some of the smart feature engineering and
smart sampling techniques used by Light GBM. The Bin way of splitting is the
technique where a group of data is clubbed together, known as a bin, making the
algorithm run faster. Exclusive Feature Bundling is the technique that creates a new
feature known as a bundled feature, which can be used for further processing of
the data, reducing the number of features and resulting in running the model faster
and more efficiently. Gradient-based One-Side Sampling (GOSS) is another tech-
nique that arranges the gradients in descending order, and two subparts of gradients
are created such that sampling is done from only one side of the subpart with lower
gradient values, resulting in better accuracy of the model. The boosting technique we
have used in this model is Dropouts x Multiple Additive Regression Trees (DART).
It gives high accuracy for diverse tasks and uses dropouts to increase the model
efficiency and deal with problems. It is used in ranking, regression, and classifica-
tion tasks. Other parameters include the learning rate, which decides how fast the
model runs. So, it should be low for less computational time. Then num_leaves
is the controlling parameter that controls the complexity of the tree model, where
max_depth is the depth of the tree. Assigning more value to num_leaves can cause
overfitting of the model.

Algorithm 1: Mountainous Road detection
Data: RGB Images
Result: Prediction of the mountainous road
For images in the directory
Resize, grayscale
Append the labels to array
End for
Encode the labels
Extract the features of train data using GLCM
Convert features into an integer vector
Train the model over 100 epochs using LGBM
Predict on test data
Print confusion matrix and overall accuracy
Import random image
Predict the label for the image

W RN WD =

—_— =
N o

Algorithm 1 gives the idea of a working code for the detection of mountainous
roads. In the first four steps, a loop is shown for resizing, grayscaling, and labeling
the images. Next comes the encoding of labels and then extracting the features of the
image using GLCM. Those features are converted to integer vectors in step 7. Steps
8 and 9 are about training the model and then predicting the test data. The last steps
are printing the confusion matrix and finding the model’s accuracy.
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4 Results and Discussion

The study area for this project includes the various mountainous roads across the
northeast region of India and some mountain ranges present in Maharashtra. Also,
images of the world’s most dangerous routes, such as the Karakorum highway and
Skippers Canyon, are collected by web scraping. All the collected images are divided
manually into the train and test folders. These images are labeled separately as
positive and negative, and afterward, those labels are encoded in numerical forms
from 0 to N — 1, where N denotes the total number of labels.

A comparison of the proposed technique with existing methods is depicted in
Table 2, and the research used different feature descriptors as discussed below.

For extracting the features of the image, various feature extractors have been
used to compare the accuracy. Initially, Scale-Invariant Feature Transform (SIFT)
was used for feature extraction. It helps to detect local features in an image and
locate the key points. It converts those key points in the numerical data which are
known as descriptors. As it uses 128 dimensions for the feature vector, it gives more
features, but the time required for the computation is very high and not found to
be very effective. Next is the Oriented FAST and Rotated BRIEF (ORB), which is
a good alternative to SIFT in the case of finding descriptors. But it only uses 32
dimensions for the feature vector, so it computes very fewer features, resulting in
lower accuracy than that of SIFT. Then, at last, we came up with GLCM for texture
feature extraction and got the best accuracy in less computational time. All the results
obtained for descriptors and classifiers are compared in Table 3.

The quality of the model is measured with evaluation metrics. Accuracy, Precision,
Recall, and F1-Score are the metrics used in this paper. These metrics are compared
by considering the different number of GLCM features in Table 4. And the same can
be seen in graphical format in Fig. 9.

Random images are imported from test data and reshaped to the required dimen-
sions after extracting the features from the image. Those features are used by the
LGBM classifier to predict the label of the image. From the confusion matrix, 1770
images were true positive and true negative, whereas 229 images were false positive
and false negative. One of the true predictions for the mountainous road is shown in
Fig. 10.

Table 2 Comparison with existing methods

S.No. | Authors Method and descriptors used Results
1 Maeda et al. [1] | CNN, SSD using Inception V2 and | Recall—71%
SSD using MobileNet Precision—77%
2 Zhou et al. [11] CNN + OCSVM Completeness—79.53%
Quality—78.68%
Ustunel et al. SIFT + PCNSA Accuracy—S83%
4 Proposed paper Proposed method (GLCM) Accuracy—90.95%




Vision-Based Driver Assistance System to Detect Mountainous Roads ...

Table 3 Comparative
analysis of descriptors

Table 4 Performance
metrics

Fig. 9 Comparative analysis
of Haralick features
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Descriptor Classifier Accuracy (%)
SIFT Decision tree 717.26
Random Forest 77.09
KNN 75.99
SVM 78.59
GNB 75.99
ORB Decision tree 70.77
Random forest 72.31
KNN 69.73
SVM 70.63
GLCM LGBM 90.95
GLCM (3 GLCM (4 GLCM (5
features) features) features)
Accuracy 89.65 88.65 90.95
Precision 96.28 96.09 96.70
Recall 84.95 83.47 85.84
F1 90.27 89.33 90.94
100
95
90
85
80
75

Accuracy

Precision

Recall

B GLCM (3 Features)
I GLCM (4 Features)
I GLCM (5 Features)



144 J. Madake et al.

| £

Fig. 10 Sample result on the
test dataset

Al e

L

A

i -

Prediction: Mountainous
Ground Truth: Mountainous

5 Conclusion

This work compiles 8,000 images into a database and calculates the minimum number
of features required for categorization and model training. GLCM is used to extract
these features, delivering superior outcomes with less computing effort compared
to other feature extractors. Numerous combinations of GLCM attributes have been
employed in various directions for image texture extraction. Using a Light Gradient
Boosting Machine (LGBM) as a classifier was the most advantageous component of
the research. It expedites model training and increases memory utilization efficiency.
LGBM employs a set of parameters with specific values that greatly contribute to
the model’s 90.95% accuracy. The model accurately predicts the kind of road and
produces an audible warning for driving safety.

In the future, the focus will be on the fusion of other texture features with GLCM,
which will further increase the accuracy and efficiency of the model. A further
step is to study the robustness of direction change before feature extraction, so that
satisfactory results can be achieved.
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