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Abstract Neural network are mostly trained with predefined class training data in
supervised learning. But, when unknown test data (other than predefined class) are
classified by a trained neural network, they are always misclassified into predefined
classes, thusmisclassification rate of trained neural network increases. To tackle these
problems, Threshold Softmax Layer (TSM) and learning algorithm is proposed.
In which, a normalized probability of each output class of the neural network is
calculated and a threshold value is updated for each class during threshold learning
process. If the maximum normalized probability of test data does not cross threshold
value of the corresponding class, we will classify test data into unknown class. This
TSM layer with neural network is evaluated on three UCI benchmark dataset (Glass,
Yeast and Wine quality) and successfully handles the unknown class problem with
reduced misclassification error.

Keywords Threshold softmax layer · Unknown class · Open set classification ·
Neural network · Softmax function · Misclassification error

1 Introduction

Neural network-based classification models such as MLP, BPNN, CNN and ELM
are widely used in various fields [26, 37], i.e. computer vision [7, 21, 29], health
sector [1, 24], industrial sector [23, 33], OCR [8, 17], biometric [15], financial sec-
tor [27, 34], etc. for classification of real-world data. These models are generally
trained on specific predefined class data for specific tasks. One of the main limita-
tions of these classification models is that it always classifies any unknown input
data into predefined output class, whether input data belongs to the predefined class
or not [26, 37]. This always increases the misclassification rate of classification
model.
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Fig. 1 Unknown class classification problem

To understand classification problem, suppose a classifier is trained with three
predefined class training data (dog, cat and mouse). When the input domain of
classifier is closed to the predefined class, classifier performs well for closed input
domain. If input data (bird), other than predefined class, is given to this trained clas-
sifier, bird data will be classified into one of the predefined classes (dog, cat and
mouse) while bird input data does not belong to any of predefined class. There-
fore, misclassification error of classifier is increased. This problem is depicted in
Fig. 1.

Traditional and regular classifiers only work in closed class environments to
avoid these misclassification errors for unknown class data. For generalization of
classifiers for open set environments, various researchers explored the open set
classification domain and developed various models to handle the unknown class
problem [2, 3, 18, 30, 31]. In this paper, threshold softmax layer is introduced and
threshold learning algorithm is proposed for handling unknown class problem in
classification.

Proposed threshold softmax layer (TSM Layer) and learning algorithm reduce
misclassification rate of neural network. This layer is based on threshold of nor-
malized probability of each class. Threshold value works as decision criteria for
classification to unknown class. This layer is deployed in the neural network to
improve unknown class classification capability of the neural network.

This paper is organized as follows: Sect. 2 reviews the related works in literature.
Section 3 describes the concepts of threshold softmax layer with application to han-
dle unknown test data. TSM layer is implemented and improved neural network is
evaluated on three UCI benchmark classification dataset in Sect. 4. Finally, paper is
concluded in Sect. 5. Symbols used in this paper are given in Table 1.
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Table 1 Symbols and Descriptions

Sr. No. Symbols Descriptions

1 Y = [y1, y2, . . . , yk ] Output vector

2 σ(Y ) Softmax function

3 eyi Un-normalized probability of of i th value (yi ) of Output
vector Y

4 [Xn, Yn] n Training Samples

5 Tk Threshold vector of k length

6 Tm mth value of Threshold vector

7 O Output score of Neural Network

8 p Confidence value

9 i, j, k,m Index of vectors

2 Related Work

Various different classification models have been proposed to handle unknown class
for open set classification. In literature, Gorte et al. [11] first considered this problem
and proposed non-parametric classification algorithm using posteriori probability
vector. Gupta et al. [13] introduced a binary tree structure called class discovery tree
for dealing with unknown class. Scheirer et al. [31] formalized open set recogni-
tion problem, open space risk and openness of classification and proposed 1-vs-set
machine. Afterwards, Scheirer et al. [30] proposed a novel Weilbull-calibrated SVM
(W-SVM) which is based on compact abating probability and binary SVM. Rat-
tani et al. [28] used binary and multiclass W-SVM for fingerprint spoof detection.
Costa et al. [4] extended SVM using decision boundary carving algorithm for source
camera attribution and device linking. Jain et al. [16] proposed Pi-SVM which was
introduced for estimating the un-normalized posterior probability of class inclusion.
Li et al. [22] extended nearest neighbour using transduction confidence while Júnior
et al. [20] using distance ratio for open set classification.

Bendale et al. proposed nearest non-outlier algorithm [2] and OpenMax layer
[3]. Ge et al. [9] extended OpenMax by applying generative adversarial networks
(GANs). GANs are used to generate fake unknown data [19, 36] for training of classi-
fier. Zhang et al. [38] simplified open set recognition problem into a set of hypothesis
testing problemand proposed sparse representation-basedmodel using extreme value
theory. Gunther et al. [12] suggested thresholding extreme value machine probabili-
ties to handle open set face recognition problem. Shu et al. [32] proposed joint open
classification model with a sub-model for classifying known and unknown class.
Neira et al. [25] proposed a newly designed open set graph-based optimum path
forest classifier using genetic programming and majority voting fusion techniques.
Xiao et al. [35] gave the idea of compact binary feature generated by ensemble
binary classifier. Geng et al. [10] introduced hierarchical Dirichlet process-based
model which does not overly depend on training sample. Hassen et al. [14] proposed
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a loss function-based neural network representation for open set recognition. Differ-
ent from existingmodels, our proposed threshold softmax layer is an extensionmodel
of neural network which enables simple neural network to classify unknown class.

3 Threshold Softmax Layer

TSM layer combines two processes, i.e. softmax function [6] and threshold learning.
Architecture of neural network with TSM layer is shown in Fig. 2. Description for
Softmax function [6], Threshold learning and handling unknown class problem using
TSM layer is given in Sects. 3.1, 3.2 and 3.3 respectively.

3.1 Softmax Function

Softmax function is a neural transfer function, which is used for calculating normal-
ized probability of each output class for given an input sample [6]. Softmax function
is defined as follows:

Let output vector Y = [y1, y2, ..., yk] of k node of the output layer of neural
network, Softmax function σ(Y ) calculates predicted normalized probability of each
class.

σ : Y = [y1, y2, . . . , yk] → [0, 1]k (1)

Un-normalized Exponential Probability is calculated by taking power of each yi to
exponent

probi = eyi , f or i = 1, 2, . . . , k (2)

•••
•••

•••
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Fig. 2 Architecture of Neural network with TSM layer
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Fig. 3 Illustration of softmax function

Normalized Probability of each class is calculated by dividing each un-normalized
probability by the sum of all classes’ un-normalized probability

σ(Y )i = eyi
∑k

j=1 e
yj

, f or i = 1, 2, . . . , k (3)

Softmax function can be understood as it computes the class probability of each
input data. Working of softmax function is illustrated in Fig. 3.

3.2 Threshold Learning Algorithm

TSM layer of neural network learns threshold values for each class during threshold
learning process. When softmax function compute the normalized probability σ(Yk)
of each class for given output layer vector Yk , threshold learning process updates
threshold value in threshold vector Tk for each class by taking the minimum of
the normalized probability of actual class. A confidence value p (range 0.0–1.0) is
taken from the user which is used for restricting threshold value approaching to 0
when noisy or outliers data occurs. The final threshold value is determined by taking
maximum between confidence value (p) and threshold value. Working process of
threshold learning is given in Algorithm 1.

3.3 Handling Unknown Class Problem Using TSM Layer

Threshold vector (Tk) is obtained by threshold learning process which contains
threshold value of each predefined class. Threshold value of each class works as deci-
sion criteria for classification. If any unknown sample is given to trained improved
neural network, output layer predicts the output score. In TSM layer, the normalized
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Algorithm 1 Algorithm for Threshold learning
Input Training sample [Xn, Yn] with k class, Confidence Value (p)
Output Threshold Vector Tk

1: Initialize Threshold Vector [Tk ] to [1]k
2: for each sample [Xi , Yi ] in [Xn, Yn] do
3: Calculate feed forward output score [Oi ] of trained Neural Network
4: Calculate max of normalized probability σ([Oi ]) using softmax function
5: Omax = max(σ ([Oi ]))
6: Update Tm in Tk for m = class value of Yi
7: Tm = min(Omax , Tm(prev))

8: end for
9: for each Tm in Tk do
10: Update Tm = max(Tm , p)
11: end for

class probability is calculated using softmax function [6]. If max normalized prob-
ability is greater than the corresponding threshold value, then corresponding class
value will assign and if not, then unknown class value will assign. The procedure of
handling unknown test data is given in Algorithm 2.

For example, for any given sample, the normalized probability vector is calculated
as [0.0345, 0.5293, 0.2542, 0.1820] and learned threshold vector for given confidence
value (p) 0.5 is [0.5, 0.7823, 0.8246, 0.8185]. Max normalized class probability
0.5293 is less than corresponding threshold value 0.7823. So ‘unknown class’ is
assigned for given sample.

Algorithm 2 Algorithm for Handling Unknown Class
Input Unknown sample [X ], Threshold Vector [Tk ] of predefined k class
Output Class_value

1: Calculate feed forward output score [O] of trained Neural Network for input [X ]
2: Calculate normalized probability σ([O]) using softmax function
3: Find σ([O]i = max(σ [O])) for i = 1, 2, · · · , k
4: if σ([O]i ≥ Ti then
5: Assign i to Class_value
6: else
7: Assign ’Unknown Class’ to Class_value
8: end if

4 Experiment and Results

4.1 Experimental Setup

Neural Network with TSM layer implemented using Python and evaluated on three
standard UCI machine learning dataset: Glass, Yeast and Wine quality (white) [5].
Each dataset is divided into two ratios of train data and test data in dataset A (ratio
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Table 2 Description of benchmark dataset and their experimental configuration

Dataset/Properties Glass [5] Yeast [5] Wine quality [5]

No. of attributes 9 8 11

No. of classes 6 10 11

No. of samples 214 1484 4898

DS A Train (80%) 5 class data were taken 8 class data were taken 8 class data were taken

Test (20%) all class data were
taken

all class data were
taken

all class data were
taken

DS B Train (70%) 5 class data were taken 8 class data were taken 8 class data were taken

Test (30%) all class data were
taken

all class data were
taken

all class data were
taken

80:20) and dataset B (ratio 70:30). Train sample of each dataset is modified by
removing samples of some particular classes, so that samples of train data of that
particular class can be treated as unknown class data. Training samples of five classes
out of six classes are taken in Glass dataset. In Yeast dataset, training samples of eight
classes out of ten classes are taken. Training samples of eight classes out of eleven
classes are taken in Wine quality (white) dataset. In test data, all classes’ samples
are taken. Table 2 shows properties of each dataset and experimental configuration
of training and test dataset.

4.2 Experimental Results

We first train a neural network with train data for each dataset. The neural network
is evaluated on test data of each dataset which also contains the unknown samples.
The model predicts the class value of predefined class for unknown class samples.
This experiment shows that misclassification errors are higher due to unknown class
sample in test data.

Therefore, the neural network with TSM layer (Same neural network configu-
ration) train with train data for each dataset with confidence value (p) 0.5. Here,
determination of confidence value (p) parameter is critical. If confidence value 0 is
chosen, then most of the unknown class samples are classified into predefined class.
If confidence value is chosen as 1, then all samples are classified into unknown class.
So default value 0.5 is chosen. Now, neural network with TSM layer is evaluated
on the test dataset. Details of experimental results and improvement in reduction
of misclassification error for each dataset are tabulated in Table 3. The comparison
of performance based on misclassification error of neural network (NN) and neural
network with TSM layer (NN+TSM) is shown with graph in Fig. 4. It clearly shows
that NN+TSM reduces the misclassification error.
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Fig. 4 Comparison of performance of NN and NN+TSM methods

Table 3 Details of experimental result of all datasets

Dataset Misclassification error (%) Improvement
(%)

Average improvement
(%)

Neural
network (NN)

Proposed
(NN+TSM)

Glass DS A (80:20) 16.28 11.63 28.56 27.27

DS B (70:30) 18.05 14.06 25.98

Yeast DS A (80:20) 9.76 6.40 34.43 33.17

DS B (70:30) 10.56 7.19 31.91

Wine DS A (80:20) 11.73 7.45 36.49 36.57

DS B (70:30) 11.98 7.83 36.64

Table 3 shows that average improvement for Glass dataset, Yeast dataset and
Wine quality dataset are 27.27, 33.17 and 36.57% respectively. These improvements
show that test data included Unknown data samples are successfully classified, and
misclassification errors are reduced.

5 Conclusion

The proposed Threshold learning algorithm and Threshold Softmax layer (TSM
Layer) are implemented and illustrated its application to handle the unknown class
problem. The experimental result shows that TSM layer reduces misclassification
error of neural network by 27.27, 33.17 and 36.57% for Glass dataset, Yeast dataset
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and Wine quality dataset respectively. The threshold learning of this layer success-
fully handles the unknown class problem. This proposedwork leads the classification
models to perform in its specific input domain to open set domain.
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