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Communication Protocol Optimization 
of Electric Low Power Wireless Sensor 
Network Based on Active Wakeup 

Chunyan An and Ziwei Huang 

Abstract Most electric sensors are powered by battery and have strict requirements 
on energy consumption. The existing communication protocol of electric low power 
wireless sensor network (e-LPWSN) usually periodically wakes up sensors to save 
energy. This paper studies the communication protocol optimization of existing e-
LPWSN based on active wakeup, where energy consumption is further reduced by 
minimizing not only the wake-up times, but also the retransmission due to channel 
collision. Besides, the proposed method can support both ACK and alarm transmis-
sion. Simulation results have shown that the proposed method can greatly improve 
data transmission success rate, and can reduce the energy consumption of sensors 
by more than 20%. 

Keywords Electric Low Power Wireless Sensor Network (e-LPWSN) ·
Communication Protocol · Active wakeup · ACK 

1 Introduction 

The existing wireless sensor network technologies, such as LoRa [1], NB-IoT [2], 
BLE 5.0 [3] and ZigBee [4], are not designed for electric scenarios. Without modifica-
tion, they cannot meet application requirements in scenarios such as substations and 
power transmission line. Modifications made by individual manufacturers may lead 
to products have poor compatibility and strong dependence on their original factory. 
As a result, State Grid Corporation of China has launched a series of standards [5, 
6] for e-LPWSN communication protocol with the aim of interoperability.
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Most electric sensors are powered by battery and have strict requirements on 
energy consumption. Besides, the services of e-LPWSN are usually data collection 
and metering, both of which are periodically. Communication protocols described 
in [5, 6] adopt periodic wake-up mechanism. In each service circle, sensors first 
complete data transmission/reception, and then fall asleep until the next service 
circle. 

With the aim of minimizing the energy consumption of sensors, this paper studies 
the optimization of existing e-LPWSN communication protocol [5] based on active 
wakeup [7]. Firstly, we add active wake-up unit [8] to each sensor communication 
module, where sensors are waked up on demand instead of periodically, which can 
maximize the sensor sleep time. At the same time, channel collision is minimized 
by scheduling the wakeup of different sensors, which can reduce the average work 
time of sensors, thus to reduce energy consumption. Secondly, we optimize the 
communication protocol process, which makes it can support both ACK and alarm 
transmission. 

2 Active Wakeup of Sensors 

Active wake-up unit wakes up the sensor through internal interruption after receiving 
wakeup signal. Wakeup signal can be a simple energy burst that wakes up all sensors 
in the receiving range or includes address information that wakes up a specific sensor. 
The active wakeup unit should have the capability of low latency, high sensitivity, 
ultra-low power, and addressing. 

A lot of research work has been done on active wakeup. Authors in [8] designed 
an ultra-low power wireless wakeup sensor. The energy consumption of the wire-
less wakeup module is only 0.07% of the communication module when it is idle. 
[9] presented the first demonstration of a sub-100 nW CMOS wakeup receiver with 
envelope detector, which was considered as the first architecture that operated at 
multigigahertz frequencies. [10] presented a 0.3-V, − 75.8-dBm differential wakeup 
receiver with temperature robustness for wireless sensor network applications. [11] 
proposed a wakeup receiver topology with addressing capability based on the inno-
vative band-pass filter topology, and also proposed two new protocols, which used 
selective wakeup and dynamic address allocation to optimize system performance 
and realize directional wakeup of sensors. [12] developed a prototype with a novel 
addressing scheme for wakeup receivers which enabled broadcast, multicast, and 
unicast wakeups. 

3 Communication Protocol Optimization 

Assume the network topology of e-LPWSN is star, which is composed of one sink 
node and a large number of sensors directly connected to it.
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With active wakeup technology, the sink node can wake up one or a certain 
number of sensors each time on demand, which enables better channel usage. In 
order to further reduce resource consumption and meet the requirements of radio 
management, it is considered that the e-LPWSN only uses one frequency channel. 
In addition, in order to eliminate the impacts of data losing during transmission, 
acknowledgement (ACK) mechanism is added to the optimized communication 
protocol. 

Data transmission process of the optimized e-LPWSN communication protocol 
is shown in Fig. 1. Different to sensors wake up periodically of the existing commu-
nication protocol, sensors of the optimized e-LPWSN communication protocol are 
always asleep until they receive the wakeup signal transmitted by the sink node. 
When to wake up a certain sensor is up to the sink node, considering the sensor type, 
service requirements, and the channel condition. Besides, all the data transmission 
in the optimized e-LPWSN communication protocol should be acknowledged. Once 
receive ACK from the sink node, sensors fall asleep again. 

The optimized communication protocol of e-LPWSN supports alarm transmis-
sion. When a sensor detects an alarm signal, it will wake up automatically, and then 
initiate the alarm transmission process as shown in Fig. 2. 

Fig. 1. Data transmission 
process 

Sink node Sensor 

Message 

ACK 

Wakeup signal 

Fig. 2 Alarm transmission 
process

Sink node Sensor 

Channel sensing 

Alarm message 

ACK 
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4 Theoretical Analysis 

4.1 Existing Communication Protocol of e-LPWSN 

The working flow chart of sensors after waking up is shown in Fig. 3. tL is channel 
sensing time, tb is the maximum delay before transmitting, tt is message transmitting 
time, and tr is the ACK receiving time. The length of each time slot is assumed to 
be t = tL + tb + tt + tr . 

Both message and ACK may lost in the data transmission. Assume the data loss 
rate of a single transmission is η. Then the data loss rate during the whole transmission 
(including message transmission and ACK receiving) ploss  can be expressed as: 

ploss  = 1−(1−η)2 (1) 

Assume the service arrival obeys Poisson distribution, the probability that s 
sensors have message to transmit in a single time slot can be expressed as: 

p(X = s) = 
λs 

s! e
−λ , s = 0, 1, ..., S (2) 

where λ is the arrival rate, and S is the total number of sensors. 
Assume the maximum retransmission times is M . When at least 2 sensors 

(including retransmission) have message to transmit in a single time slot, channel 
will be detected to be busy. Channel busy rate pbusy can be expressed as: 

pbusy = 1 − p(X = 0) − p(X = 1) + p(X = 1) 
M∑

m=1 

pm loss  p(X = 1) (3) 

If channel is busy in the channel sensing phase, sensors will back off for w times-
lots and then play channel sensing again. The maximum backoff times is assumed to 
be N . After  N th backoff, if the channel is still busy, the message will be discarded. 
Besides, if sensors have transmitted message successfully but do not receive ACK, 
it will retransmit the original message. Then data transmission success rate psuccess 
can be expressed as:

Fig. 3 Working flow chart of sensors after waking up 
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psuccess = 
N∑

n=0 

pn busy
(
1 − pbusy

) M∑

m=0 

pm loss(1 − ploss) (4) 

Energy consumption of sensors consists of two parts: service message transmis-
sion and control message transmission. The transmission period of service message 
and control message are different. 

The base energy consumption of sensors Ebase without retransmission is defined 
as the total energy consumption of backoff, message transmitting and ACK receiving 
phase: 

Ebase = (tb Ib + tt It + tr Ir )V (5) 

where Ib, It and Ir is the current in the waiting, message transmitting, and ACK 
receiving phase respectively. V is the working voltage of the transmitter. 

For each retransmission, the extra energy consumption Eextra including the 
retransmitting and waiting energy consumption, can be expressed as: 

Eextra = (tt It + tw Ib)V (6) 

where tw is the waiting time to retransmit. 
The average energy consumption of each message Eave_s consists of three parts: 

channel sensing energy consumption, the base energy consumption and the extra 
energy consumption caused by data losing, and can be expressed as: 

Eave_s = tL IL V +
(
1 − pM+1 

loss

)
Ebase + 

M∑

m=1 

mpm loss(1 − ploss)Eextra + pM+1 
loss  Eextra 

(7) 

Energy consumption of service message Eservice  can be expressed as: 

Eservice  =
{ (

1 − pbusy
)
Eave_s + pbusy tL IL V , N = 0(

1 − pN+1 
busy

)
Eave_s + (N + 1)pN+1 

busy tL IL V +
(
1 − pbusy

)∑N 
n=1 np

n 
busy tL IL V , N ≥ 1 

(8) 

Different to the service message transmission, control message transmission of 
the existing e-LPWSN communication protocol consists of four parts: (a) channel 
sensing and random backoff; (b) control message requesting; (c) control message 
receiving; (d) ACK transmitting. Since data losing of control message has the same 
effect on the existing e-LPWSN communication protocol and the optimized one, 
here we do not consider the extra energy consumption caused by backoff and data 
losing for control messages. Energy consumption of control message Econtrol can be 
expressed as:
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Econtrol =
(
tL IL + tb Ib + tt_message It + tr Ir + tt_AC K It

)
V (9) 

where tL , tb, tt_message, tr and tt_AC K represents the time of channel sensing, waiting, 
control message transmitting, control message receiving, and ACK transmitting 
respectively. IL , Ib, It and Ir represents the current of sensors when sensing, waiting, 
transmitting and receiving respectively. 

Energy consumption of sensors of the existing e-LPWSN communication protocol 
can be expressed as: 

Eexisting = αEservice  + β Econtrol (10) 

where α, β represents the weight of service and control message respectively, which 
varies inversely with transmitting cycle. 

If backoff times N = 0, average transmitting delay is determined by ploss , and 
can be expressed as: 

T1 =
(
1 − pbusy

) M∑

m=1 

mpm loss(tt + tr ) (11) 

If backoff times N ≥ 1, average transmitting delay should take the backoff time 
into consideration, and can be expressed as: 

Tz =
(
1 − pbusy

) N∑

n=1 

npn busywt +
(
1 − pN+1 

busy

) M∑

m=1 

mpm loss(tt + tr ) (12) 

4.2 Optimized Communication Protocol of e-LPWSN 

Data transmission success rate of the optimized communication protocol can be 
described as: 

psuccess_opt = 
M∑

m=0 

pm loss(1 − ploss) (13) 

Energy consumption of sensors consists of service and control message transmis-
sion too. The energy consumption of control message of the optimized communi-
cation protocol is the same to that of the existing one. The energy consumption of 
service transmitting can be expressed as:
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Eser vice_opt =
(
1 − pM+1 

loss

)
Ebase + 

M∑

m=1 

mpm loss(1 − ploss)Eextra + pM+1 
loss  Eextra 

(14) 

The energy consumption of sensors can be described as: 

Eopt = αEservice_opt + β Econtrol (15) 

The average transmitting delay of the optimized communication protocol Topt 
only contains the delay caused by data losing, which can be expressed as: 

Topt = 
M∑

m=1 

mpm loss(tt + tr ) (16) 

5 Simulation Results 

Simulation was done based on MATLAB. The weight of service and control message 
α and β is assumed to be 12 and 1 respectively. Backoff times of sensors w is assumed 
to be 5 time slots, and the maximum retransmission times M is set to be 3. Other 
simulation parameters are shown in Table 1. 

From Fig. 4 (a) we can see that when the number of sensors is less than network 
capacity, data transmission success rate of the proposed method is close to 100%. 
When the number of sensors is 3500, the data transmission success rate of the 
proposed method is 99.8%, which is 27, 7 and 2% higher than that of the existing 
protocol when the backoff times n = 0, 1 and 2. From Fig. 4 (b), we can see that the 
average transmission delay increases with the number of sensors, and the proposed 
protocol can greatly reduce the average transmission delay.

Table 1 Simulation parameters 

Type Circuit/mA Time/ms Period 

Service message transmitting I1 = 15 t1 = 15.2 5 min  

Service ACK receiving IA = 7.7 tA = 12.1 5 min  

Waiting because of data losing IA1 = 7 tA1 = 12.1 \ 

Control message transmitting Ir = 15 tr = 12.1 1 h  

Control ACK transmitting Ic = 15 tc = 12.1 1 h  

Control message receiving Ia = 7.7 ta = 16 1 h  

Transmitting delay for each packet Id = 3 td = 16 \ 

Channel sensing IL = 7 tL = 15.2 \ 
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Fig. 4 Performance vs. the number of sensors a data transmission success rate b average 
transmission delay 

Fig. 5 Energy consumption vs. the number of sensors a Average b Total 

From Fig. 5 (a) we can see that the average energy consumption of the proposed 
communication protocol is 19.55 mJ, which is 14.1 and 25.1% lower than 22.31 mJ 
with n = 1 and 24.46 mJ with n = 2 backoff times of the existing protocol. From 
Fig. 5 (b), we can see that total energy consumption of the proposed protocol is better 
than that of the existing protocol. 

6 Conclusions 

e-LPWSN plays an important role in data acquisition and transmission for monitoring 
and metering. However, there are still some open questions to be solved for practical 
application, such as ultra-low energy consumption, safe and reliable transmission. 
To address this problem, with the aim of further reducing energy consumption of 
sensors, this paper proposes a communication protocol optimization method of the 
existing e-LPWSN based on active wakeup, which can support both ACK and alarm
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transmission. Simulation results have shown that the proposed optimized commu-
nication protocol not only greatly reduces energy consumption of sensors, but also 
improves the data transmission success rate and average transmission delay. 
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Abstract This paper takes the abnormal fluctuation of the upper guiding shaft of a 
hydropower station as an example. Firstly, the independent variables of the abnormal 
fluctuation are determined. Assumptions about the main shaft shaking and the base 
change are made according to the measurement principle and scientific assumptions-
deductive method. Then, different combinations of independent and dependent vari-
ables will reflect the changing law of peak-to-peak and gap values at the time of 
sampling overlap and non-overlapping time. According to the changing law and 
combined with the investigation method, the correlation is verified from the aspects 
of structural characteristics and numerical magnitude. By analyzing the combinations 
with “consistent” correlation verification, the reason for the abnormal fluctuation of 
the upper guiding shaft can be finally obtained. The proposed method can be applied 
in the complex multi-objective, multi-factor, multi-component, and multi-variable 
fault analysis, which can greatly reduce the analysis workload and provides appro-
priate direction for the fault analysis. The successful application of this method 
is expected to provide help for power station production technicians and scientific 
researchers. 
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1 Introduction 

Scientific hypothesis-deductive method is based on certain empirical facts and based 
on the existing scientific knowledge achievements. Use creative thinking to make 
scientific assumptions about some things that have not yet been known, and then use 
this assumption to deduce in the form of deduction. A method of broadly explaining 
known empirical facts or anticipating unknown facts [1]. Scientific hypothesis-
deductive method is a methodology that is widely used in the understanding of 
objective laws in natural sciences, basic sciences, humanities and other disciplines. 
At the same time, this method is also accompanied by people’s compulsory educa-
tion stage, academic education stage, career growth stage, etc. It can be said that 
people apply this method all the time to solve practical problems and understand 
some objective laws [2–4]. 

In the existing literature, there are many discussions and solutions on the problems 
of the upper guide pendulum exceeding the standard and the vibration exceeding the 
standard. Such as unit load distribution, inter-turn short circuit, magnetic tension 
unbalance, insufficient frame stiffness, mass unbalance, etc. [5–10], and has been 
effectively solved, but there are relatively few literatures involving the periodic 
fluctuation of the upper guide pendulum. 

Since the first unit of a hydroelectric unit was put into operation in 2017, the 
following abnormal fluctuations have been observed in the upward deflection of the 
4 units in the whole station: The variation law of the peak-to-peak value of the upper 
lead swing with time is a sinusoidal variation law within 24 h. The peak of volatility 
appears in the period from 6:00 to 9:00, and the trough appears in the period from 
17:00 to 19:30. It has been consistent with this rule since it was put into production. 

The laws of performance in a short period of time after starting the grid connection 
are not the same during that the 4 units restarted after shutdown, but when continuous 
operation with load for more than 24 h, the swing peak-to-peak value of the upper 
guide pendulum fluctuates periodically. In addition, the longer the running time, the 
more consistent the fluctuation law and amplitude of the performance of the four 
units. Compare the swing data of the same generator set, summer/winter daytime 
fluctuations are about 70/100 µm. That is, the fluctuation range in summer is lower 
than that in winter. In order to reveal the essence of the problem, we try to use the 
scientific hypothesis-deduction method to analyze the problem, and finally draw a 
more reliable conclusion. 

2 Analytical Application of the Methodology 

The scientific hypothesis-deductive method can be divided into two stages, the formu-
lation of the problem hypothesis and the verification of the hypothesis. Extract reason-
ably hypothesized related factors based on experience, and speculate on the basis 
of related factors that may cause changes in indirect dependent variables, through
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different combinations of independent variables and dependent variables. Consis-
tency verification is carried out with the change rules of the gaps at different positions 
respectively. If they are consistent, they are credible, and if they are inconsistent, they 
are not credible. Then re-validate the credible dependent variables to draw valid and 
credible conclusions. 

2.1 Look for Relevant Factors 

Generating state of the unit, reactive power, active power, terminal voltage, upper 
frame vibration, excitation current, upper lead oil temperature, upper lead cooling 
water flow, cooling water inlet and return water temperature difference, upper lead tile 
temperature, collector ring parameters such as room temperature are closely related. 
Therefore, first compare and analyze the correlation between the above parameters 
and the peak-to-peak fluctuation of the upper lead swing, among which the main 
parameter change curve is shown in Fig. 1. 

Due to limited space, the oil temperature, water temperature, cold and hot air 
temperature, cooling water flow rate, water temperature, etc. are not drawn in Fig. 1. 
After inspection, the above parameters have no correlation or weak correlation with 
the swing peak-to-peak cycle fluctuation. 

It can be seen from Fig. 1 that it is significantly related to the peak-to-peak fluc-
tuation of the upper guide pendulum and the reproducible parameter of the periodic 
variation law is the temperature of the collector ring chamber. According to the loca-
tion and structural characteristics of the measuring point arrangement, the fluctuation 
takes 24 h a day as a cycle, and it can be inferred that there is a strong correlation 
between the ambient temperature of the workshop and the peak-to-peak value of the 
upper guide swing. The relationship between temperature and peak-to-peak value is: 
the peak-to-peak value of the swing becomes smaller when the temperature is high, 
and the peak-to-peak value becomes larger when the temperature is low.

Fig. 1 #4Variation curve of operating parameters 
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2.2 Generation of Hypothesis 

The peak-to-peak value of the upper guide pendulum varies with the temperature, 
and according to the calculation method and principle of the peak-to-peak value 
of the swing of the rotating object and the gap value (average value), it can be 
known that the peak-to-peak value of the pendulum becomes larger or smaller, that 
is, the gap of measured object and the probe becomes larger or smaller in a sampling 
period. There are three main forms. Assumption 1: The spindle shaking amplitude 
remains unchanged, and the position of the probe base changes; Assumption 2: The 
probe base position remains unchanged, and the spindle shaking amplitude changes; 
Assumption 3: The probe base position changes and the spindle shaking amplitude 
changes. In order to analyze the above assumptions, each assumption can be divided 
into condition 1: the main shaft does not shake; Condition 2: the base changes; 
Condition 3: the main shaft shakes; Condition 4: the base does not change. According 
to the structural characteristics and the composition of measuring equipment, the 
indirect-independent variables mainly include: sensor temperature drift problem, 
oil basin cover creep problem, upper frame center body creep problem, arm creep 
problem, spindle creep problem, bearing bush clearance, and a total of 7 indirect-
independent variables in the problem. The independent variable is the collector ring 
room temperature or ambient temperature, denoted as independent variable 1. The 
dependent variable 1 is the peak-to-peak swing value of the upper lead swing, and 
the dependent variable 2 is the upper lead swing gap value. Due to the changes of 
the above independent variables and indirect independent variables, the swing peak-
to-peak value and the gap value (dependent variable) will eventually be caused to 
change, which are called dependent variable 1 and dependent variable 2. The change 
process of the dependent variable is further divided into the peak-to-peak value and 
the value of the swing gap when the creep moment and the sampling time overlap, 
which are recorded as dependent variable 1.The swing peak-to-peak value of the 
dependent variable and the swing gap value when the creep time and the sampling 
time do not overlap, denoted as the dependent variable 2. 

See Table 1 and Table 2 for the hypothesis combinations of specific independent 
variables, indirect-independent variables and dependent variables in Hypothesis 1 
and Hypothesis 2. Assuming that the combinations in 3 are different combinations 
of Table 1 and Table 2, there can be 256 combinations, which are not listed one by 
one due to space problems of the paper. At the same time, some factors of Hypothesis 
3 can be excluded in advance according to hypothesis testing to reduce the workload 
of analysis and comparison. Therefore, this paper focuses on the verification and 
analysis of Different combinations in hypothesis1.
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2.3 Verification of Hypotheses 

2.3.1 Swing Peak-To-Peak and Gap Value Calculation 

The calculation and reasoning of the peak-to-peak value of the swing of the conven-
tional tested rotating body are all reasoned and demonstrated according to the constant 
probe base and the change of the spindle shaking amplitude. In order to facilitate the 
analysis and reveal the objective law of the periodic change of the upper lead swing 
caused by the changes of indirect-independent variable 3, indirect-independent vari-
able 4, and indirect-independent variable 5.This paper deduces the process of the 
spindle sloshing unchanged and the base is subject to creep or periodic change that
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brings about the change of the peak-to-peak value and the gap value of the upper 
guide pendulum and the process is as follows: 

The calculation formula of the clearance value of the upper guide swing: 

hp =
∑n 

i=1 hi 
n 

(1) 

The formula for calculating the peak-to-peak value of the upper lead swing: 

hmax = max(h1, h2, . . . . . .  hn) − min(h1, h2, . . . . . .  hn) (2) 

In the formula: 
hi: The gap between the measured object and the probe at different times when 

the generator set rotates once, µm; 
n: The number of measuring points recorded in one revolution of the generator 

set; 
It can be seen from (Formula 1) that the swing gap value changes regardless of 

whether the creep time and sampling time of assumption 1 and assumption 2 overlap 
or not. If the creep time and sampling time of assumption 1 and assumption 2 overlap, 
then the measured value of formula 2 remains unchanged. 

The peak-to-peak value and the gap value are regarded as the superposition of the 
gap values collected from time to time at different times in one circle, in any cylinder 
that rotates around its center. Then the gap values at different times can be expressed 
by the first cycle and the second cycle in Fig. 2. When analyzing the peak-to-peak 
value of the swing, each cycle can be regarded as the representation of the extreme 
value of the gap measured by one rotation of the cylinder. 

1) Derivation of the calculation formula for the peak-to-peak value of the swing 
when the start and end time of the axis key angle and the creep in eddy current 
sensor base completely overlap: 

The peak - to - peak value of the swing in the first cycle is : hmax1 = L1 − L2 

(3) 

In the formula: 

L1: The minimum distance between the probe and the measured object for 
one rotation of the cylinder, µm; 
L2: The maximum distance between the probe and the measured object for 
one rotation of the cylinder, µm; 

The peak-to-peak value of the swing in the second cycle is: 

hmax2 = L3 − L4 = (L1 + L0) − (L2 + L0) = L1 − L2 = hmax1 (4)
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In the formula: 

L3: The minimum distance between the probe and the measured object for 
one rotation of the upper shaft, µm; 
L4: The maximum distance between the probe and the measured object for 
one rotation of the upper shaft, µm; 
L0: The relative distance of the base creep after the end of the first cycle of 
the upper end shaft and before the beginning of the second cycle, µm; 

It can be seen from formula (3) and formula (4) that although a relative displace-
ment of L0 µm occurs at the creep position of the base, that is, a relative displace-
ment of L0µm occurs between the cylinder and the base gap, the peak-to-peak 
value of the cylinder pendulum does not change. There is no change that the 
first cycle and the second cycle swing peak-to-peak the same. The peak-to-peak 
swing of the upper end shaft does not change with the change of the gap between 
the upper end shaft and the base. 

2) Derivation of the calculation formula for the peak-to-peak value of the swing 
when the start and end time of the axis key angle and the creep in eddy current 
sensor base incomplete overlap: 

The start and end time of the axis key angle and the creep of the base do not 
completely overlap, that is, the creep of the base occurs in the middle of the two 
he axis key angles. The upper end shaft changes the position of the base 11 to 
the base 12 in one cycle, and the position change is still L0µm, The changes of 
other parameters are shown in Fig. 2. 

The peak-to-peak swing in a cycle is: 

hmax = max(L11, L12, L13, L14) − min(L11, L12, L13, L14) = L14 − L11 = hmax1 + L0 

(5) 

In the formula: 

L11: The minimum distance between the probe and the measured object in 
the first sampling time of the upper shaft to base movement. µm; 
L12: The maximum distance between the probe and the measured object in 
the first sampling time of the upper shaft to base movement. µm; 
L13: The minimum distance between the probe and the measured object in 
the second sampling time of the upper shaft to base movement, µm; 
L14: The maximum distance between the probe and the measured object in 
the second sampling time of the upper shaft to base movement. µm; 
L0: The relative distance at which the base creeps during the cylinder makes 
one revolution in the first cycle. µm; 

According to formula (5), it can be known that the relative creep value L0µm 
at the first moment, the second time…the nth time of the peak-to-peak value of 
the cylinder swing. It follows that when L0 > 0, the swing peak-to-peak value of 
the swing measurement increases with the increase of the swing gap value, and the 
peak-to-peak value of the swing becomes smaller with the decrease of the swing
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level gap value; When L0 < 0, the swing peak-to-peak value becomes smaller as the 
swing gap value increases, and the swing peak-to-peak value becomes larger as the 
swing gap value decreases. 

According to the derivation process of formula 1 to formula 5, it can be known 
that the rotating body under test does not shake, and the creep or periodic change of 
the sensor base will also bring about changes in the peak-to-peak value of the swing 
and the gap value. 

2.3.2 Take Verification Measures and Data 

Whether it is the change of the peak-to-peak value of the swing or the change of the 
gap value, it can be regarded as the change of the gap. Therefore, the gap between 
the main shaft and the oil basin cover of the #4 unit, the gap between the support 
arm and the base plate, and the gap between the support arm and the base plate 
are continuously and intermittently monitored to verify the Tables 1 and 2 assume 
content. 

Measuring point 1: An eddy current sensor is arranged between the support arm 
and the base plate of the #4 unit to monitor the gap between the support arm and the 
base plate during static and transient processes. The transient process is shown in 
Figs. 3 and 4; 

Measuring point 2: Add a mechanical dial indicator between the support arm and 
the base plate in the X and Y directions of the #4 unit to measure the change of 
the gap between the frame and the base plate and the symmetrical expansion of the 
support arm under the static state of the unit. The results are shown in Table 4; 

Measuring point 3: Install a mechanical dial indicator at the sensor base in the 
±X and ±Y directions of the main shaft of the #4 unit to measure the gap between 
the main shaft and the base and the symmetrical creep under the static condition of 
the unit. The measurement results are shown in Table 5. 

Measuring point 4: Install a temporary probe at the bottom of the upper oil guide 
basin and replace the Y-direction fixed probe with a probe with temperature compen-
sation characteristics. The results are shown in Fig. 5, in which the peak-to-peak 
value of “X-direction swing” in the figure is measured by the original probe data; 
“Y-direction swing” is the data measured by the newly installed probe in the X direc-
tion of the upper end axis; “Down-guided Y-direction” swing is the Y-direction swing 
replaced by an eddy current probe with temperature compensation.

(Note: X-direction swing: refers to the original probe and the peak-to-peak curve 
of the upper lead swing in the loop; Y-direction swing: refers to the actual peak-to-
peak value of the actual swing of the upper shaft measured at the bottom of the oil 
basin; Downward Y-direction swing: refers to the replacement of the temperature 
compensation probe to measure the peak-to-peak value of the upper-lead Y-direction 
swing).
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Fig. 3 #4 Relationship between clearance and temperature during start and stop 

Fig. 4 #4 The curve of the relationship between the peak-to-peak value and the mean value of the 
swing of upper guiding shaft 

Table 3 Rack to base plate clearance measurement record sheet 

Date-time Y direction 
clearance(mm) 

X direction 
clearance(mm) 

Temperature 
1(°C) 

Temperature 
1(°C) 

Remark 

2022.2.16 9:50 0.00 0.00 28.53 29.17 Fom rack 
to base 
plate 

2022.2.16 17:06 −0.07 −0.04 28.1 28.76 

2022.2.17 9:06 −0.1 −0.07 27.35 28.00 

2022.2.17 19:06 −0.13 −0.09 22.88 22.24

2.3.3 Verification of Hypothesis 

According to Fig. 3 and Table 3, the clearance between the arm and the foundation 
plate increases with the increase of temperature, and decreases with the decrease of 
temperature. The dependent variable combination that the clearance becomes smaller 
with the increase of temperature of the independent variable and that the tempera-
ture of the independent variable decreases with the increase of axis-clearance can
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Fig. 5 #4Numerical changes at different measuring points

be excluded. According to Fig. 4 and Table 4, it can be seen that the gap between 
the base, that is, the probe to the main shaft increases with the increase of temper-
ature, and decreases with the increase of temperature. It can be ruled out that the 
dependent variable increases with the temperature of the independent variable, and 
the gap between the shaft base and the independent variable temperature increases. 
Decrease the combination of dependent variables to reduce the axle base clearance. 
According to Fig. 5, each numerical curve is the peak-to-peak value of the gap 
between the main shaft and the base. In the figure, the “Y-direction swing of the 
lower lead” shows that the periodic fluctuation of the upper lead has not disappeared, 
and the “Y-direction swing” of the picture shows that the upper-lead periodic fluctu-
ation disappears, and the “X-direction swing” in the figure shows that the periodic 
fluctuation does not disappear, which can exclude all indirect independent variable 
combinations of condition 3 main shaft shaking and condition 4 base unchanged. 
formula 4 and formula 5 respectively reveal the variation law related to the peak-
to-peak value of the swing when the measured value of the gap becomes larger or 
smaller when the start and end time of the bond phase and the creep time do not 
overlap. According to the above assumptions and analysis, Tables 1 and 2 are lists 
of different indirect-independent variables and dependent variables that appear in 
different combinations from condition 1 to condition 4 due to temperature changes. 
Tables 3 and 4 and the objective laws of Formula 1 to Formula 5 are compared, i.e. 
correlation verification, and the two cases of peak-to-peak coupling and gap coupling 
are analyzed and compared respectively. The results are listed in Tables 1 and 2. As  
can be seen from Tables 1 and 2, according to the combination, the peak-to-peak value 
and the gap value coupling are consistent, indicating that the assumption is consistent 
with the objective actual results. If any of them are inconsistent, the assumption is
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excluded. According to Tables 1 and 2, there are only 6 combinations with the same 
correlation verification results, while Tables 1 and 2 have a total of 32 combinations, 
so 26 combinations can be excluded, that is, the hypothesis 1 and hypothesis 2 reduce 
the number of combinations by 81%. It is only necessary to analyze and verify the 
hypotheses with the same correlation in Table 1, which greatly reduces the workload 
of investigation. 

According to the “Y-direction swing” in Fig. 5 and the literature [11], the temper-
ature difference between day and night collected from the field is about 5–8 °C, and 
the offset of the voltage change of the probe due to this temperature change can be 
ignored, so it is excluded that influence and combination of sensor temperature drift 
in Table 1. The free strain of the short and thin cylindrical shell due to temperature 
change should be axial creep, and the creep value of large metal parts is given as 
1 µm/°C per meter according to the experience of equipment materials. According to 
experience, it is estimated that the peak-to-peak fluctuation of the upper frame center 
body in one cycle is 29.38–47.00 µm, which is inconsistent with the 60–100 µm in  
the actual unit’s upper lead cycle fluctuation. The specific dimensions of the upper 
frame support arm are: diameter 14630 mm, I-shaped height 1070–1410 mm trape-
zoid, thickness 18 mm, arranged radially along the circumference, according to the 
creep value of large metal parts 1 µm/°C to estimate its maximum and minimum. The 
creep values are 73.15 and 117.04 µm respectively, which are more consistent with 
the actual unit’s upward lead period fluctuation of 70–100 µm. Creep law analysis: 
In the short and thin cylindrical shell structure, the expansion is highly expanded 
along the axial direction, which is inconsistent with the on-site radial creep value. 
The I-shaped structure expands along the radial direction and the expansion law is 
consistent with the on-site radial creep value. 

Therefore, from the numerical and quantitative relationship of periodic fluctua-
tions and the structural characteristics of the frame, it can be seen that the radial 
creep or asymmetric creep of the support arm is transmitted through the center body 
to the base of the oil basin cover, which is fundamental the cause of the abnormal 
peak-to-peak fluctuation of the upper deflection of the unit. 

3 Conclusion 

Through the application of scientific hypothesis-deductive method in the analysis 
of periodic abnormal fluctuations of the upper guided pendulum, the following 
conclusions can be drawn: 

1) It is more credible to use this method to analyze complex problems, especially 
for multi-objective, multi-factor, multi-component and multi-variable cases, that 
is, complex fault phenomena that cannot be described by analytical solutions; 

2) Combined with formula derivation and on-site exclusion methods, more than 
80% of the untrue factors can be excluded, greatly reducing the workload of 
investigation and special analysis;
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3) The radial creep or asymmetric creep of the arm is transmitted to the base of the 
oil basin cap through the centrosome, which is the fundamental reason for the 
abnormal fluctuation of the peak-to-peak value of the guided swing on the unit. 

Scientific hypothesis - deduction can well point out the direction for the analysis 
and investigation of complex problems in the field, and then take targeted verification 
means, can be very good to draw more credible conclusions. Therefore, this method-
ology can be widely used in the analysis and treatment of complex fault problems 
such as hydropower, thermal power, wind power and chemical industry. 
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Density of Magnetic Gears Based 
on Genetic Algorithm 
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Abstract Compared with traditional mechanical gears, coaxial magnetic gears 
(MG) have many advantages, including high gear ratio, high torque density, and 
low maintenance cost, so they are very suitable for industrial applications. In this 
paper, genetic algorithms are used to optimize three magnetic gears with different 
permanent magnet arrangements, including surface mounted, consequent-pole, and 
spoke-type array. To obtain the optimal design of magnetic gears in various appli-
cations, both gear ratio and unit mass torque density are taken as the optimization 
objectives. Furthermore, the performance of different aspects of the magnetic gears 
is compared and studied. The results show that the genetic algorithm can optimize 
the gear ratio and output torque simultaneously. Meanwhile, in this study, the rela-
tionship between the output torque and gear ratio is revealed. The output torque 
of the magnetic gears first increases with the gear ratio and then decreases greatly 
when the gear ratio is greater than a certain value due to the limitation of machining 
technology. After optimization, under the same constraints, both surface mounted 
MG and consequent-pole MG can achieve the characteristics of high gear ratio, but 
spoke-type array MG cannot. The torque of spoke-type array MG is the largest, which 
is 175.8% higher than that of surface mounted MG, but the volume of permanent 
magnets is exceeded by about 2 times. The torque of the consequent-pole MG is 
about 10.2% higher than that of surface mounted MG, but the torque ripple is larger. 
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1 Introduction 

As mechanical transmission devices, mechanical gears are widely used in indus-
trial applications. Traditional gears adopt the mechanical structure of mechanical 
meshing. However, this kind of structure is very complicated and has several draw-
backs, including low gear ratio, low efficiency, and poor reliability. The magnetic 
gear (MG) transmits torque and power through a non-contact interaction between 
permanent magnets (PMs) on different parts. Compared with traditional mechanical 
gears, the MG can achieve a higher gear ratio, transmission efficiency, and reliability. 
Moreover, the MG has almost no mechanical wear and has a special overload protec-
tion mechanism, which makes its maintenance cost low. In addition, the low noise 
characteristic of the MG is more suitable for application in industrial production. In 
recent years, MG has attracted more and more attention from research institutions 
and industries [1]. 

The earliest MG is an electromagnetic spurred gear, which was proposed in 1901. 
The design structure of this MG is very similar to traditional mechanical gear, and 
the interaction between the permanent magnets replaces the force exerted by the 
meshing of the mechanical gear [1]. A novel high-performance MG was designed in 
[2], which is composed of inner and outer rotors and a flux modulator between them. 
An MG with a novel outer rotor structure was studied [3], it adopts a spoke-type 
outer PM rotor and introduces an auxiliary flux modulator placed in the outermost 
layer. A new flux focusing magnetic gear (FFMG) was designed in [4] with high 
torque performance. A comparison of torque density and cost-effectiveness of 15 
MGs with simple coaxial radial topology was studied [5]. A taboo algorithm was 
used to optimize the MG with a traditional permanent magnet layout and finally 
obtained two new MG topologies with higher torque density [6]. A triple permanent 
magnet excitation (TPME) magnetic gear with an additional pinned layer of perma-
nent magnets sandwiched between adjacent ferromagnetic segments was proposed 
[7]. A genetic algorithm was used to optimize MGs over a range of gear ratios at 
different temperatures [8]. The influence of different pole pair matching schemes 
on the performance of MGs under a certain gear ratio was studied [9]. High gear 
ratio capabilities of single-stage, series multistage, and compound differential coaxial 
magnetic gears were compared [10]. The influence of topological parameters of MGs 
on gear performance was studied [11]. The performances of three types of magnetic 
gears, which are radial-flux MGs, transverse-flux MGs, and axial-flux MGs were 
compared [12]. The two CMG topologies which are installed with radially magne-
tized and Halback magnetized PMs were quantitatively compared based on 3D FEM 
which takes the end effect into account [13]. Although many research results are 
showing that a high gear ratio will lead to a decrease in the output torque of MGs, in 
industrial applications, a high gear ratio, and high torque MG is required in numerous 
situations.
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In this paper, a multi-objective genetic algorithm is used to optimize the param-
eters of three coaxial MGs with different PM arrangements, including surface 
mounted, consequent-pole, and spoke-type array arrangements. The gear ratio and 
unit mass torque density are designed as the optimization parameters and the torque 
performances between the different MGs under high gear ratio are compared. 

2 MG Configuration 

Figure 1 shows three radial flux MGs including, (a) Surface mounted MG (Topology 
I); (b) Consequent-pole MG (Topology II); and (c) Spoke-type array MG (Topology 
III). The magnetization direction of the PMs in Topology I and Topology II is radial, 
and the magnetization direction in Topology III is tangential. The pole-pair numbers 
of the inner and outer PMs are P1, P3, respectively. The number of flux modulators is 
P2. The magnetic field of the internal permanent magnet interacts with the magnetic 
field of the external permanent magnet to realize the transmission of torque through 
the modulation of the flux modulator. The relationship between the parameters of 
different parts is expressed as 

P2 = P1 + P3 (1) 

The speed relationship between the inner and outer rotors and the flux modulators 
is 

P1ω11 + P3ω3 = P2ω2 (2) 

where ω1, ω2, and ω3 is the angular speed of the inner rotor, flux modulator, and the 
outer rotor, respectively. 

Generally, the outer rotor and the inner rotor rotate, and the modulator is fixed. 
As a result, the relationship between the angular speed can be derived as

Fig. 1 Three radial flux MGs. (a) Surface mounted MG (Topology I). (b) Consequent-pole MG 
(Topology II). (c) Spoke-type array MG (Topology III) 
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ω2 = 0 (3) 

ω1 = −P3ω3/ω1 (4) 

The pole pairs ratio P3/P1 between the outer and inner permanent magnets of 
the MG is the gear ratio. In the previous design, the gear ratio of the MG was often 
determined first, and then other parameters were set on this basis. 

There are few reports using the gear ratio of the magnetic gear as an optimization 
target. In this paper, the gear ratio is taken as an optimization target of the MG, to 
quickly find a structural design with a high gear ratio and high torque density under a 
fixed outer dimension. In the optimization process, to prevent the torque fluctuation 
from affecting the operation, torque fluctuation is used as a constraint condition. 

3 Optimize Settings 

In this paper, the genetic algorithm is used to optimize the MGs. With the purpose 
to consider the manufacturing cost of the MGs, the optimization algorithm takes the 
torque density per unit mass of PM and the gear ratio of the MG as the objective 
functions. By changing the combination of the main structural parameters of the MG, 
topologies with a high gear ratio and high torque density per unit mass are obtained. 
Since the MGs of different structures have great differences in PM arrangements, 
and the optimization goal has a great relationship with the mass of the PMs, for a 
fair comparison, it is necessary to unify the three MG’s specifications. As shown in 
Fig. 2, the air gap length of the magnetic gear is fixed at 0.5 mm. R1 and R2 are the 
inner air gap radius and outer air gap radius, respectively. If the air gap radius is not 
constrained in the optimization process, it will eventually lead to the optimization 
result of a deformed MG with a larger radius of the inner hollow part (Rin) and 
a smaller radial length of the permanent magnets (li2, lo2). Therefore, in order to 
optimize the normal MG, the three types of MGs should have the same constraints 
on the length of the air gap during the optimization process.

When the length of the air gap and the outer diameter of the MG are determined, 
to reduce the number of constraints in the optimization process, the duty ratio is 
used as the optimization variable to control the tangential width of each permanent 
magnet and flux modulator. The duty ratio of the inner and outer rotors (q1 and q3) 
is 

q1 = θ1 pm 

θ1s 
(5) 

q3 = θ3 pm 

θ3s 
(6) 

where θ1pm and θ1s are the PM arc and air arc of the inner rotor; θ3pm and θ3s are the 
PM arc and air arc of the outer rotor.
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Fig. 2 MG geometric 
parameters

And the duty ratio of the flux modulator (q2) is  

q2 = P2 θ2s 360 
(7) 

where θ2s is the flux modulator arc. 
At the same time, in order to optimize the usability of the results, a proportional 

relationship (ki and ko) is used to constrain the thickness of the PMs in the MG in 
the radial direction: 

ki = li2 li1 
(8) 

ko = lo2 lo1 
(9) 

where li1 and li2 is the thickness of PMs and steel on the inner rotor and lo1 and lo2 
is the thickness of PMs and steel on the outer rotor 

The duty ratio of the inner and outer rotors of the Topology2 MG is fixed at 0.5 [8], 
and there is no permanent magnet thickness ratio constraint in the radial direction. 
After the relevant parameters of the MG are determined, the tangential width of the 
permanent magnets in the MG can also be determined. Taking the outer rotor of 
Topology I as an example, the width at the narrowest part of the permanent magnets 
of the outer rotor is
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D3 = 2π R2 
q3 
2P3 

(10) 

where D3 is the rear of the narrowest part of the single PM on the outer rotor. 
If the number of pole pairs of the outer rotor is too large, the width of the single-

piece PM will be too small, which is difficult to manufacture. 
Taking MGs with a radius of 60 mm and a thickness of 80 mm as an example, 

the three types of MGs adopt the same layout design, the material used for PM is 
NdFe35, the material used for steel is 50DW310, and the design parameters are 
shown in Table 1. 

All constraints ensure that the width of the narrowest part of the PM of the MG 
is greater than 2 mm. 

In the optimization calculation process, each combination of design parameters 
of the MGs is regarded as an individual. Since the optimization target is only the 
torque density per unit mass and the gear ratio, the torque ripple of the MG is 
not optimized. Consequently, the torque ripple of the individual may be too large 
to be used normally. Therefore, the optimization algorithm is modified. When the 
torque ripple of an individual exceeds 10%, the program will set the individual 
torque density and gear ratio to 0, so as to ensure that the genetic algorithm will 
discard the individual during the optimization process. In the process of crossover 
mutation, each gene of an individual crosses and mutates independently, and there 
is no influence between genes. When the population is selected, the Pareto level and 
crowding degree are calculated first, and the elite retention strategy is used to select 
the contemporary outstanding individuals for crossover mutation to generate a new 
generation of subgroups and enter the next iteration. The algorithm process is shown 
in Fig. 3.

Table 1 Optimize geometric parameters 

Variable name Description Value 

Rout MG radial radius 60 mm 

Rin The internal hollow radius of MG 15 mm 

R1 Inner air gap radius 31–35 mm 

R2 Outer air gap radius 40–44 mm 

P1 Number of pole pairs of the inner rotor 1–8 

P3 Number of pole pairs of the outer rotor 1–20 

P2 Number of flux modulator P1 + P3 
q1 The duty cycle of the inner rotor permanent magnet 0.3–0.7 

q2 The duty cycle of the flux modulator 0.4–0.95 

q3 The duty cycle of outer rotor permanent magnets 0.35–0.95 

ki Inner rotor permanent magnet radial proportion 0.35–0.65 

ko Outer rotor permanent magnet radial proportion 0.35–0.65 
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Fig. 3 The algorithm 
process after adding the 
fluctuation degradation 
module 

4 Comparative Analysis 

The individual with the highest torque density per unit mass under each gear ratio 
after optimization is extracted as the result. The optimization results of the three MGs 
are shown in Fig. 4. When the gear ratio is less than 10, the three MGs can achieve 
higher torque per unit mass. Topology II and Topology I have maximum torque per 
unit mass when the gear ratio is between 7.5 and 10, the Topology III has the largest 
torque when the gear ratio is 4. When the gear ratio is greater than 10, due to the 
constraint of the number of pole pairs of the outer rotor, in order to achieve a high 
gear ratio, the number of pole pairs of the inner rotor of the MG can only be 1. This 
constraint leads to a rapid reduction in the torque of the MGs, making it difficult to 
achieve the characteristics of high torque. At this time, the maximum torque per unit 
mass of Topology II and Topology I can reach 60 Nm/kg, while Topology III is only 
about 50 Nm/kg, so it is difficult for Topology II to maintain the characteristics of 
high torque when the gear ratio is too high.

Three MGs with the highest torque density per unit mass are selected for compar-
ison. As shown in Table 2 the gear ratio of Topology III is 4, and the external torque 
(Tavg) is the largest. The gear ratio of Topology I and Topology II is both 10, and the 
torque of Topology II is relatively high. It can be seen that the torque performance of 
Topology I is the worst but the ripple (T rip) is small. Although Topology III has the 
characteristics of high torque, it needs more PM mass (MPM). Although the torque 
of Topology II is smaller than that of Topology III, the cost of Topology II is much 
lower because the PM is used less.

The use of different permanent magnet structures for the inner and outer rotors, 
as well as some other new structures, will also be further studied in future work.
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Fig. 4 Optimization results 
of MGs with three topologies
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Table 2 Comparison of maximum torque density per unit mass performance of MGs with three 
topologies 

Parameters 

R (mm) 34.1 35 35 

R (mm) 43.9 44 44 

P 2 2  3  

P 22 22 15 

P 20 20 12 

q 0.69 0.61 0.5 

q 0.46 0.42 0.6 

q 0.67 0.58 0.5 

k 0.3 0.3 — 

k 0.3 0.3 — 

Gear Ratio 10 10 4 

Tavg(Nm) 61.56 67.83 169.80 

MPM (kg) 1.002 0.903 2.441 

Trip(%) 4.12 9.55 6.70 

Tavg/MPM(Nm/kg) 61.44 75.12 69.56

5 Conclusion 

In this paper, a genetic algorithm is used to compare the MGs with three different PM 
arrangements with the optimization objectives of gear ratio and torque density per 
unit PM mass at the same time. It is found that Topology I has the characteristics of a 
high gear ratio, but the torque density per unit PM mass and the torque performance 
are low. Topology III provides extremely high torque performance. However, it is 
difficult to achieve a high gear ratio and requires a large number of permanent magnets 
to achieve high torque. Although the torque performance of Topology II is worse 
than Topology III, the cost of MGs is much lower than Topology III, and a high gear 
ratio can also be achieved. It can be known from the common phenomenon of the 
three MGs that when the gear ratio is too high, due to the limitation of processing 
technology and other factors, the number of pole pairs of the inner rotor can only be 
1, which will lead to the decline of the torque performance of the MG. 

References 

1. Tlali, P.M., Wang, R.J., Gerber, S.: Technologies: a review. In: 2014 International Conference 
on Electrical Machines (ICEM), Berlin, Germany, pp. 544–550. IEEE (2014) 

2. Atallah, K., Howe, D.: A novel high-performance magnetic gear. IEEE Trans. Magn. 37, 2844– 
2846 (2001)



36 Z. Wang et al.

3. Zhang, X., Liu, X., Chen, Z.: A novel dual-flux-modulator coaxial magnetic gear for high 
torque capability. IEEE Trans. Energy Convers. 33, 682–691 (2018) 

4. Uppalapati, K.K., Bird, J.Z., Wright, J., Pitchard, J., Calvin, M., Williams, W.: A magnetic 
gearbox with an active region torque density of 239Nm/L. IEEE Trans. Ind. Appl. 54, 1331– 
1338 (2018) 

5. Shen, J.X., Li, H.Y., Hao, H., Jin, M.J., Wang, Y.C.: Topologies and performance study of a 
variety of coaxial magnetic gears. IET Electr. Power Appl. 11, 1160–1168 (2016) 

6. Fu, W.N., Li, L.: Optimal design of magnetic gears with a general pattern of permanent magnet 
arrangement. IEEE Trans. Appl. Supercond. 26, 0606705 (2016) 

7. Chen, Y., Fu, W.N., Li, W.: Performance analysis of a novel triple-permanent-magnet-excited 
magnetic gear and its design method. IEEE Trans. Magn. 52, 8001304 (2016) 

8. Gardner, M.C., Praslicka, B., Johnson, M., Toliyat, H.A.: Optimization of coaxial magnetic 
gear design and magnet material grade at different temperatures and gear ratios. IEEE Trans. 
Energy Convers. 36, 2493–2501 (2021) 

9. Praslicka, B., Gardner, M.C., Johnson, M., Toliyat, H.A.: Review and analysis of coaxial 
magnetic gear pole pair count selection effects. IEEE J. Emerg. Sel. Top. Power Electron. 10, 
1813–1822 (2022) 

10. Gardner, M.C., Johnson, M., Toliyat, H.A.: Analysis of high gear ratio capabilities for single-
stage, series multistage, and compound differential coaxial magnetic gears. IEEE Trans. Energy 
Convers. 34, 665–672 (2019) 

11. Evans, D.J., Zhu, Z.Q.: Influence of design parameters on magnetic gear’s torque capability. 
In: IEEE International Electric Machines & Drives Conference (IEMDC), Niagara Falls, ON, 
Canada, pp. 1403–1408. IEEE (2011) 

12. Chen, Y., Fu, W.N., Ho, S.L., Liu, H.: A quantitative comparison analysis of radial-flux, 
transverse-flux, and axial-flux magnetic gears. IEEE Trans. Magn. 50, 8104604 (2014) 

13. Jian, L., Chau, K.T., Gong, Y., Jiang, J.Z., Yu, C., Li, W.: Comparison of coaxial magnetic 
gears with different topologies. IEEE Trans. Magn. 45, 4526–4529 (2009)



Simulation Study for the Influence 
of Electrical Trees on Electric Field 
Distribution Around 10 kV Cable 
Bushing 

Zhichao Xiao, Baiwei Hu, Zhiqiang Chen, Xiaoqing Ji, and Gaohui He 

Abstract 10 kV ring main unit is widely used in urban distribution network due to 
its advantages of good airtightness, small size and convenient installation. However, 
the operating environment of 10 kV ring main unit is mainly open air, the cable 
wiring bushings in the ring main unit run in wet and dirty conditions for a long time, 
and it is easy to produce surface discharge on the surface of the bushings and form 
electrical tree. The appearance of electrical trees reduces the insulation performance 
of wiring bushings and seriously affects the reliability of power supply. In this paper, 
a finite element simulation model is established based on electrostatic field theory to 
study the distribution of electric field intensity around the surface of cable bushing in 
a 10 kV ring main unit when there are electrical trees. The influence of electric field 
intensity distribution on casing surface with different positions and different shapes is 
simulated and analyzed. The results show that the influence of electric field intensity 
distribution on casing surface is greater when the electric branch is generated at flange 
than at port. When other conditions are the same, the more complex shape and larger 
area of electrical trees will lead to more serious distortion of electric field intensity 
around casing. Through the study of the electric field distribution characteristics 
around the bushing when the electric branches appear, it can provide a theoretical 
basis for the insulation design, detection and repair of the bushing. 
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1 Introduction 

With the rapid development of economy and the deepening of urban power grid trans-
formation, the requirements for power supply reliability are increasingly stringent. 
In order to improve the reliability of system power supply, the distribution network 
is usually connected to form a ring network, so that users can obtain power supply 
from at least two directions, and the ring network cabinet (RMU) plays a crucial 
role in the ring network. Due to the advantages of small size and low cost, ring 
network cabinet is especially suitable for power supply in large and medium-sized 
cities where land resources are increasingly strained [1]. However, the cable bushing 
of 10 kV ring network cabinet is mostly of integrated design and the operating envi-
ronment is mainly open air, which make the working environment of ring network 
cabinet is relatively harsh [2–4]. The surface discharge often occurs on the insulating 
parts of the cable bushing (composed of epoxy resin), and electrical branch traces 
will be formed in serious cases. In recent years, power outages happened frequently 
due to insulation faults of cable bushing in ring network cabinet [5–7]. By 2014, the 
State Grid Corporation had installed 1.199,300 ring network cabinets, among which 
the Urban Power Supply Branch of State Grid Chongqing Electric Power Company 
alone installed 2143 10 kV ring network cabinets (nearly 37,956 cable bushing).It 
can be seen that 10 kV ring network cabinet plays an extremely important role in the 
urban power supply and distribution system. Once the ring network cabinet failure 
and lead to power outage, it will cause great negative social impact [8–10]. 

Several bushing burning accidents on site show that the cable bushing insulation 
layer is easy to age and damage during operation, mainly due to the internal discharge 
of the insulation leading to the formation of small channels by microcracks and the 
formation of electrical dendritic discharge traces on the bushing wall [11–13]. With 
the continuous improvement of the reliability requirements and the wide application 
of cables for distribution network, the study of the electrical branch characteristics 
of 10 kV cable bushing can provide relevant theoretical basis for the insulation 
design, detection and repair of distribution network cable bushing. In this paper, 
COMSOL software is used to establish a finite element simulation model to study 
the distribution of the surrounding electric field intensity when electrical branches 
appear on the surface of the cable connection bushing in the 10 kV ring main unit. 
In addition, the variation law of the electric field intensity when the location and 
shape of the electrical branches are different was carried out, and influence of the 
above factors on the distribution of electric field around the casing was summarized, 
thus providing a theoretical support for the repair technology of the 10 kV cable 
connection casing.
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2 Finite Element Simulation Model of Cable Bushing 

2.1 The Numerical Model 

Electric field calculation in engineering is based on electrostatic field theory [14, 15], 
and the electric field strength is obtained by solving the electric potential of charge 
in the continuous distribution region of space. In isotropic, homogeneous and linear 
media, the electrostatic field is a vector field with flux source but no eddy current 
source. The basic equation of the electrostatic field is as follows [16–18]: 

Differential form: 

(∇ ×  →E = 0 or  (→E= −∇Φ) 
∇ ·  →D= 0 

(1) 

Assuming that the bulk charge density is ρ, then the potential ϕ can be solved by 
Poisson’s equation: 

∇2 Φ = 
∂2Φ 
∂χ 2 

+ 
∂2Φ 
∂γ 2 

+ 
∂2Φ 
∂z2 

= −  
ρ 
ε 

(2) 

The electric field strength E is obtained: 

E = −gradΦ (3) 

2.2 The Numerical Model 

When the finite element method is used to solve the electric field, the field in the 
continuous space position is transformed into the field in each discrete space, and 
the electric potential at each point in the field satisfies the Poisson Eq. (4), and the 
boundary of each field should also conform to one of the following three boundary 
conditions: 

The first kind of boundary conditions: 

Φ|s = f1(s) (4) 

The second kind of boundary conditions: 

∂Φ 
∂n 

|s = f2(s) (5)
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The third kind of boundary conditions: 

[ 
∂Φ 
∂n 

+ h(Φ − fs) 
] 
|s = const (6) 

2.3 Model Building and Mesh Generation 

The simulation object of this paper is 10 kV ring network cabinet and cable bushing 
inside the cabinet. Most of the cable bushing in the ring network cabinet adopts 
630A European type bushing. According to the size standard of the bushing, the 
three-dimensional modeling software is used to establish the structural model of the 
ring network cabinet and the cable bushing in the cabinet. The length of the 3D model 
of the wiring sleeve is 255 mm, the maximum diameter of the flange is 125 mm, 
and the overall structure is axisymmetric. The inner conductor material of the sleeve 
is set as copper, and the outer insulating layer material is set as epoxy resin. The 
size of 10 kV ring network cabinet is set to 600 × 400 × 400 mm, the material of 
ring network cabinet is set to steel, and the thickness is set to 5 mm. The wiring 
bushing is mainly used as the cable connection unit in the ring network cabinet. It is 
assembled with the ring network cabinet box body based on the established casing 
structure model, and the three bushing are evenly and symmetrically installed on the 
back wall of the box body. 

Import the assembly formed by the wiring bushing and the ring network cabinet 
into the COMSOL software, and set the corresponding parameters of each material. 
The 10 kV AC voltage is applied to the port of the intermediate bushing, and the 
flange of the bushing and the cabinet body are set as ground, so as to establish the 
finite element simulation model of the cable bushing in the 10 kV ring network 
cabinet. The quality of grid cells is a measure of the quality of grid subdivision. 
The best case is 1, and when the value is less than 0.1, the results can hardly be 
solved. The average quality of grid cells in this model is 0.8, which meets the solving 
requirements. Then the finite element method is used to calculate. Firstly, the initial 
value and boundary conditions of the simulation model were set to obtain the initial 
electric potential and electric field distribution. Then Poisson equation is used to 
update the electric field distribution around the bushing. If the simulation results 
do not meet the error requirements, the updated electric field is used as the initial 
value for the next iteration. When the iteration results of this time step meet the 
requirements, it is judged whether the boundary conditions are set. If not, the initial 
value is reset for iterative update and solution. When the results converge and meet 
both the allowable error and boundary conditions, it is considered that the electric 
field intensity distribution around the wiring bushing is obtained.
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3 Influence of Electric Branches on Electric Field Intensity 
Distribution Around Casing 

3.1 Influence of Electric Branches at Different Locations 
on Electric Field Distribution 

In order to study the influence of electric branches on the electric field distribution 
when they appear at different positions on the surface of the bushing, electric branch 
traces located at the flange and the port are added to the bushing surface of the 
simulation model. In order to control variables, the parameters and shapes of electric 
branches are consistent except for the location of occurrence. The electrical branch 
parameters were set as the length of 80 mm and the maximum ablative depth of the 
root of the tree was 0. 8 mm. Electric branches in the simulation model gradually 
develop from the root of the tree and eventually form four branches to simulate the 
real development of electric branches, as shown in Fig. 1. 

Under the premise that the shape and depth of electric branches are unchanged, 
the electric field distribution law under the influence of electric branches at different 
positions is simulated and analyzed. When the electrical branch is generated at the 
flange of the bushing and develops towards the port, the maximum electric field 
intensity generated at the flange is 4.85 kV/cm, and the minimum electric field 
intensity is about 3.22 kV/cm. However, when the electrical branch is generated at 
the terminal of the bushing and develops towards the flange direction, the maximum 
electric field intensity generated at the flange is 4.69 kV/cm, and the minimum electric 
field intensity is about 2.76 kV/cm. Compared with the well-insulated casing flange 
(the maximum electric field intensity is 4.54 kV/cm), the electric field strength around 
the casing is improved after the appearance of electric branches. In addition, it can 
be seen that the electric field intensity around the casing when the electric branch 
appears at the flange is greater than that when it appears at the port according to the

Fig. 1 Electric trees at different positions 
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Fig. 2 Electric field intensity distribution when electrical trees is at different positions 

simulation results, further indicating that the electric branch generated at the casing 
flange has a more obvious influence on the casing electric field than the electric 
branch generated at the casing port, as shown in Fig. 2. 

3.2 Effects of Different Forms of Electric Branches 
on Electric Field Distribution 

The influence of two different types of electrical branches on the electric field distri-
bution was studied by manually setting the surface of the 10 kV cable bushing. The 
electrical branches are respectively set as: (1) a simple electrical branch shape with a 
length of 50 mm and an ablation depth of 0.8 mm located at the flange of the wiring 
sleeve and three branches; (2) Located at the flange of the wiring sleeve, the length is 
80 mm, the ablation depth is 0.8 mm, and the four-branch complex electrical branch 
shape. The first simple form of electrical branch is generated at the flange position 
and extends outward, and stops at the middle of the casing. A second complex form 
of electrical branch is also generated at the flange position and extends outward, stop-
ping near the casing port. After the electric branch is set, 10 kV voltage is applied 
to simulate the distribution law of electric field intensity under normal temperature 
and pressure environment. 

Since the electric field distribution at the flange is isotropic along the radial direc-
tion, the radial direction of the flange is taken as the x direction (from the outer 
edge of flanch to the outer edge of the conductor), and the influence law of different 
forms of electric branches on the electric field intensity distribution in the x direction 
is compared and analyzed. As shown in Fig. 3, In the case of complex and simple 
electric branches, the electric field intensity distribution in the radial direction is 
basically the same, showing a law of exponential increase. However, the electric 
field intensity under the complex electric branch is slightly larger than that under the
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Fig. 3 The distribution of electric field intensity at flange with different shape of electric trees 

simple electric branch. In addition, at the position with the largest electric field inten-
sity, electric field intensity of complex shape electric branch is 4.85 kV/cm, and the 
intensity of electric fields generated by the simple form of about 4.82 kV/cm, which 
further shows that different in the form of electrical branches can electrically field 
distribution around the wire casing has more obvious effects, and the more complex 
shape, the more serious the casing around the electric field distortion. 

Through the analysis of the electric field intensity in the regions of the two types of 
electrical branches, it was found that the electric field intensity at the branch ➀–➂ of 
the simple electric branch was about 1.9–2.0 kV/cm (as shown in Fig. 4(a)), while the 
electric field intensity at the branch ➃–➅ of the complex electric branch was close, 
about 1.6 kV/cm (as shown in Fig. 4(b)). It is slightly smaller than the electric field 
value at ➀–➂ of the simple electric branch. The electric field intensity at ➆ of branch 
bifurcation at the most edge of the complex electric branch is the highest, which can 
reach 2.1 kV/cm. The main reason is that the electric branch with complex shape 
(➃–➅) is basically in the middle position of the wiring sleeve, which is far away 
from the port and flange. While the bifurcation ➀–➂ of the simple electric branch is 
far from the port, but close to the flange, which is easy to generate stronger electric 
field intensity. Because the distance between the fork and the bushing port is very 
close, the degree of unevenness increases, so the electric field intensity generated 
is significantly greater than that of other branches, which is also easy to cause the 
discharge of the bushing to the port direction, affecting the safety of the equipment.
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Fig. 4 The field intensity of 
different electric branches 

4 Conclusion 

In this paper, the finite element calculation method and COMSOL software were 
used to quantitatively characterizing the trace of electrical branches of the cable 
bushing inside the 10 kV ring network cabinet. The influence of the position, shape 
and depth of the discharge ablation trace on the surface of the bushing on the electric 
field distribution of the bushing was discussed, and the following conclusions were 
obtained: 

(1) The simulation results of the electric field distribution around the well-insulated 
wiring bushing show that the electric field intensity is the largest at the metal 
flange of the bushing, which is the most prone to discharge breakdown of the 
bushing. Therefore, it is necessary to determine whether the bushing is still in 
the safe use range, the electric field strength variation at the casing flange should 
be focused on. 

(2) Changing the location and shape of the electrical tree traces will affect the 
distribution of the electric field intensity around the casing. The electrical tree 
generated at the flange has a greater impact on the electric field of the casing 
than the electrical tree at the port; in addition, the complex shape will lead to 
the increase of the electric field strength at the flange. 

(3) At the same time, it is considered that the change of the position of the electrical 
branch has a far greater influence on the distribution of the electric field intensity 
than the ablation shape.
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Novel Controllable Commutated 
Converter (CLCC) and Rapid Defense 
Method for Commutation Failure 

Jun Yang, Caiwang Sheng, Chong Gao, Xiao Ding, Tingting Li, 
and Dongshan He 

Abstract Commutation failure (CF) is an unique fault of traditional line commutated 
converter based high voltage direct current transmission system (LCC-HVDC). It is 
usually induced by AC system turbulence or fault, resulting in converter malfunction 
and swinging of power. For multi-infeed DC systems, CF may occur among several 
DC terminals, imposing significant safety threat on power grid. In order to solve CF 
completely, this paper proposed a novel converter topology, based on a combina-
tion of semi-controlled thyristors and fully-controlled IGBTs to aid the turning-off 
process of thyristors and realize forced commutation between bridge arms. Two 
operation modes were also designed and compared for the new converter. And a 
rapid detection strategy using the difference between arm current and its delay value 
is presented, which can identify the specific CF arm as fast as its commence, and 
triggering the mode switch, hence avoid CF at the early stage. Finally, a testing 
HVDC system model is developed from Cigre Benchmark model, adopting new 
CLCC converter at the inverter side. Using this model, AC grounding fault is simu-
lated and the results shows that the proposed converter and its rapid defense strategy 
is efficient, and controllable commutation and relatively high power transmission 
is attained during fault, showing excellent fault ride-through and system support 
capacity. 
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1 Introduction 

Line-commutated Converter based High-voltage direct current transmission tech-
nology (LCC-HVDC) has the advantages of large capacity, long transmission 
distance, high efficiency, low loss etc., and is widely used worldwide. In China, 
HVDC transmission is a key technology for bulk power transmission, accounting 
for more than 50% of the total capacity, from west to east. Among the more than 30 
HVDC projects in operation nationwide, there are up to 11 in the east and 9 in the 
south, respectively, forming the densest multi-infeed HVDC systems in the world. 

For the semi-controlled feature of the thyristor, LCC converter may fail to commu-
tate easily due to AC voltage disturbance, resulting in large fluctuations of active and 
reactive power in multi-infeed DC systems, threatening system stability. 

In order to solve CF problem, some prevention methods have been proposed, 
which can be divided into two categories. One is to enhance the strength of the AC 
system with condenser, STATCOM or other reactive power compensation devices, 
reducing CF probability [1, 2]. The second is to optimize the DC system dynamics, 
including converter topology and control strategy improvement [3, 4]. 

Converter topology improvement is a promising solution for eliminating CF 
completely. In reference [5] and [6], Capacitor Commutation Converter (CCC) is 
put forward, which can decrease CF probability through increasing the extinction 
angle of the converter. However, in case of serious AC fault, the uneven charging of 
the capacitor will inevitably lead to CF. To make the capacitor voltage controllable, 
full-bridge sub-modules are adopted to enhance the commutation process in [7] and 
[8]. Due to the ratings limit of the fully-controlled devices such as IGBT, the full 
bridge module needs to be connected in series and parallel for 3000A application 
and above. So the total loss and cost of the converter will be high. Besides, the new 
converter need fast prediction of CF, in order to trigger the output of the full-bridge 
modules. In [9], a fast prediction and detection method of commutation failure is 
presented, but it can still not locate the bridge arm with commutation failure exactly. 

This paper proposes a new type of controllable line-commutated converter 
(CLCC) topology with controllable turn-off capability, through mixing use of fully 
controlled device IGBT and semi-controlled device thyristor, realizing reliable 
recovery process and controllable commutation. A rapid detection method of commu-
tation failure based on the current delay difference of the bridge arm is also proposed 
to make the new converter function properly. Finally, a remedied system model based 
on Cigre Benchmark HVDC system model is developed to showcase the transient 
characteristics of the new converter, verifying its powerful CF prevention capability.
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2 Controllable Commutation Converter Topology 

On the basis of conventional converter, the controllable commutation converter valve 
transformed each bridge arm into a parallel structure with a main and an auxiliary 
branches. The main branch if composed of thyristor valve V11 and IGBT valve V12, 
and the auxiliary branch is composed of IGBT valve V13 and diode valve V14. V11 
is almost the same with conventional LCC valve. V12 is composed of a few IGBTs 
in series, and its main function is to turn off the main branch current and transfer 
it to the auxiliary branch. V13 is high voltage IGBT valve, it transfer the current to 
other bridge arms through active switching when the current of the bridge arm cannot 
extinguish naturally due to the AC fault. For suppressing voltage overshoot, V11 and 
V14 are paralleled with RC damping components, V12 and V13 are paralleled with 
RCD damping circuits and metal oxide varistors (MOV). 

CLCC may work under two different control sequence, one is natural commutation 
control sequence, the other is forced commutation sequence, as shown in Fig. 2. For  
natural commutation sequence, V12 will turn on with V11, and turn off after arm 
current decay to zero. V13 keeps in block state. For forced commutation control 
sequence, V12 still turns on with V11, but turns off after 120 electrical degree of 
conduction when commutation starts. V13 will turn on at the turn-off instant of V12, 
and turn off after a short delay, as long as which is sufficient for V11 to regain block 
capability, i.e., several hundred microseconds. 

In order to resist CF, CLCC must adopt forced commutation control sequence 
during AC fault, while both control sequences can be adopted during normal steady 
state. Therefore, there are two optional operation modes: 

(1) Temporary alternating operation mode: when the system is stable, the converter 
valve operates according to the natural commutation control sequence; when 
the AC system fails, the converter valve operates according to the forced 
commutation control sequence. 

(2) Continuous alternating operation mode: whether AC fault occurs or not, the 
converter valve operates in forced commutation control sequence. 

Both operation modes can achieve the purpose of CF prevention, but which one 
is preferred will be analyzed in the next part (Fig. 2). 

Fig. 2 Control sequence of CLCC

Fig. 1 Controllable commutation valve topology 
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Fig. 2 Control sequence of CLCC 

3 Parameter Design and Stress Analysis 

3.1 Parameter Design of Converter Valve 

A 6 pulse converter simulation model of CLCC is built for analysis, and the main 
system parameters are shown in Table 1. 

The design idea of the main branch thyristor valve of the bridge arm is the same 
as that of the conventional LCC converter valve. Considering the high operational 
voltage stress, 60 series connected diodes are selected for V14. In order to suppress 
the reverse overshoot voltage, damping circuit is necessary. Since V11 and V14 
are connected in parallel, the resistance and capacity after parallel connection is 
equivalent to that of conventional LCC thyristor valve, and the resistance and capacity 
are selected as 1.6 µ F and 32 Ω. 

V12 plays the role of transferring current to the auxilliary branch. A few IGBTs 
in series can meet the requirements. In practical application, a certain amount of 
redundancy is taken into account. In this paper, the series number is selected as 
8 levels. The series number of V13 is determined by the protection level of its 
parallel MOV. In order to ensure successful commutation under severe AC fault, the 
protection level should not be lower than the peak AC voltage. So, 1.2 p.u. of the 
peak AC system voltage is selected, and the series number is determined as 104. 

Due to the existence of stray inductance in the circuit, the shutoff voltage over-
shoot will occur when V12 and V13 interrupt the current, as shown in Fig. 3. So, 
it is necessary to provide RCD damping circuit for the IGBT. The turn-off voltage 
overshoot increases with the stray inductance and the interrupted current, the average 
single-stage stray inductance is about 0.5 µH according to the press-pack structure. 
Considering the turn-off delay between IGBT modules, the damping capacitor Cds 

also needs to satisfy the following formula 1:

Table 1. System simulation parameters 

DC Voltage DC Current AC Voltage Leakage reactance Extinction angle 

500 kV 3kA 238 kV 0.171 19.5° 
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Fig. 3 Turn-off overshoot of 
IGBT 

Fig. 4 Overshoot voltage 
variation with Cds 

Cds ≥ 
Id · Δt

ΔU 
= 

3000 × 1 
360

= 8.33µF (1) 

where Id is the maximum breaking current 3000A; ΔT is the maximum turn-off 
delay time among IGBTs, around 1 µs; ΔU is the maximum voltage deviation of 
IGBTs (10% of the long-term service voltage 3.6 kV). So Cds is determined to be 10 
µF. The Rds value is set as 4 Ω to ensure that damping capacitor can be discharged 
in tens of microseconds. The final parameters of each sub-valve are shown in Table 
2. 

Table 2 Main electrical 
parameters of CLCC Valve Subvalve Series number Cds/µF Rds/Ω

V11 60 1.6 32 

V12 8 10 4 

V13 104 10 4 

V14 60 1.6 32
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Fig. 5 Voltage and loss stress under temporary alternate operation mode 

3.2 Stress Analysis 

Because the switching control logic of each sub-valve of the bridge arm has obvious 
differences under two operation modes, its electrical stress may be quite different. So 
which is more appropriate needs to be determined through specific stress analysis. 

(1) Temporary alternating operation mode 

Under normal conditions, the valve voltage and loss distribution is shown in Fig. 5. 
Voltage across V11 is almost the same with the bridge arm voltage. V13 is in shut-off 
state constantly, so the voltage is almost flat with little ripples, and it will provide 
DC offset voltage for V14. The total loss of the valve is 305.1 kW, of which V11 
accounts for 88.5%. Due to low working voltage, loss of V12 mainly comes from 
conduction loss. For different voltage variations, V13 has only a small amount of 
damping loss, which is much less than V14. 

(2) Continuous alternating operation mode. 

The voltage stress and loss distribution of CLCC are shown in Fig. 6(a). V12 turns 
off large current periodically, so it establishes turn-off voltage each cycle. Voltage of 
V13 rises with the total voltage of the bridge arm after it turns off, and its damping 
capacitance is much greater than V14, When the voltage rises to the peak, it basically 
remains stable. The total loss is 490.2 kW, 1.6 times that of the temporary alternating 
operation mode, the loss of the three sub-valves V12–V14 is significantly increased, 
as shown in Fig. 6(b).

(3) Stress comparison. 

Table 3 lists the electrical stress and loss of each sub-valve under the two different 
modes. In terms sub-valve voltage peaks and total operation loss, CLCC should adopt 
temporary alternating operation mode during normal operation. When CF is about 
to occur, it should switch to continuous alternating operation mode quickly to fulfill 
forced commutation, and a special quick detection logic is needed as in Sect. 4.
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Fig. 6 Voltage and loss under continuous alternating operation mode

Table 3 Stress comparison of two modes 

Voltage/kV Current/kA Loss /kW 

Temporary Continuous Temporary Continuous Temporary Continuous 

V11 267.9 274.8 3 3 269.9 263.5 

V12 3.2 21.1 3 3 5.2 36.1 

V13 264.8 274.5 0 2.3 13.9 149.7 

V14 -296.1 -235.6 0 2.3 16.1 40.9 

4 Rapid Detection Method of Commutation Failure 

During normal operation, decline rate of arm current is determined by the instan-
taneous value of commutation voltage and the leakage reactance of the converter 
transformer [10]. After commutation, there is no conduction current in the bridge 
arm until the next cycle. 

When AC fault occurs, the current drop rate will become lower due to the commu-
tation voltage dip, or it will rise up again before the next triggering. Based on the 
this features, a CF observation window can be defined for each arm. Take bridge 
arm 1 as an example, the observation window can be set as shown in Fig. 7. It is a  
90° interval since triggering of bridge arm 3. In order to avoid misjudgment due to 
the high sensitivity of the differential method, the strategy uses the delay differen-
tial method as shown in Fig. 8 to monitor the arm current iv within the observation 
window. It contains two parts, in the first part the delay differential is used to obtain 
the current drop rate a certain delay time T, witch is reasonably selected between 
200–300 µs. The second part is mainly set to eliminate the influence of the bridge 
arm damping circuit current, and the reference value I ref is set as 0.2Id. Through 
the above two parts of judgment logic, the occurrence of CF can be accurately and 
quickly detected within the observation window time.
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Fig. 7 Observation window 
of bridge arm commutation 
failure 

Fig. 8 Bridge arm current 
delay differential logic for 
commutation failure 
detection 

5 Simulation Verification 

In order to verify the effectiveness of CLCC converter valve and CF fast detection 
and defense startup method, a ±500 kV/3000 MW DC system is built based on the 
CIGRE Benchmark DC system simulation model. The rectifier side, DC line and 
control strategy of the original model remain unchanged. CLCC converter is used to 
replace the inverter, and the CF detection module is added. The transient process of 
DC system under single-phase grounding fault and three-phase short circuit fault at 
the inverter side. 

Simulation results is shown as in Fig. 9 and Fig. 10. It is shown that commutation 
between the bridge arms of CLCC is completed every cycle during AC fau2111112lt. 
And maintains the DC voltage and the DC power basically maintains above 0.6p.u. 
level. The absorbed reactive power will decrease during the fault, and the system 
recovery time will be about 70 ms faster than LCC. 

The above simulation results show that CLCC system can commutate reliably 
in case of serious AC fault in AC power grid, providing strong active and reactive 
support for AC power grid.

Fig. 9. CLCC Waveform & comparison with LCC during Single phase to ground fault
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Fig. 10. CLCC Waveform & comparison with LCC during Three phase to ground fault

6 Conclusion 

This paper proposes a new type of controllable grid commutation converter topology. 
In order to reduce the long-term operation loss, temporary alternate operation is 
selected as its operation mode through comparative analysis. In order to realize this 
mode, a fast detection method of CF based on leg current delay difference is proposed, 
and the topology and the fast start method of CF prevention are verified by simulation 
analysis, and the following conclusions are drawn: 

(1) A new type of controllable commutation converter topology is proposed, which 
can realize controllable commutation between bridge arms by mixing IGBT and 
thyristor; 

(2) Under long-term normal operation conditions, the temporary alternate opera-
tion mode can effectively reduce the overall operation loss of the converter. 
Compared with the conventional LCC converter, the total loss increases by only 
13%. 

(3) The commutation failure detection method based on the difference analysis 
method of bridge arm current delay can quickly complete the determination 
and precise positioning of bridge arm at the early stage of commutation failure, 
and quickly start the resistance action; 

(4) The system has serious single-phase AC ground fault and three-phase short 
circuit fault. The new controllable commutation converter can provide strong 
active and reactive power support for the AC system, which is conducive to 
system stability. 
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An Uncertainty Analysis Method 
of Dimension Reduction 
for Multiconductor Transmission Line 

Xutong Wang , Wenbing Wang, Feng Qin, and Yifu Zhou 

Abstract The position of wire bundle in electronic equipment is uncertain. Further-
more, the cables are numerous and the parameters of the cables are difficult to deter-
mine. Therefore, this paper presents a reduced-dimension interval analysis method 
with equivalent model. This method considers the uncertainties of the structure 
parameters and the load parameters of the wire bundle. In this paper, we deduce 
the structure parameters of equivalent model, which are independent of each other, 
and the equivalent parameters are used as input of interval analysis. The interval value 
of terminal coupling of transmission line can be obtained without the distribution of 
parameters. The validity of the proposed method is verified by a simulation case of 
random bundled wire bundle model. Simulation results show that the extended effect 
of this method is small, and the time-consuming of this method is much smaller than 
that of Monte Carlo method. The research provides a new way for the analysis of 
electromagnetic compatibility of random bundled wire harness. 

Keywords Multiconductor transmission line · Uncertainty · Monte Carlo ·
Interval analysis 

1 Introduction 

With the development of information technology, more and more cables are used to 
transmit signal and power in electronic equipment. [1, 2] Cable is the main way of 
coupling electromagnetic energy. [3, 4] The problem of electromagnetic coupling 
of cable is the focus of the research of electromagnetic compatibility in electronic 
system. It plays an important role in the analysis of electromagnetic compatibility. 
This paper presents a new method of uncertainty analysis which can be applied to 
multi-dimensional variables.
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The spatial position of cable, the machining error of terminal impedance and the 
direction of incoming wave are uncertain. [5, 6] The existing uncertainty analysis 
methods mainly include the polynomial chaos method, the Monte Carlo method. The 
above methods need the probability distribution of the parameters. [7] In case the 
parameter distribution is difficult to obtain, the interval value of the coupled voltage 
can be obtained by applying the interval analysis method to the coupling analysis of 
the most conductor transmission lines. 

In addition to the Monte Carlo method, all the above uncertainty analysis methods 
have the problem of calculating time index growth when dealing with multidi-
mensional variables. [8] The method of line beam equivalent modeling (ECBM) 
is designed to equate a multi-conductor transmission line to a simplified model with 
no more than 4 wires. The main ideas are as follows: according to the compar-
ison between the terminal impedance value of the wire bundle and its characteristic 
impedance value, the wire bundle can be divided into 4 groups; using the theory 
of multi-conductor transmission line, the composite section structure parameters of 
the wire bundle can be obtained; and the equivalent load of the terminal of the wire 
bundle can be established. [9, 10] Some researchers proposed a finite difference time 
domain method, and expanded the ECBM method to predict the crosstalk and radia-
tion sensitivity of automobile lines. The method of wire bundle equivalent modeling 
solves the problem of the deterministic solution of multi-conductor wire bundle. 

Based on interval analysis method and wire bundle equivalent modeling method, 
an interval analysis method based on wire bundle equivalent modeling is proposed 
in this paper. The correlations of equivalent unit length parameters obtained by wire-
bundle equivalent modeling are considered. Based on the theory of multi-conductor 
transmission line, the number of variables is greatly reduced, and the interval values of 
the equivalent height and the equivalent line spacing and the equivalent line diameter 
are obtained. Finally, an example is given to verify the correctness and efficiency of 
the proposed method. 

2 Interval Analysis Method 

According to Weierstrass theorem, for any given ε <  0, there is a polynomial p makes
∥p − f ∥∞ < ε, in which f is a real function defined above [a, b]. Therefore, the 
output of a complex system can be obtained by polynomial function approximation. 
Chebyshev polynomial has the property of optimal square approximation in interval 
range. When the uncertainty parameter is one-dimensional, f (a) can be written as: 

f (a) ≈ pk(a) = 
k∑

j=0 

f
(
a j

)
C j (a) (1) 

Here, f
(
a j

)
is polynomial coefficient, and C j (a) is Chebyshev polynomial basis 

function:
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C j (a) = cos( j θ) (2) 

θ = arccos

(
2a − (

a + a
)

a − a

)
(3) 

a, a are Lower bound and upper bound of interval quantity, respectively. a j is 
Chebyshev polynomial interpolation point: 

a j = cos θ j , θ  j = 
(2 j − 1)π 
2(k + 1) 

, j = 1, 2, · · ·  , k + 1 (4)  

For the problem of multi-dimensional uncertainty parameters in the system, the tensor 
product of r-dimension k-order Chebyshev polynomial can be constructed directly, 
and the interpolation formula of r-dimension Chebyshev polynomial can be obtained. 

f (a) ≈ 
k∑

i1=0 

· · ·  
k∑

ir=0

(
1 

2

)p 

fi1,··· ,ir Ci1,··· ,ir (a) (5) 

Here, P is the number of 0 in subscripts of Ci1,··· ,ir (a). fi1,··· ,ir is Chebyshev 
polynomial coefficient: 

fi1,··· ,ir ≈
(

2 

k + 1

)r k+1∑

j1=1 

· · ·  
k+1∑

jr=1 

f
(
cos θ j1 , · · ·  , cos θ jr

)
cos i1θ j1 · · ·  cos ir θ jr (6) 

The basic process of interval analysis is as follows: 

(1) The interpolation point is generated by formula (4) 
(2) Solve the induced voltage at each interpolating point. 
(3) The coefficients of Chebyshev polynomial are calculated by formula (6) 
(4) The interval function is constructed according to formula (5), and the upper and 

lower boundary of induction voltage is given. 

3 Simplified Modeling Method for Stochastic Wire Bundle 

3.1 Wire Bundle Grouping 

The cable that needs to be pay attention to its terminal voltage is divided into the 
first group, and the other wire harness is divided into 4 groups according to Table 1, 
among which Z1i and Z2i are source impedance and load impedance respectively, 
and Zcm are common mode impedance.
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Table 1 Cable grouping rule 
Group Port 1 Port 2 

2 |Z1i | < Zcm |Z2i | < Zcm 

3 |Z1i | < Zcm |Z2i | > Zcm 

4 |Z1i | > Zcm |Z2i | < Zcm 

5 |Z1i | > Zcm |Z2i | > Zcm 

Assuming that the wire bundle numbered 1 is the wire bundle of concern, then the 
first group contains N1 conductors, and is numbered 1; The second group contains 
N2 conductors, and are numbered as 2 ∼ α; The third group contains N3 conductors, 
and are numbered as (α + 1) ∼ β, The fourth group contains N4 conductors, and 
are numbered as (β + 1) ∼ γ ; Group 5 contains N5 conductors, and are numbered 
as (γ + 1) ∼ n. 

3.2 Simplified Wire Bundle Geometry Parameters 

3.2.1 Height to the Ground 

The height of each equivalent wire bundle is equal to the average height of all 
conductors in the wire bundle. 

heq =
[

h1 

α∑
p=2 

h p 

N2 

β∑
p=α+1 

h p 

N3 

γ∑
p=β+1 

h p 

N4 

n∑
p=γ 

h p 

N5

]
(7) 

3.2.2 Horizontal Spacing of Cable 

For a wire bundle model containing n ideal lossless conductors, the transmission line 
equation is as follows: 

− 
∂V 

∂z 
= R0 I (z, t) + L0 

∂ I 
∂t 

− 
∂ I 
∂z 

= G0 I (z, t) + C0 
∂V 

∂t 

(8) 

The inductance matrix and horizontal spacing of the simplified wire bundle are 
as follows:
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Leq = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

L11 

α∑
q=2 

L1q 

N2 

β∑
q=α+1 

L1q 

N3 

γ∑
q=β+1 

L1q 

N4 

n∑
q=γ +1 

L1q 

N5 
α∑

p=2 
L p1 

N2 

α∑
p=2 

α∑
q=2 

L pq 

N 2 
2 

α∑
p=2 

β∑
q=α+1 

L pq 

N2 N3 

α∑
p=2 

γ∑
q=β+1 

L pq 

N2 N4 

α∑
p=2 

n∑
q=γ +1 

L pq 

N2 N5 
β∑

p=α+1 
L p1 

N3 

β∑
p=α+1 

α∑
q=2 

L pq 

N3 N2 

β∑
p=α+1 

β∑
q=α+1 

L pq 

N 2 
3 

β∑
p=α+1 

γ∑
q=β+1 

L pq 

N3 N4 

β∑
p=α+1 

n∑
q=γ +1 

L pq 

N3 N5 
γ∑

p=β+1 
L p1 

N4 
n∑

p=γ +1 
L p1 

N5 

γ∑
p=β+1 

α∑
q=2 

L pq 

N4 N2 
n∑

p=γ +1 

α∑
q=2 

L pq 

N5 N2 

γ∑
p=β+1 

β∑
q=α+1 

L pq 

N4 N3 
n∑

p=γ +1 

β∑
q=α+1 

L pq 

N5 N3 

γ∑
p=β+1 

γ∑
q=β+1 

L pq 

N 2 
4 

γ∑
p=β+1 

n∑
q=γ +1 

L pq 

N4 N5 
n∑

p=γ +1 

γ∑
q=β+1 

L pq 

N5 N4 

n∑
p=γ +1 

n∑
q=γ +1 

L pq 

N 2 
5 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(9) 

deq( p,q) =
/

4heq( p)heq(q) 

exp( 4π Leq(p,q) 
μ0 

) − 1 
(10) 

Because of the correlation between Leq and Ceq , Leq and Ceq cannot be analyzed 
as interval numbers. Similarly, the formula (10) cannot be used for interval analysis 
because it contains Leq , and the formula for horizontal spacing without Leq is derived 
from formula (9) as follows: 

deq(p,q) = 

/
K (heq( p) − heq(q))2 − (heq(q) + heq(q))2 

1 − K 
(11) 

When p is not equal to 1 

K = 

⎡ 

⎢⎢⎢⎢⎣ 

p∑
n=1 

Nn

∏

i=1+ 
p−1∑
m=1 

Nm 

q∑
x=1 

Nx

∏

j=1+ 
q−1∑
y=1 

Ny

(
(hi + h j )2 + d2 

i j

)

(
(hi − h j )2 + d2 

i j

)

⎤ 

⎥⎥⎥⎥⎦ 

2/(Np Nq ) 

(12) 

When p equals 1 

K = 

⎡ 

⎢⎢⎢⎢⎣ 

q∑
x=1 

Nx

∏

j=1+ 
q−1∑
y=1 

Ny

(
(h1 + h j )2 + d2 

1 j

)

(
(h1 − h j )2 + d2 

1 j

)

⎤ 

⎥⎥⎥⎥⎦ 

2/Nq 

(13)
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3.2.3 Cable Radius in Simplified Model 

The radius of the equivalent wire bundle is given in the literature 

req(p) = heq( p) 

exp
(
2π Leq(p,p) 

μ0

) (14) 

Similarly, the formula (14) cannot be used for interval analysis, and the formula 
for line diameter without Leq is derived from formula (10) as follows:  

req( p) = 
2heq(p) 

K1 
(15) 

K1 = 

⎡ 

⎢⎢⎢⎣ 

p∑
n=1 

Nn

∏

i=i=1+ 
p−1∑
m=1 

Nm 

2hi 
ri 

∗ 

p∑
n=1 

Nn

∏

i=1+ 
p−1∑
m=1 

Nm 

n∏

j==1+ 
p−1∑
m=1 

Nm i /= j

(
(hi + h j )2 + d2 

i j

)

(
(hi − h j )2 + d2 

i j

)

⎤ 

⎥⎥⎥⎦ 

1/(n−1)2 

(16) 

3.3 Terminal Load is Simplified Model 

Zeq =
[

Z1 

α∑
p=2 

Z p 

N2 

β∑
p=α+1 

Z p 

N3 

γ∑
p=β+1 

Z p 

N4 

n∑
p=γ 

Z p 

N5

]
(17) 

4 Stochastic Wire Bundle Simulation and Verification 

In this paper, the improved interval analysis method is compared with the MC method 
and the traditional interval analysis method. The deterministic solution is obtained 
by using a finite-difference time domain method. Figure 1 gives a schematic diagram 
of 8 conductor bundled wire harness models. Table 2 gives the structural and load 
parameters of all conductors in a wire bundle. The incident direction of plane wave is 
perpendicular to the ground. The electric field direction is parallel to the wire bundle, 
and the plane wave source is the HEMP waveform recommended by IEC.

The simplified model with 2-order interval analysis method, 10,000 runs Monte 
Carlo method are used respectively. The terminal coupling voltage of cable 1 is given 
respectively.
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Fig. 1 Model of 
8-conductor transmission 
line bound under plane wave 
irradiation 

Table 2 Parameters of Transmission Line 

number h (m) d (m) L (m) R (mm) Z1 (Ω) Z2 (Ω) 

1 0.1 ~ 0.2 0.05 ~ 0.1 2 2 50 50 

2 0.1 ~ 0.2 2 2 50 50 

3 0.1 ~ 0.2 2 2 50 50 

4 0.1 ~ 0.2 2 2 50 0 

5 0.1 ~ 0.15 2 2 800 1000 

6 0.1 ~ 0.15 2 2 600 1000 

7 0.1 ~ 0.15 2 2 600 1500 

8 0.1 ~ 0.2 2 2 1000 1000

From Figs. 2, 3, it can be seen that the terminal voltage is calculated by the wire 
bundle with different parameters respectively. In the whole time period, the interval 
analysis method is in good agreement with Monte Carlo method. In the acceptable 
range, the interval analysis method of dimension reduction has some extension effect. 

Fig. 2 Left End Voltage of 
Cable 1
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Fig. 3 Right End Voltage of 
Cable 1 

Table 3 Evaluation Results of FSV 

Wire Voltage ADM FDM GDM 

Left Upper bound 0.1245 0.2161 0.2592 

Lower bound 0.0562 0.2929 0.3098 

Right Upper bound 0.1202 0.2382 0.2725 

Lower bound 0.0819 0.2566 0.2875 

4.1 Error Analysis 

In this paper, feature selection verification technique (FSV) is used to evaluate 
the results of the improved interval analysis method and the 10,000 runs Monte 
Carlo method. The FSV technique shows the correlation between two groups of data 
according to amplitude and waveform. The evaluation indexes of FSV include total 
amplitude difference measure (ADM), total feature difference measure (FDM) and 
total global difference measure (GDM). The ratings were classified into three cate-
gories: excellent (0–0.1), very good (0.1–0.2), good (0.2–0.4), fair (0.4–0.8), poor 
(0.8–1.6), and very poor (> 1.6). 

It can be seen from Table 3 that the rating of the comparison between the reduced 
dimension interval analysis method and Monte Carlo method is good, and the validity 
of this method is proved. 

4.2 Computing Efficiency 

Because the dimensions of variables are too many, the whole model interval analysis 
method is not given in this paper. By analyzing the whole model interval analysis, 
this paper simplifies the theoretical calculation time comparison of the model interval 
analysis method and the Monte Carlo method.
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Table 4 Comparison of computing time 

Calculation time Full model Simplified model Monte Carlo 

theory (k + 1) n t1 (k + 1)mt2 10000t1 

simulation 1660 s 37114 s 

The computer configuration used in the simulation is: processor of Intel (R) Xeon 
(R) CPU E5-2690V4@2.60 GHz, RAM 192G, and operating system of Win7 64-bit. 

The order of interval analysis method is k, and the Monte Carlo method is set as 
10,000 times. Assuming that the whole model has n-dimensional variables, the time 
for a deterministic solution is t1, the equivalent model has m-dimensional variables, 
and the time for a deterministic solution is t2.Table 4 gives the theoretical calculation 
time and the practical simulation calculation time in the example. 

As can be seen from Table 4, the reduced dimension interval analysis method 
proposed in this paper greatly reduces the modeling difficulty and effectively 
improves the simulation efficiency. 

5 Conclusion 

In this paper, a reduced dimension interval analysis method based on simplified model 
is proposed for complex wire bundle coupling modeling of electronic equipment, 
which simplifies the non-random bundled wire harness to the maximum 5-conductor 
wire bundle model, taking into account the uncertainty of wire bundle structure 
parameters and load parameters. Based on the equivalence relation between the whole 
model and the electrical parameters of the simplified model, the structural parameters 
of the simplified model are established, and the interval value of the terminal response 
is obtained by interval analysis. Finally, a numerical example of 8-conductor random 
bundled wire harness is given to verify the effectiveness of the method proposed in this 
paper. On the premise that the expansion effect is small, this method can effectively 
solve the difficulty of the uncertainty analysis of random bundled wire harness due 
to the difficulty of modeling and long calculation time caused by the number of 
variables, which provides an effective way for the electromagnetic compatibility 
analysis of random bundled wire harness of electronic equipment. 

References 

1. Liu S, Liu W.: Progress of relevant research on electromagnetic compatibility and electromag-
netic protec-tion. High Voltage Eng 40(6): 1605–1613 (2014) 

2. Olsen RG, Tarditi AG.: EMP coupling to a straight conductor above ground: transmission line 
formulation based on electromagnetic reciprocity. IEEE Trans Electromagn Compat 61(3): 
919–927 (2019)



66 X. Wang et al.

3. Bellan D, Pignari AS, et al.: Statistical Superposition of Crosstalk Effects in Cable Bundles. 
Wireless Commun Over Zigbee for Automotive Inclination Measur China Commun 10(11): 
119–128 (2013) 

4. Wu, M., Beetner, D.G., Hubing, T.H., et al.: Statistical prediction of “reasonable worst-case” 
crosstalk in cable bundles. IEEE Trans Electromagn Compat 51(3), 842–851 (2009) 

5. Liu Z, Lesselier D, Sudret B, Wiart J.: Surrogate modeling based on resampled polynomial 
chaos expansions. Reliab Eng Syst Safety 202, 107008 (2020) 

6. Fox, J, Ökten G.: Polynomial chaos as a control variate method. SIAM J Sci Comput 43(3): 
2268–2294 (2021) 

7. Xutong, W., Hui, Z., Yinhui, C.: Uncertainty analysis method of induced voltage of transmission 
line based on interval. High Power Laser Particle Beams 34(4), 75–78 (2022) 

8. Andrieu, G., Kone, L., Bocquet, F., et al.: Multiconductor reduction technique for modeling 
common-mode currents on cable bundles at high frequency for automotive applications. IEEE 
Trans Electromagn Compat 50(1), 175–180 (2008) 

9. Changqing G, Zhijiang S, Zhuo L, et al.: Equivalent method for analyzing crosstalk of cable 
bundles. Chinese J Radio Sci 26(3): 509–514 (2011) 

10. Quandi, W., Yali, Z., Qingsong, L., et al.: Equivalent model for automotive cable bundle in 
electromagnetic radiation immunity simulation. Trans China Electrotech Soc 27(7), 160–168 
(2012)



Magnetic Field Analysis and Magnetic 
Resistance Optimization of Moving 
Magnet Primary Segmented Permanent 
Magnet Synchronous Linear Motor 

Haoyu Wang, Jie Zhang, Wenyuan Yan, and Hualin Huang 

Abstract In this paper, the moving-magnet segmented primary permanent magnet 
synchronous linear motor (SPPMSLM) with two primary stator units and one rotor 
is studied, the characteristics of magnetic field and force acting on the rotor during 
switching between two stator elements are analyzed. Firstly, the analytical expres-
sions of the no-load air-gap magnetic field of SPPMSLM are derived by using 
the analytical method, and the results are verified by the finite element method, 
secondly, because the primary discontinuity in the structure of SPPMSLM results 
in the excessive magnetic resistance between the segments of the rotor, the size of 
the motor is simulated by the parameterized finite element method, the topology 
of adding auxiliary poles at both ends of the stator back iron is proposed, which 
is matched with the auxiliary teeth at the end of the primary stator unit, the effec-
tiveness of the proposed structure in magnetic resistance reduction is evaluated by 
energy conversion method, which can provide some reference value for structure 
design and performance optimization of SPPMSLM. 
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1 Introduction 

In recent years, permanent magnet synchronous linear motor (PMLSM) has been 
widely concerned by related application industries because of its advantages such 
as light weight, small volume, simple structure, no intermediate drive device, high 
thrust density and fast response speed. PMLSM is usually run on the stator covered 
with permanent magnet steel by the actuator of the primary winding with iron core. 
The winding of the actuator needs to be powered by the trailing wire, which limits the 
movable range of the actuator. In addition, a large amount of magnetic steel is needed 
to meet the needs of the long stroke operation, and the cost is huge. In order to meet 
the needs of long and smooth operation of factory production lines or logistics lines, 
literature [1] proposed a moving magnetic primary segmented permanent magnet 
linear motor model. Literature [2–4] established the motor simulation model based on 
the application of the moving magnetic segmented primary synchronous linear motor 
in the vertical direction lifting system, carried out the finite element analysis of the 
electromagnetic characteristics of the motor model and proposed the corresponding 
analytical calculation formula. Based on the mutual verification of finite element 
method and analytical method, literature [5] put forward the design criteria and 
calculation formula for each size of the body structure of the moving magnetic 
segmented primary synchronous linear motor. In literature [6, 7], the finite element 
method was used to study both the magnetic resistance and the tooth groove force 
of the segmented primary synchronous linear motor, and the proposed theory was 
verified by experiments. Literature [8] proposed the analytical formula of air gap 
magnetic density of fractional slot permanent magnet linear motor. However, the 
derivation of the analytical formula of the air gap magnetic density of the moving 
magnetic piecewise linear motor model under no-load is not mature in the existing 
papers. This paper uses the finite element method to study the air gap magnetic density 
waveform of the primary piecewise model and deduces the calculation formula, and 
verifies the accuracy of the analytical formula of the air gap magnetic density of 
this model by comparing the results of the analytical method with the finite element 
method. 

Because of the primary structure of the discontinuous segment, the end force of 
the moving magnetic resistance when the stator element is moving in and out is much 
greater than the tooth groove force when the stator is coupling. Therefore, noise and 
vibration will be generated when the moving stator is passing through the segment, 
which will affect the stability in operation. How to weaken the end force caused by 
the motor moving between segments is a particularly important point to improve 
the motor performance. In literature [9], Halbach array arrangement of permanent 
magnet was adopted, and the positioning force was modulated by the magnetic accu-
mulation effect of the arranged array, thus reducing thrust fluctuation. In literature 
[10], it was proposed to change the length of the teeth at the primary two sides of the 
end and use the side end effect to modulate each other so as to effectively weaken 
the thrust fluctuation. Literature [11] proposed a method to weaken the end force by 
changing the height of several side teeth at both ends of the primary stator element.
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Literature [12] proposed the method of changing the width of several side teeth at 
the end of the stator element to weaken the end force. Literature [11] proposed a way 
to divide the magnetic poles of permanent magnets to reduce the end force received 
during operation. The method used in literature [11–13] is mainly to optimize the 
structural size of the original model so as to weaken the end force on which the 
actuator runs in and out of the primary element. Literature [14] proposes a way of 
adding stepped auxiliary stages at both ends of the primary stator element to weaken 
the end force by adjusting the structural size of the auxiliary stages. Literature [15] 
further reduces the influence of the end force by combining the slanting pole arrange-
ment of permanent magnets with the step type auxiliary teeth of the primary stator 
element. Literature [16] proposes a modified circular auxiliary stage placed on the 
end of the primary stator, which also has a very effective weakening effect on the end 
force of the secondary actuator running between segments. Literature [17] proposed 
a very advanced optimization method for thrust characteristics of flat permanent 
magnet linear motor. Literature [18, 19] proposed a new permanent magnet shape 
optimization method, which weakened the harmonic frequency of breath by modi-
fying motor parameters to achieve performance optimization. The existing optimal 
design schemes all add auxiliary structure to the primary iron core. Since the motor 
under study is a moving magnetic setting, auxiliary poles can be added to both ends 
of the moving magnetic backplane to optimize the electromagnetic characteristics of 
the motor and weaken the positioning force by changing the structure of the magnetic 
backplane. In order to find an effective way to reduce the magnetic resistance, this 
paper proposed a method of adding auxiliary stages to both ends of the actuator back 
iron to weaken the end force received during operation between segments. Several 
auxiliary stage structures were designed and compared by finite element method, and 
then evaluated by energy conversion method to verify the effectiveness of reducing 
the magnetic resistance. 

2 The Model of Discontinuous Sectional Primary Linear 
Motor 

The SPPMLSM model studied in this paper is shown in Fig. 1. The stator of the 
linear motor is composed of primary units with windings, which are placed at certain 
intervals. The moving part consists of the secondary permanent magnet. The moving 
part starts to run after the primary winding is energized. The effective length of the 
stator element is L1, the spacing distance of the stator element is L2, and the effective 
distance of the actuator part is L. The effective distance of the actuator in the model 
is the sum of the effective length of the stator element and the length of the interval 
(L = L1 + L2). Such arrangement makes the total area of effective coupling between 
the moving part of the motor and the stator part constant in the process of moving, 
so that the three-phase current through each section of the stator element needs to 
be the same phase sequence and direction of each phase. When entering the next
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Fig. 1 Finite element model of moving magnetic segmented primary permanent magnet 
synchronous linear motor 

stator, the actuator is partially counteracted by the end force of the entering end in 
the same direction as the moving direction and the end force of the leaving exit end 
in the opposite direction, which makes the actuator run more stable. 

The moving magnetic segmented primary permanent linear motor has a moving 
length of 336 mm. It adopts a polar permanent magnet with the brand name 
NdFe42H16. The length of the permanent magnet is 18 mm, the width is 5 mm, 
the pole spacing is 21 mm, and the length of the primary stator element is 168 mm. 
The winding method adopted in this study is concentrated winding, with 200 turns 
per phase, 6 slots, slot spacing of 28 mm, and air gap between armature and starter 
of 2.5 mm. The specification of this motor model is shown in Table 1.

3 The Analysis of Air Gap Magnetic Field of Discontinuous 
Segmented Linear Motor 

3.1 Analytical Formula of Air Gap Magnetic Density 
for Motor Model 

The motor model with 4 poles and 3 slots studied in this paper belongs to fractional 
slot centralized winding. Because the repetition period of the magnet motive force 
waveform generated by the fractional slot winding group is not based on the distance 
between the poles, but on the distance between the unit motor, the number of slots 
occupied by each pole is different in a cycle. For this model, the number q per phase 
slot per pole is as follows: 

q = Z 

2pm 
= 

k 

j 
(1) 

where: Z is the number of slots; p is the polar logarithm; m is the phase number; k 
and j are the numerator and denominator of the simplified fraction. The simplified 
denominator j is even, so the polar logarithm of the unit motor takes the same value 
as j. 

The analytical expression of no-load airgap magnetic field of primary segment 
linear motor with moving magnetic is derived, that is, the analytical expression of 
magnetic density waveform of permanent magnet is studied when the moving stator
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Table 1 The model 
parameters of the moving 
magnetic SPPMLSM 

Parameter Numerical Value 

Primary stator Number of slots 6 

Slot width 16.5 (mm) 

Tooth width 11.5 (mm) 

Tooth height 39 (mm) 

Primary Length 168 (mm) 

Slot pitch 28 (mm) 

Winding method Concentrated 

Winding turns 200 

Permanent Mgnet NdFe42 

Remanence intensity 1.25 

Secondary mover Pole number 16 

Pole inclination 0 

Pole width 5 (mm) 

Pole length 18 (mm) 

Pole distance 21 (mm) 

Back iron length 336 (mm) 

Back iron width 9 (mm) 

Air gap length 2.5 (mm) 

Model width 50 (mm) 

Rated thrust 350 (N) 

Rated current 5.3 (A) 

Maximum speed 1 (m/s)

is coupled and the primary stator is not slotted. When the stator is not slotted, the air 
gap is evenly distributed, so the permeability per unit area in the air gap is:

⌃ = 
μ0 

δ 
(2) 

That is: 

δ = hm + δ0 (3) 

μ0 is air permeability; δ is the sum of magnetization direction length hm of permanent 
magnet and air gap length δ0 when the stator is not slotted. 

Take the unit motor with stator coupling as an example. Because the air gap 
magnetic field under each pole is different, the air gap magnetic field under a pair 
of magnetic poles cannot be deduced separately. Think of the entire magnetic pole 
as a whole. Figure 2 shows the air gap magnetic density distribution when the pole
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Fig. 2 Magnetic density distribution of stator air gap without grooving 

number is 4, and the origin of coordinates is selected as the center point of the moving 
pole arrangement in the case of moving stator coupling. 

Within the interval of x ∈ [−4τ, 4τ ], the air gap magnetic density can be expressed 
as follows: 

Bδ(x) = 

⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

−Bδ, 2kτ + ( 3−α 
2 )τ ≤ x ≤ 2kτ + ( 3+α 

2 )τ 

Bδ, 2kτ + ( 
1 − α 
2 

)τ ≤ x ≤ 2kτ + ( 
1 + α 
2 

)τ 

0, x ∈ other position 

(4) 

Among them, in the type τ : is pole distance; α is the polar arc coefficient; k = 0, 
±1, ±2. 

Bδ is the amplitude of magnetic density of square wave air gap generated by 
permanent magnet: 

Bδ = 
Brhm 

δ 
(5) 

where: Br is the permanent magnetic strength of permanent magnet. 
Since the magnetic density of the air gap is periodic, the Fourier transform can be 

applied to it. In the case that the stator is not grooved, the expression of the magnetic 
density of the air gap generated by the permanent magnet is: 

Bδ(x) = 
2Bδ 

π 
{ 

∞∑

n=1 

[cos( nπ(1 − α) 
2 

) − cos( 
nπ(1 + α) 

2 
)] sin( 

nπ x 
τ ) 

n
} (6) 

Among them x ∈ [−4τ, 4τ ]. 
When the stator is slotted, air gap magnetic field generated by the permanent 

magnet changed. Taking the whole number of slots as a whole, Fig. 3 shows the 
variation of the equivalent air gap length of the primary stator element of the motor 
with x after the stator is slotted. The origin of coordinates is selected at the center 
point of the tooth groove of the primary stator element.

Within the range of x ∈ [−3t, 3t], the equivalent air gap length changes with x 
can be expressed as:
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Fig. 3 Equivalent air gap length distribution of stator slotted

δ0(x) = 

⎧ 
⎨ 

⎩ 

δ, kt  ≤ x ≤ kt  + b 2 
δ + hs, kt  + b 2 ≤ x ≤ kt  + b 2 + w 
δ, kt  + b 2 + w ≤ x ≤ kt  + b + w 

(7) 

where: it is the tooth pitch, b is the groove width, w is the tooth width, hs is the groove 
depth; k = 0, ± 1, ± 2, −3. 

Order d0(x) = 1 
δ0(x) , then there is: 

d0(x) = 

⎧ 
⎪⎨ 

⎪⎩ 

1 
δ , kt  ≤ x ≤ kt  + b 2 

1 
δ+hs 

, kt  + b 2 ≤ x ≤ kt  + b 2 + w 
1 
δ , kt  + b 2 + w ≤ x ≤ kt  + b + w 

(8) 

The expression after the Fourier transform is: 

de(x) = 
1 

t 
( 
w 
δ 

+ b 

δ + hs 
) + 

∞∑

m=1

(
2hs

(
δ2 + δ ∗ hs

)
πm 

∗ sin( 
nπ ∗ w 

t 
) cos( 

2nπ ∗ x 
t 

)

)

(9) 

Among them x ∈ [−3t, 3t]. 
When the stator is slotted, since the air gap changes periodically and evenly, the 

permeability per unit area in the air gap is:

⌃(x) = 
μ0 

δ(x) 
(10) 

When the stator is slotted, the air gap magnetic density generated by the permanent 
magnet can be expressed as: 

B(x) = 
Bδ(x) ∗ δ 

δ(x) 
(11) 

In the type: B(x) is the no-load air gap magnetic density under the stator slot; 
Bδ(x) is the no-load air gap magnetic density under unslotted stator. 

Combining formula (8) and formula (11), the analytical formula of air gap 
magnetic density of the coupling part of the rotor at any position can be derived
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as follows: 

Be(x) = δ ∗ de(x) ∗ Bδ(x − l) (12) 

where, l is the distance of the polar center line offset from the center line of the tooth 
groove. 

3.2 The Comparison of Air Gap Magnetic Density Analysis 
and Finite Element Method 

In order to verify the validity of the above analytical derivation of the airgap magnetic 
field, two primary stator elements and a secondary actuator were used as the model, 
Ansoft Maxwell 2D was used for finite element simulation of the airgap magnetic 
density of the two-dimensional model. The situation when the actuator runs between 
the stator elements is shown in Fig. 4: 

Fig. 4 Operation of the moving magnetic SPPMLSM a The mover is at the  left  end of two  stator  
units b When the mover crosses two stator units c When the mover is coupled with a single stator 
unit



Magnetic Field Analysis and Magnetic Resistance Optimization … 75

The electromagnetic field simulation function of Ansoft Maxwell 2D was utilized 
to conduct finite element two-dimensional numerical simulation of the magnetic 
density of the air gap between permanent magnet and primary stator element. The 
simulated results of the magnetic density of the air gap based on the three situations 
in Fig. 4 are shown in Fig. 5; 

It can be seen from Fig. 4 and 5 that the total coupling area between the two 
primary stator elements is unchanged when the stator is running, and the air gap 
flux density in the part of the moving stator coupled with each other is shown as an 
irregular shape waveform with a period of 42 mm, while the air gap flux density in 
the uncoupled part of the moving stator is shown as a more regular waveform with 
a period of 42 mm. The waveforms of the coupled and uncoupled parts of the stator 
are compared by the analytical formula method. 

Figure 6 shows the comparison between the results of the no-load airgap magnetic 
density analysis method and the finite element method when the dynamic stator is 
partially coupled in the motor model, and the reliability is verified by using the

Fig. 5 Finite element analysis of air gap flux density of motor model a, b and c respectively 
correspond to the air gap magnetic density waveform of the mover at different positions in Fig. 4 
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Fig. 6 a Comparison between analytical method and finite element method for no-load air gap flux 
density of motor with dynamic stator coupling b Comparison between analytical method and finite 
element method for time–space carrier air gap harmonic analysis of dynamic stator coupling 

harmonics of the air gap part. It can be seen that the analytical formula derived above 
can more accurately reflect the no-load airgap magnetic field when the dynamic stator 
is coupled. 

When the secondary actuator runs between the segments of the primary stator 
element, the air gap magnetic density formula of the uncoupled part can be derived 
from the air gap magnetic density formula when the stator is not slotted, that is, 
the value of the air gap length δ is increased. When the air gap length is large, the 
situation is the same as that of the uncoupled part of the moving stator. Figure 7 
shows the comparison of the results of the no-load airgap magnetic density analysis 
method and the finite element method in the motor model when the moving stator 
part is not coupled, and the air gap harmonic analysis is used to verify the results.

According to the data shown in Fig. 6 and Fig. 7, there is a certain error between 
the analytical method and the finite element method of air gap harmonic analysis. 
In practice, because the magnetic permeability of the iron core is much greater than 
that of the air, and the magnetic density of the tooth groove or the edge of the end is 
affected by the change of the medium and the end effect, the magnetic density of the 
air gap increases abruptly. There is a difference between the analytical method and the 
finite element method in the direction of the magnetic field line in the tooth groove, 
so there will be some errors. Figure 7(a) shows that the 5th and 13th harmonics 
play a major role in the air gap magnetic density waveform through the simulation 
data of the finite element method. The amplitude of the number of major harmonics 
is effectively fitted by the analytical method, while the influence of the magnetic 
density of the air gap caused by the number of non-major harmonics is not fully 
fitted. In addition, only the first 10 harmonics were taken into account in the fitting 
with the finite element method in the analytical calculation, and the influence of the 
remaining harmonics on the magnetic density of the air gap was not fully considered. 
Therefore, there were errors in the two contrast curves in the image, namely the “burr” 
phenomenon in the curve of the analytical method.
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Fig. 7 a Comparison between analytical method and finite element method of the uncoupled no-
load air gap magnetic density b Comparison of the results of the uncoupled no-load air gap harmonic 
analysis method and finite element method

4 Structure Optimization of SPPMLSM 

The permanent magnet linear synchronous motor has obvious side end effect because 
the stator core is broken at both ends under static condition. And because the motor 
core is slotted, the tooth slotting effect is produced. The magnetic resistance of 
linear motor is composed of the groove force generated by the groove effect and the 
end force generated by the side end effect, which is the main reason for the thrust 
fluctuation of PMLSM. To improve the stability and reliability of the motor, we must 
try to reduce the magnetic resistance. When the secondary actuator moves in and out 
of the primary stator element, the finite element image of the magnetic resistance 
received by the actuator when it moves in and out of the primary stator element is 
shown in Fig. 8. As can be seen from the image, when the actuator enters and exits 
the stator, the end force is much greater than the tooth groove force. Therefore, this 
paper starts with the optimization of the motor body structure to reduce the end force 
of the actuator when running between segments.

Because the basic structure of the moving magnetic segmented primary permanent 
magnet synchronous linear motor studied in this paper is L =L1 + L2, the secondary 
actuator is affected by two stator elements at the same time between the switching 
stator segments. It enters one stator element and leaves the other one at the same time, 
and the coupling area of the moving stator is unchanged. The actuator is subjected to 
both the end force in the opposite direction when leaving the stator and the end force 
in the same direction when entering the stator, which can partially cancel each other. 
The force situation is shown in Fig. 9. The comparison between Fig. 8 and Fig. 9 
shows that the arrangement of L = L1 + L2 can reduce the magnetic resistance by 
20%.

It can be seen from Fig. 9 (b) that the magnetic resistance of the actuator moving 
between segments is an odd function with the symmetry axis formed by the middle
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Fig. 8 a Schematic diagram of moving in and out of single stator b Magnetic resistance of moving 
in and out of single stator

Fig. 9 a Two-dimensional model of PMLSM b Detent force of mover when switching between 
two stators

position of the two stator elements. In order to more clearly compare the weakening 
of each optimization model to the magnetic resistance with images, the finite element 
analysis of the magnetic resistance after structure optimization mainly analyzes the 
stress situation of x ∈ [−84, 0]. 

We try to install auxiliary teeth at both ends of the primary stator element to 
reduce the magnetic resistance of the actuator when switching between segments. 
After parametric analysis and finite element simulation, it is finally found that the 
rectangular auxiliary tooth with width of 9 mm, height of 47 mm and material of steel_ 
1008 has the best effect on magnetic drag weakening. Figure 10 shows the proposed 
model of the stator auxiliary teeth. Compared with the basic model in Fig. 9, the flux 
resistance of the actuator during operation is reduced by 41.6% when the primary 
stator element model with the primary stator auxiliary teeth is used compared to the 
one without the addition.

Adding auxiliary teeth to both ends of the primary stator on the initial model 
can play a significant role in the optimization. However, since the actuator is still 
subjected to a large magnetic resistance when switching between segments, further 
structural optimization is needed to reduce the end force caused by the primary stator 
breaking. Therefore, this paper attempts to optimize the structure of the secondary 
actuator back iron, adding auxiliary stages to both ends of the actuator back iron to
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Fig. 10 a Schematic diagram of the size of stator auxiliary teeth b The two-dimensional model of 
the motor with stator auxiliary teeth c Comparison of detent force’ between primary optimization 
and original model

reduce the magnetic resistance during operation, and using the finite element two-
dimensional numerical analysis of the force value of the actuator when switching 
between stator segments. By adding different auxiliary stages at both ends of the 
movable back iron to optimize its structure, the proposed model of changing the 
shapes of both ends of the movable back iron to reduce the end force is shown in 
Fig. 11.

By comparing the basic model in Fig. 9 with the model of the stator auxiliary 
teeth in Fig. 10 and the four auxiliary stage models in Fig. 11, the finite element 
two-dimensional numerical simulation was carried out to test the weakening of the 
magnetic resistance caused by the addition of the moving auxiliary stage. Figure 12 
shows the waveform of the magnetic resistance of the motors of each model when 
switching between segments. It can be seen from Fig. 12 that the superposition of 
the actuator auxiliary stage and the stator auxiliary teeth is extremely effective in 
weakening the magnetic resistance. Compared with the magnetic resistance in the 
original model, the magnetic resistance is reduced by 76% in the finite element 
analysis results under the joint action of stator auxiliary teeth and moving auxiliary 
teeth.

As shown in Fig. 12, it can be proved that the magnetic resistance of the superpo-
sition effect of the actuator auxiliary pole and the stator auxiliary stage is smaller than



80 H. Wang et al.

Fig. 11 a Model 1: Rectangular auxiliary level b Model 2: Wedge-shaped auxiliary stage c Model 
3: Step-type auxiliary stage d Model 4: Cambered auxiliary stage

Fig. 12 Finite element comparison of detent force of various structures
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that of the basic model and the proposed model with only the stator auxiliary teeth. 
The maximum magnetic resistance of the basic model is 51.44N, while the maximum 
magnetic resistance of the model with only stator auxiliary pole is proposed to be 
27.32N. In the proposed model of superposition of stator auxiliary teeth and actu-
ator auxiliary stages, the maximum magnetic resistance shown by the rectangular 
auxiliary stage of model 1 is only 12.5N. 

Although the differences of magnetic drag values in various models can be 
compared in Fig. 12, it is difficult to judge the relative merits of each model. There-
fore, energy conversion method is used to evaluate the effect of each model on 
magnetic drag weakening. The total energy value of each model’s magnetic resistance 
after calculation is shown in Fig. 13. The energy is calculated as follows: 

We =
∫

|Fc(x)|dx (13) 

where, We is the total energy of magnetic resistance received by the actor when 
switching between segments, and Fc(x) is the magnetic resistance received by the 
actor at the corresponding time x , and the integral interval is x ∈ [−84, 0]。 

In Fig. 13, the total magnetic resistance energy received by the moving segments 
of each model is 1691.18 J. The total magnetic resistance capacity of the model with 
only the stator auxiliary stage is 876.77 J, while that of model 1 with the minimum 
total magnetic resistance energy is only 389.79 J in the model with the stator auxiliary 
stage and the moving auxiliary teeth. By comparing the energy of the model with 
the superposition of the stator auxiliary teeth and the actuator auxiliary stages, it is 
found that the model with the rectangular auxiliary stages added at both ends of the

Fig. 13 Calculate the total 
detent force energy of each 
model by energy conversion 

Fig. 14 Actuator motion process under rated load condition 
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secondary back iron can better reduce the magnetic resistance of the actuator when 
it moves between the stator segments. 

5 Load Simulation Comparison of Motor Model Before 
and After Optimization 

The first two parts of this paper are mainly based on the situation of the motor model 
under no-load, the electromagnetic characteristics of the no-load force of the motor 
before and after the structure optimization. As can be seen from Table 1, the  rated  
working condition of the motor model studied in this paper is as follows: when the 
rated input current is 5.3 A, the actuator part of motor is subjected to rated thrust of 
350 N and runs at the maximum speed of 1 m/s. 

Under the rated load condition, the operation of the moving part is mainly divided 
into three processes: entering the stator, switching between the stator segments and 
leaving the stator. A two-dimensional numerical simulation model is constructed for 
the stator part composed of four discontinuous primary stators and the secondary 
permanent magnet as the moving part. 

Using the simulation function of the force characteristics of the model with the 
finite element simulation software Ansoft Maxwell 2D, the dynamic parameters 
were set as the running speed was 1 m/s and the amplitude of three-phase AC current 
through the windings is 5.3 A. The thrust simulation under rated load was carried out 
on the original motor model before optimization and the motor optimization model 
after adding secondary auxiliary poles and primary auxiliary teeth. The thrust and 
thrust fluctuation of the two models in operation were explored, and the data were 
compared and analyzed. 

As can be seen from Fig. 15, when the actuator enters the single-section stator, 
it will be attracted by the part of the stator, and the force will not become stable 
until the actuator is fully coupled with the single-section stator. When the two ends 
of the stator switch, there will be a large thrust fluctuation, which is the end force 
when the actuator enters and exits the stator section at the same time. In the process 
from coupling with the first stator to coupling with the last stator and not leaving 
(x ∈ [0.3, 1.3]), the thrust force received by the actuator fluctuates basically with a 
certain value as the average value. This average value is the average thrust received by 
the actuator when it is running, and the fluctuation of thrust value is the manifestation 
of thrust fluctuation.

According to the curve in Fig. 15 and the data in Table 2, before optimization, the 
average thrust received by the actuator in the original motor model is close to the rated 
thrust. However, during the inter-segment switch, due to the influence of the side end 
force, the thrust fluctuation rate is as high as 30.8%, which makes the motor unable 
to operate normally. After the motor model is optimized, the average thrust received 
by the actuator and the stator is reduced compared with that before the optimization, 
which may be because the increase of mass caused by the addition of auxiliary stage in
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Fig. 15 Comparison of thrust of motor model before and after optimization

Table 2 Stress of the motor 
under rated working 
conditions before and after 
optimization 

Average thrust 
(N) 

Magnetic drag 
(N) 

Thrust 
fluctuation 
rate 

Original 
model 

340 105 30.8% 

Optimized 
model 

315 25 7.93% 

the secondary back iron part will lead to the decrease of thrust during operation. Due 
to the addition of primary auxiliary teeth and secondary auxiliary stages, the force 
of the motor will be more stable during operation, and the thrust fluctuation during 
intersegment switching will be weakened a lot. The fluctuation rate only accounts 
for 7.93%, indicating that the motor motion characteristics and force characteristics 
have been greatly improved after structural optimization compared with that before 
optimization. The structural optimization method tried in this paper is effective. 

6 Conclusion 

The research object of this paper is the primary moving magnetic discontinuous 
segmented permanent magnet synchronous linear motor. In order to solve the problem 
that the motor suffers too much magnetic resistance when switching between two 
stator segments, two-dimensional finite element simulation analysis is carried out on 
the motor model to understand its electromagnetic and mechanical characteristics, 
and structural optimization is carried out to reduce the magnetic resistance. By adding
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auxiliary poles to both ends of the primary stator element and auxiliary teeth to both 
ends of the moving magnetic backplane, the amplitude of the magnetic resistance 
is reduced from 52.3N to 12.5N, which effectively weakens the influence of the 
magnetic resistance without affecting the electromagnetic performance and makes 
the motor have a more stable and reliable operating condition. According to the 
finite element comparison simulation under the rated load condition, the motion 
characteristics and mechanical characteristics of the motor after optimization are 
greatly improved compared with that before optimization. This method does not 
change the effective area of the stator coupling, nor does it change the electromagnetic 
performance of the motor during operation. It not only improves and optimizes the 
structure design of the motor, but also provides the simulation basis for the switching 
part between the stator segments in the subsequent drive experiment. 
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Research on a Design Method 
of Composite Nano Generator Based 
on Rotation 

Dong Yan , Chuangliang Zhao, Kai Zhang , and Jiuyuan Zhan 

Abstract The self powered technology has become a research hot spot at home and 
abroad. In view of the problem that the electrode contact mode of the traditional 
rotary composite nano generator will bring more mechanical energy loss due to 
sliding friction,an electromagnetic friction composite nano generator based on rolling 
friction is designed, which has low friction loss and high output power. The generator 
is experimentally verified. The results show that the output power of the friction nano 
generator reaches 129uW and the output voltage reaches 80 V at the speed of 500r/ 
min and the load of 20mΩ. The coil type electromagnetic generator has an output 
power of 33. 28mW and an output voltage of 3 V at a speed of 500r/min and a load of 
100mΩ. The output current of the composite nano generator can light 150 LED lamps 
at a rotational speed of 600r/min,which is three times larger than the driving current of 
the traditional rotary composite nano generator. The rotary composite nano generator 
can drive a temperature sensor. The rotating composite nano generator designed in 
this paper has important practical significance for the self powered working scheme 
of wireless sensor networks. 

Keywords Rotating composite nano generator · Composite energy collection ·
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1 Introduction 

Fluid energy is a kind of energy widely existing in nature [1],which can drive wireless 
sensor networks under the background of self powered technology, and has become 
a research hot spot at home and abroad [2]. The motor contact mode of traditional 
rotary composite nano generator brings more mechanical energy loss for sliding fric-
tion [3]. Zhang L. B et al. designed an electromagnetic energy collector using rolling 
magnets [4], which can significantly improve the magnetic flux when cutting coils 
compared with the electromagnetic energy collector with sliding magnets. However, 
compared with mechanical movement, the electromagnetic field caused by it changes 
irregularly, reducing the stability [5, 6]. Wang Beihong et al. designed an electromag-
netic friction composite nano generator based on sliding friction [7, 8]. To solve this 
problem, this paper optimizes the structure of the motor and matches the impedance 
of the power management circuit [9, 10]. The driving current output is increased 
through the power management circuit. Compared with the unmatched circuit, the 
circuit current can be increased by 2 times. 

2 Design of Rotary Composite Nano Generator 

2.1 Mechanism of Frictional Nano Power Generation 

Under the action of external mechanical force, the electrodes of the friction nano 
generator contact each other, which in turn drives electrons to move in the external 
circuit to form a current7. According to Maxwell displacement current equation: 

JD = ∂ D 
∂t 

= ε 
∂ E 
∂t 

+ ∂ Ps 
∂t 

(1) 

D represents the displacement field, E represents the electric field, ε represents 
the vacuum dielectric constant, and represents the polarization field8. 

Vout = −  1 
C(d) 

QEF  E  R  + VOC (d) (2) 

C(d) indicates that the capacitance between the two electrodes is a function of 
the distanced, QEF  E  R  indicates the amount of charge transferred between the two 
electrodes, and VOC (d) indicates the open circuit voltage caused by the static charge 
generated by friction.
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Fig. 1 Composite nano 
generator based on roller 
structure 

2.2 Structural Design of Composite Nano Generator 

According to the characteristics of rolling friction form9, a composite nano generator 
based on double drum structure is designed. The overall structure is shown in Fig. 1. 
The composite nano generator is divided into three parts: Coil permanent magnet 
electromagnetic induction power generation unit and mechanical energy capture unit. 

The diameter of the central drum is 40 mm, the height is 80 mm, the diameter of 
the shell is 100 mm, and the diameter of the drum electrode barrel is 20 mm. The 
above components are made of acrylic materials. There is a 3 mm hole on the upper 
and lower cover plates of the central roller. The distance between the center of the 
roller electrode and the edge of the shell is 12.5 mm, and the spacing between the 
rollers is 8 mm. 

2.3 Structural Design of Composite Nano Generator 

In order to study the output characteristics of the hybrid generator, a test system is 
designed. The desktop computer is responsible for processing the collected data with 
the running program, and the display interface displays the data waveform. Picture 
Fig. 2 of the test system:

Physical picture of motor test system In the experiment, adjust the speed of induc-
tion motor to simulate the strength of fluid energy in nature. The motor test takes 
100 r/min as the starting point, 200 as the step size, and 900 r/min as the open circuit 
voltage and short circuit current under the final condition. The measured results are 
shown in Fig. 3.

It can be seen from Fig. 3 (a) that the open circuit voltage increases from 60 V 
at the initial 100r/min to 110 V at 900r/min. Figure 4 shows the load characteristic 
curve of the friction nano generator. These two points prove that the friction nano 
generator is a voltage source with “high internal resistance”.
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Fig. 2 Physical Drawing of 
Motor Test System

(a) Open circuit voltage of friction nano generator(b)Short circuit current of friction nano gen-
erator 

Fig. 3 Test Results of Friction Nano generator

Fig. 4 Load characteristics 
of friction nano generator
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It can be seen from Fig. 5 (a) that the open circuit voltage has increased from 
2 V at the initial 100r/min to 10 V at 900r/min, and the open circuit voltage has 
increased by 5 times. This proves that the coil type electromagnetic generator is a 
current source with “low internal resistance” (Fig. 6). 

Through the above output characteristic test, we can know that the characteristics 
of friction nano generator and coil electromagnetic generator are different. In this 
paper, the experiment of driving LED is done and the circuit connection scheme is 
optimized, which greatly increases the driving capacity of the friction nano generator. 
The test principle is shown in the figure. 

As shown in Fig. 8, the friction nano generator can light up 10 LEDS at 100r/ 
min and before the rectifier bridge is ungrounded, and the measured current after 
rectification is 1.8 µ A.After the ground cathode of the rectifier bridge is connected 
to the ground, the friction nano generator can light up 50 LEDS under the same 
conditions, and the output current increases to 3.8 µA.

(a) Open circuit voltage of coil type electromagnetic generator(b)Short circuit current of coil 

type electromagnetic generator 

Fig. 5 Test Results of Coil type Electromagnetic Generator 

Fig. 6 Load characteristics 
of coil type electromagnetic 
generator 
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Fig. 7 Schematic diagram 
of driving LED circuit 

Therefore, the LED starts to light up when the motor speed is increased to 600r/ 
min, as shown in Fig. 8 (a). Figure 8 (b) shows the optimized total output of the 
composite nano generator at 600r/min, which can light up 150 LEDS, achieving the 
goal that the total output power is greater than that of a single generator, and greatly 
improving the practicability of the composite nano generator (Fig. 9). 

(a) Ungrounded           (b) Access to the earth 

Fig. 8 Comparison of Lighting of Friction Nano generator before and after Grounding 

(a) The electromagnetic 

generator turns on 50 LEDS 

(b) Composite nano generator 

lights up 150 LEDS 

Fig. 9 Physical picture of electromagnetic generator and composite nano generator lighting LED
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Fig. 10 Schematic Diagram 
of AC/DC 

Fig. 11 Charging and 
discharging control circuit 
structure 

3 Power Management Circuit Design 

3.1 Rectifier Circuit Design 

The generator output voltage signal used for energy collection is in AC mode. The 
back-end circuit is required to have the function of converting AC voltage into DC 
voltage. The conversion schematic diagram is as follows: 

This stage is AC/DC conversion. Therefore, based on the AC/DC structure, 
capacitors are introduced to realize the function of energy storage10. (Fig. 10). 

3.2 Charging and Discharging Circuit Design 

Disconnect the energy storage capacitor and the voltage stabilizing output circuit 
again to make the energy storage capacitor return to the state of charging and energy 
storage. According to the literature, Fig. 11. Shows the charge discharge control 
circuit designed by using three semiconductor devices in this paper. 

4 Simulation and Experimental Verification 

Under laboratory conditions, the Bosch hand-held blower is used to simulate the 
natural wind energy to drive the rotary composite nano generator, and the gener-
ated electric energy is transformed through the power management circuit and then 
supplied to the data collection and transmission terminal for use. The sending end 
of data acquisition sends the obtained temperature data to the receiving end of data, 
and finally verifies the practicability of the whole system through the display of the 
upper computer. The test results are shown in Fig. 12.
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Fig. 12 Actual 
measurement of wireless 
temperature measurement 
system 

In the actual test, the distance between the hand-held blower and the wind cup 
is 2 m. The rotary composite nano generator can be quickly started, 1800 µF. The 
voltage of energy storage capacitor can reach 3. 3 V in a short time. In Fig. 12, the  
real-time temperature data converted by the upper computer is about 17.1 °C, which 
is very close to the 17.2 °C displayed on the commercial thermometer. Therefore, the 
practicability of the rotary composite nano generator and the wireless temperature 
measurement system has been verified (Fig. 12). 

5 Conclusion 

To sum up, The experimental verification shows that the output power of the friction 
nano generator reaches 129uW and the output voltage reaches 80 V at the speed of 
500r/min and the load of 20MΩ. At the speed of 500r/min and the load of 100MΩ, the  
output power of the coil type electromagnetic generator reaches 33.28mW and the 
output voltage is up to 3 V. The output current of the composite nano generator can 
light up 150 LED lights at the speed of 600r/min. The research results can provide 
technical reference for the power supply of passive low-power devices, and have 
practical application value for the application of self powered sensor networks.
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Research and Application of Dry-Type 
Transformer Winding Material Detection 
Technology 

Jiawei Wu, Guohua Chen, Donghui He, and Shunyao Li 

Abstract Based on the principle of thermoelectric effect, by detecting the ther-
moelectric potential at different temperatures at both ends of dry-type transformer 
windings combined with the difference of relative Seebeck coefficients between 
different metals, the inner winding material can be detected without destroying the 
whole insulation of epoxy resin of dry-type transformer, and the hidden danger of 
aluminum transformer pretending to be copper transformer can be found in time 
For transformers in operation, the same method can be used to detect and make 
targeted operation and maintenance strategies for aluminum transformers that have 
been found and have not experienced insulation deterioration for the time being, so 
as to effectively reduce the fault risk. 

Keywords Dry-type tansformer · Winding · Thermoelectric effect · Aluminum 
tansformer · Grid operation and maintenance 

1 Introduction 

In recent years, as the increasing scale of distribution network, the growth rate of 
distribution transformer gradually increases. Due to its small size, convenient instal-
lation, simple operation and maintenance, dry-type transformer has become the first 
choice for distribution transformers. However, due to the fierce competition caused 
by the low threshold of the industry, the price of bulk commodities rises constantly 
in recent years. Some manufacturers have adopted bad fraud means of ‘aluminum 
instead of copper’, in order to maximize the profits, so that some transformers which 
are marked as copper winding and actually are aluminum winding flow into the 
distribution network.
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The aluminum core transformer produced according to the standard technical 
process is not inferior products [1]. However, the nameplate is identified as a copper 
core transformer. In fact, the copper core transformer is a material fraud. According 
to the national standard requirements of transformer nameplate information, the 
winding material is distinguished by letter code in the model. The copper mate-
rial is not marked the letter code, and the aluminum material must be marked the 
letter code ‘L’ [2]. Because the thermal conductivity, electrical conductivity, tensile 
strength and Brinell hardness of metal aluminum are lower than those of metal copper, 
the electrical and mechanical properties of metal aluminum are worse than those of 
metal copper. Therefore, aluminum transformers need to formulate special opera-
tion and maintenance strategies to improve the reliability of aluminum transformers 
to a reasonable range [3]. The purchase price, applicable scenarios and operation 
and maintenance points of transformers with different materials are significantly 
different. Material fraud would directly bring the hidden dangers to the operation 
and maintenance of distribution network. 

This paper studies the detection effect and application of thermoelectric effect 
detection method on dry-type transformers, studies the operation and maintenance 
points of transformers with different materials, and provides experience and reference 
for product acceptance and actual operation and maintenance. 

2 Thermoelectric Effect Method 

2.1 Principle of Thermoelectric Effect 

The Seebeck effect is also called the first thermoelectric effect, and the Thomson 
effect is also called the third thermoelectric effect. The Seebeck effect means that 
if two different conductors are connected into a loop. And when the temperature of 
the two joints is different, the electromotive force is generated in the loop, and there 
will be a current. The Thomson effect refers to the phenomenon of heat absorption 
or heat release on a single conductor or semiconductor, when there is a temperature 
difference between the two ends of a single conductor or semiconductor and there is 
a current passing. 

The reason for the Seebeck effect is that when there is a temperature gradient 
in the conductor, the carriers at the hot end migrate to the cold end, and the charge 
accumulation causes the self-built electric field in the conductor, to form a electric 
potential difference at both ends of the conductor. The main reason for the thermo-
electric effect is the diffusion of carriers from the hot end to the cold end. However, 
since the carrier concentration of the metal and the position of the Fermi energy level 
basically do not change by the temperature [4], therefore, the Seebeck effect of the 
metal is generally less than 10 µV/K, which is much smaller than hundreds of µV/ 
K of the semiconductor.
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The mechanism which generated the thermoelectric effect of metal could be 
analyzed from two aspects. First is the free electronic of diffusion from the hot 
end of conductor towards to cold end. The diffusion is not generated because of 
electron concentration gradient (The electron concentration in metal is not relevant 
to the temperature altitude), but is generated because that the electronic of hot end 
has higher energy and speed. Obviously, if the function is major, the coefficient of 
Seebeck effect generated should be negative. 

The second is the influence of electron free path. Although there are many free 
electrons in the metal, the contribution to the conduction is mainly the so-called 
conduction electrons in the range of 2kT near the Fermi level [5]. However, the 
average free path of these electrons is related to the condition of suffering scattering 
(phonon scattering, impurity and defect scattering) and the change of density of states 
with energy. 

If the average free path of hot electrons increases with the increase of electron 
energy, the hot electrons will have a large energy on the one hand, and there is a large 
average free path on the other hand. The transport of hot electrons to the cold end 
is the main process, which will generate the Seebeck effect with negative Seebeck 
coefficient. This is true for metals of Al, Mg, Pd and Pt, etc. 

On the contrary, if the average free path of hot electrons decreases with the increase 
of electron energy, the hot electrons have a large energy, but their average free path 
is very small, so the electron transport will be mainly from the cold end to the hot 
end, which will produce the Seebeck effect with positive Seebeck coefficient. This 
is true for metals of Cu, Au, Li, etc. 

Transformer winding are generally made of a single metal (i.e., all copper or all 
aluminum), but for counterfeit manufacturers, metal copper is generally used in the 
direct observation part of conductive rods and leads. And metal aluminum is used in 
the winding wrapped by epoxy resin, so as to achieve the purpose of cost savings. 
For products with unknown winding material, there are three possibilities of metal 
combination, namely pure copper, pure aluminum and copper aluminum. 

For a single metal, that is, pure copper or pure aluminum transformer. The winding 
side is heated, and the potential difference between the two ends of the winding 
is generated according to the Thomson effect due to different temperatures. The 
calculation formula of thermoelectric potential of single metal a is as follows: 

U = Sa(t1 − t2) (1) 

Since the average free path of electrons in copper and aluminum varies with 
temperature is opposite, which causes the direction of motion of electrons between the 
hot end and the cold end is also opposite. Therefore, the direction of the thermoelectric 
potential can be detected to determine whether the conductive metal is copper or 
aluminum. 

For the transformer whose conductive rod and lead row material is copper and 
the transformer winding material is aluminum, the detection principle is shown in 
Fig. 1, and the calculation formula of the Seebeck effect potential difference is as 
follows:
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Fig. 1 Schematic diagram 
of thermoelectric effect 

U = 
t2 ∫
t1 
(Sa(t) − Sb(t))dT (2) 

In the formula: 
Sa–Seebeck coefficient of conductor a, µV/K 
Sb–Seebeck coefficient of conductor b, µV/K 
t1–Temperature of contact 1, °C 
t2–Temperature of contact 2, °C 
If Sa and Sb do not change with temperature, the above formula can be expressed 

as follows 

U = (SA−SB)(t1−t2) (3) 

When the transformer winding material is aluminum, the thermal potential formed 
at both ends of the winding is: 

U = SCu−Al(t1 − t2) (4) 

Since the Seebeck coefficient of copper and aluminum is opposite, the absolute 
value of the relative Seebeck coefficient will be greater than the absolute value of 
the single metal. And the potential difference between the hot and cold ends will 
be larger than the single metal potential difference, so as to identify the transformer 
with false winding material. 

2.2 Detection Method of Thermoelectric Effect of Dry-Type 
Transformer 

The heating unit and temperature measurement unit are installed on the conductive 
rod of the dry-type transformer, and the microvolt meter is installed at the end of 
the conductive rod and the winding. The heating unit is installed on the conductive 
rod at one end of the tested winding and is in close contact with the conductive rod.
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The temperature measurement unit monitors the temperature on the conductive rod 
below the heating unit. The microvoltmeter is connected between the conductive rods 
at both ends of the tested winding. The thermoelectric potential measurement point 
should be the same as the temperature measurement position. The thermoelectric 
effect wiring of star-connected winding and delta-connected winding is shown in 
Fig. 2. 

Turn on the power supply of the heating unit to heat the conducting rod of the 
tested winding, and use heat conduction to form a temperature difference between 
the two ends of the tested winding. Heating can be stopped when one of the following 
conditions is met:

1) The temperature on the conductive rod is 120 °C ± 2 °C.  
2) The thermoelectric power is greater than 100 µV.

Fig. 2 Connecting scheme 
of thermoelectric effect 

(a) star connection 

(b) delta connection 
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3) The temperature change within 3 min is not more than 5 °C. 
4) The change of thermoelectric potential value within 3 min is not more than 5 µV. 

2.3 Test Result and Judgment Standard 

The Seebeck coefficients of copper and aluminum are calculated by Boltzmann 
equation [6]. It is known that the Fermi energies of copper and aluminum are 7.00 eV 
and 11.7 eV at 273 K [7]. Theoretical values of Seebeck coefficients of copper and 
aluminum at 273 K are 1.908 9 µV/K and − 2.142 1 µV/K [8], respectively, and 
the relative Seebeck coefficient between copper and aluminum is 4.051 0 µV/K. The 
above calculations are for pure metal materials. Transformer windings generally use 
enameled copper and enameled aluminum wires. The Seebeck coefficient is slightly 
different from the theoretical value. The measured values are shown in Table 1. 

It can be seen that the Seebeck coefficient of the combination between copper and 
aluminum is greater than 4 µV/K, and the Seebeck coefficient between enameled 
copper and enameled aluminum can reach 4.213 µV/K. Pure copper combinations 
are less than 1 µV/K. Due to the short length of the transformer winding and the 
small specific heat capacity of the metal[9], the temperature difference between the 
two ends of the winding should not exceed 30 K after heating, that is, the potential 
difference between the copper windings should not be greater than 30 µV. If the 
potential difference exceeds 100 µV, it can be basically judged that the transformer 
is aluminum instead of copper false winding. 

In the case of reasonable consideration of the margin, it is considered that when 
the heating stop condition is satisfied [10], the thermoelectric potential value is less 
than 40 µV to be judged as copper material and higher than 100 µV to be judged as 
aluminum material [11].

Table 1 Relative Seebeck 
coefficient Metal material Relative Seebeck coefficient 

(µV/K) 

Copper conductive rod-pure 
copper wire 

0.4411 

Copper conducting rod -
enamelled copper winding 

07,182 

Enameled copper winding-pure 
copper wire 

0.1241 

Copper conductive rod-pure 
aluminum wire 

4.053 

Copper conductive rod -
enamelled aluminum winding 

4.213 

Enameled copper winding -
enamelled aluminum winding 

4.001 
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3 Detection Example of Dry-Type Transformer 
Thermoelectric Effect Method 

In 2022, a power supply bureau in South China disassembled several faulty trans-
formers produced by Guangzhou dry-type transformers to check their internal 
winding materials. It was found that the winding was made of aluminum except for 
the conductive rod and lead bar, and the fault transformer nameplate was not marked 
as aluminum winding transformer. Subsequently, a typical in-service transformer of 
the manufacturer was selected for routine project and thermoelectric effect material 
detection, and the winding material and operation situation were comprehensively 
analyzed to formulate corresponding control measures. 

3.1 Thermoelectric Effect Detection Method of Winding 
Material 

According to the method described above, the thermoelectric effect is detected. 
According to the judgment basis, the thermoelectric potential at the end of heating is 
lower than 40 µV for copper material, higher than 100 µV for aluminum material, 
and the thermoelectric potential is 40 µV-100 µV, which should be judged compre-
hensively with examples. When the winding of the transformer stops heating up, 
the thermoelectric potential is 142 µV, and the thermoelectric potential is always 
higher than 40 µV during the cooling process. It is judged that the transformer is an 
aluminum transformer (Table 2).

3.2 Electrical Test Items 

The conventional electrical testing items such as insulation resistance, DC resistance, 
ratio and withstand voltage of the transformer are carried out. According to the 
requirements of ‘China Southern Power Grid Power Equipment Maintenance Test 
Regulations ‘[9] and’ Technical Parameters and Requirements of 6 kV ~ 35 kV Dry 
Aluminum Winding Power Transformer ‘[10], the direct resistance and ratio of each 
gear of the transformer meet the relevant requirements. There is no significant change 
in insulation before and after AC withstand voltage, and the conventional test items 
are judged to be qualified.
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Table 2 Measured data of dry-type transformer by thermoelectric effect method 

Testing time 2022.5.20 Ambient 
temperature / 
humidity 

28°C/50% 

Transformer 
model 

SCB10-400/10 manufacturer Guangzhou Dry type 

Transformer 
number 

110S02F3 Test winding AB winding 

Test equipment 
model 

BY200 Test equipment 
number 

00,112 

Stop heating 
time 

Temperature 
difference at both 
ends 

Thermoelectric 
power value 

Remark 

0 39 142 The phase A conductive rod was 
heated to 120 °C and then stopped 
heating. The temperature difference 
and thermopower of the phase AB 
conductive rod were monitored 

3 34 131 

6 29 120 

9 25 115 

12 22 89 

15 20 81 

18 18 73 

21 16 71 

24 12 66 

27 11 59 

30 10 54

3.3 Transformer Temperature Rise and Capacity Verification 

According to the judgment basis of ‘Part 2 temperature rise of power transformer, the 
normal temperature rise limit of transformer with insulation heat resistance grade 
F under continuous rated capacity steady state is 100 K, and the temperature rise 
results meet the requirements. The temperature rise results are shown in Table 3. 

According to the ‘ 35 kV and below voltage level power transformer capacity 
evaluation guidelines, the deviation between the measured short-circuit impedance 
of 3.9844% and the standard short-circuit impedance of 4% corresponding to the 
preset capacity (400 kVA) is within ± 10%, and the temperature rise results meet

Table 3 Temperature rise 
test results High voltage 

winding 
temperature rise 

Temperature rise of 
low voltage winding 

Iron core 
temperature rise 

88.17 K 85.33 K 72.4 K 
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the requirements. It is judged that the preset capacity of 400kVA is the transformer 
capacity. 

However, the measured no-load loss is 1043.71 W, which is higher than the 
requirement that the technical parameters and requirements of the 6 kV ~ 35 kV dry 
aluminum winding power transformer are not more than 980 W. The no-load loss 
of the transformer exceeds 6.5%, which will cause the transformer loss and heat. If 
the transformer load is not controlled and the cooling device is used reasonably, the 
insulation aging speed will be accelerated and eventually lead to failure. 

3.4 Silicon Steel Sheet and Epoxy Resin Detection 

The silicon steel sheet of the dry-type transformer was sampled and tested. The 
vernier caliper was used to measure the average thickness of the silicon steel sheet 
to be 0.35 mm. The silicon steel sheet sample of 3 cm × 3 mm was cut out, and the 
two sides of the sample were ground with sandpaper to remove the insulating layer 
and expose the metal luster. The treated silicon steel sheet was subjected to a direct 
reading spectral composition analysis test, and the test results are shown in Table 4. 

The test results meet the relevant technical requirements for the thickness, rough-
ness and composition content of silicon steel sheet in ‘full process cold rolled 
electrical steel. 

Trichloromethane was used as solvent for epoxy resin sampling and detection, and 
epoxy equivalent was detected by 0.1 N perchloric acid standard titration solution. 
The content of inorganic chlorine was determined by titration with 0.002 N silver 
nitrate solution using acetone as solvent. The content of easily saponified chlorine 
was determined by 0.01 N silver nitrate titration using butyloxyethanol as solvent. 
The test results are as follows: Table 5. 

Table 4 Chemical composition content of silicon steel sheet (Unit wt%) 

C Si Mn P S Cu Fe 

Sample 1 0.0410 3.1434 0.2301 0.0087 0.0047 0.4505 Margin 

Sample 2 0.0245 2.9330 0.1911 0.0128 0.0096 0.3208 Margin 

Average 0.0327 3.0382 0.2106 0.0107 0.0072 0.3857 Margin 

Table 5 Test results of epoxy 
resin Epoxide 

equivalent 
g/mol 

Inorganic 
chlorine 
W/% 

Easy 
saponification 
chlorine 
W/% 

Sample 1 213.5 0.0051 0.2101 

Sample 2 222.1 0.0049 0.1933 

Average value 217.8 0.005 0.2017
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The test results meet the relevant technical requirements of epoxy resin for 
EP01551 310 pouring in ‘bisphenol A epoxy resin’. 

4 Operation and Maintenance Strategy of Aluminum Core 
Transformer 

Through the analysis of multiple faults and the detection of the equipment in opera-
tion, it is found that the nine dry-type transformers produced by Guangzhou Dry-Type 
Transformer Factory are all aluminum-core transformers. The transformers produced 
by the factory in operation have the hidden danger of winding material fraud. It is 
necessary to formulate a special operation and maintenance strategy for the batch of 
transformers to reduce the recurrence of similar faults. At the same time, it is neces-
sary to strengthen the control of network access detection to avoid similar equipment 
flowing into the distribution network again. 

4.1 Strengthen Dry Operation and Maintenance 

Strengthen load rate monitoring. When the monthly average load rate of dry-
type distribution transformers exceeds 60%, an infrared temperature measurement 
monitoring equipment status should be carried out. 

Shorten the infrared temperature monitoring cycle. Focusing on the winding 
temperature of dry distribution transformer, infrared imaging temperature measure-
ment is carried out once a month for dry transformers over 100 °C, and infrared 
imaging temperature measurement is carried out once a quarter for other dry trans-
formers. When the relative temperature difference is greater than 35%, general defect 
treatment should be reported. When the hot spot temperature exceeds 130 °C ( SC 
type) or 140 °C ( SG type), emergency defect treatment should be reported. 

Carry out partial discharge test. Conditional units, complete a dry distribution 
transformer dry partial discharge test every six months. 

Implement cooling device operation and maintenance. Check the dry-type distri-
bution transformer fan, and deal with the fault as soon as possible to ensure that the 
cooling device is available. Before the fault fan is completed, the field should be 
equipped with an additional fan to help the transformer cool down. At the same time, 
the temperature controller is checked and adjusted, and the starting temperature is 
adjusted to 80 °C.
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4.2 Strengthen the Control of Dry Transformer Access 
Network 

The technical specifications of the 10 kV dry-type transformer of the network 
company do not clearly require that the dry-type transformer must cool the fan, 
which is selected by the user and responded by the manufacturer. The normal opera-
tion of the fan helps to reduce the operating temperature of the dry change. Therefore, 
the transformer standardization working group of the network company is reported, 
and it is proposed that the dry-type transformer must be equipped with a cooling fan. 

At present, there is no requirement for testing materials in dry-type transformer 
network test. In order to prevent similar risks, the control gate is moved forward, and 
the dry transformer of the new network is carried out. Each batch of products of each 
manufacturer carries out the thermopower material test to eliminate the aluminum 
generation of copper transformer. 

5 Conclusions 

Aiming at the problem that the dry-type transformer generally needs to destroy the 
external epoxy resin insulation layer to detect the internal winding material, this 
paper studies the dry-type transformer winding material detection technology based 
on the thermoelectric effect, and proposes a method and its judgment standard for 
detecting the internal winding material without destroying the dry-type transformer 
insulation. 

The material analysis, capacity check, epoxy resin silicon steel sheet detection 
and other tests were carried out on the transformer with batch winding material fraud 
found in a power supply bureau in South China. Combined with the test results, 
the corresponding control measures were put forward for the batch transformer. In 
summary, the feasibility of the detection method demonstrated in this paper provides 
a detection example and corresponding risk control measures, which provides an 
effective method for the detection and application of dry-type transformer winding 
materials. 
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Prediction of Dissolved Gas 
Concentration in Transformer Oil Based 
on WPD-CSO-LSTM Model 

Zhang Miao, Mo Wenjun, Fan Jingmin, Cao Yunfei, Feng Lutao, 
and Tan Zhichao 

Abstract Power transformers are important equipment in the grid system. The 
dissolved gas in the transformer oil can be used as an important basis for trans-
former condition prognosis. In order to solve the problems that the hyperparam-
eters of the traditional recurrent neural network model are difficult to determine 
and the number of subseries of the original gas concentration decomposition is too 
large, which leads to large errors in the prediction results, this paper proposes a 
method to predict the dissolved gas concentration in transformer oil based on wavelet 
packet decomposition and crisscross optimization to optimize the long short-term 
memory model. Firstly, wavelet packet decomposition is used to decompose the orig-
inal concentration sequences of dissolved gases. Then, the hyperparameters of long 
short-term memory network are optimized by crisscross optimization. Finally, the 
WPD-CSO-LSTM model is constructed to predict the subseries and obtain the final 
predicted values. The analysis results show that the model overcomes the premature 
phenomenon of particle swarm optimization. With the same number of iterations, 
the proposed model can accurately predict the trend of dissolved gas concentration 
in transformer oil and has a better fit than other optimization algorithm models. 

Keywords Dissolved gas in oil · Wavelet packet decomposition · Long short-term 
memory network · Crisscross optimization · Concentration prediction 

1 Introduction 

Power transformer is one of the most critical equipment in power system, ensuring the 
safe and stable operation of transformer is an important subject in the field of power 
equipment [1]. When the transformer works, the insulating oil and solid materials 
inside the transformer are affected by high temperature, strong electric field and 
oxidation, which will produce a small amount of gas dissolved in the insulating
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oil, including H2, CH4, C2H6, C2H2, C2H4, CO and CO2. Therefore, it is of great 
significance to evaluate the future operation status of power transformers, predict the 
latent faults of transformers and master the development trend of transformer health 
status to establish a prediction model of dissolved gas in oil and predict the future 
operation data of transformers by using the historical monitoring data in the operation 
process of transformers. Dissolved Gas Analyses (DGA) is widely used to detect 
incipient faults in oil filled power transformers [2]. At present, DGA has become 
the most mainstream method for early fault diagnosis of transformers. Prediction 
of dissolved gas concentration in transformer oil can predict the operation status of 
transformer and reduce the incidence of accidents, which has important engineering 
significance. 

Scholars at home and abroad have conducted a series of studies on the prediction 
of dissolved gas concentration in transformer oil, mainly using traditional prediction 
methods and artificial intelligence algorithms. The traditional prediction methods 
mainly include gray model [3] and time series model [4], etc. Artificial intelli-
gence algorithms mainly include support vector machines [5] and extreme learning 
machines [6], etc. With the development of deep learning, neural networks have 
also been applied in DGA. Ke-jin Liu et al. proposed a combined prediction method 
of dissolved gas concentration in transformer oil using particle swarm optimization 
(PSO) and LSTM networks [7]. 

The combination of pattern decomposition algorithm and machine learning can 
further explore the potential information of the original data sequence. Chen Tie 
et al. proposed a method for predicting dissolved gas in transformer oil combining 
empirical modal decomposition, granger causality test, and long-short time memory 
network network, which can improve the prediction accuracy of dissolved gas in 
oil [8]. All of the above literature can achieve the prediction of dissolved gas in 
transformer oil, but there are two problems: on the one hand, the hyperparameters of 
the LSTM model are difficult to determine, and the number of iterations to optimize 
the parameters of the LSTM neural network using PSO is time-consuming. At the 
same time, PSO also has the disadvantage of converging to a locally optimal solution. 
On the other hand, the combined “decomposition-prediction-reconstruction” model 
is widely used in DGA research, but the common time series decomposition methods, 
such as wavelet decomposition (WD), have too many decomposed subsequences, 
greatly increasing the model complexity and calculation scale. 

In view of the above research background, this paper proposes a combination 
prediction model based on wavelet packet decomposition (WPD) and crisscross opti-
mization (CSO) algorithm to optimize the LSTM network model. Firstly, the WPD 
algorithm is used to decompose the original gas concentration into subsequences of 
multiple frequency components. Then, two key parameters in the LSTM model are 
optimized iteratively using CSO algorithm. Finally, the model is used to predict each 
subsequence and reconstructed to obtain the final predicted gas concentration. The 
results of numerical examples show that the prediction model proposed in this paper 
can have higher prediction accuracy and track the variation trend of dissolved gas 
concentration more accurately under the same number of iterations.



Prediction of Dissolved Gas Concentration in Transformer Oil Based … 111

2 Wavelet Packet Decomposition 

The content of dissolved gas in transformer oil is an important index to judge the 
running state of transformer oil. The content of dissolved gas in transformer oil is 
an important index to judge the running state of transformer oil. However, under 
the action of high temperature and strong electric field, the dissolved gas is non-
stationary and nonlinear. Therefore, it is necessary to decompose and reconstruct the 
dissolved gas sequence in transformer oil. However, common time series decom-
position methods decompose too many subsequences, greatly increasing the model 
complexity, which is not conducive to the prediction of gas content in a short time. 

WD is a widely used time–frequency analysis tool, mainly through the telescopic 
translation operation to gradually multi-scale refinement of the signal, and finally 
achieve the purpose of time subdivision at high frequencies and frequency subdivision 
at low frequencies. However, WD ignores the high frequency part of the signal. WPD 
is derived from WD. WPD decomposes the low frequency subsets of the signal while 
continuing to decompose the high frequency subsets. WPD provides more accurate 
signal analysis, and it divides the time–frequency plane more accurately than WD. 
It has been used in various temporal data decomposition [9, 10]. 

Wavelet packet in WPD is defined as: {h0k}k∈Z and {h1k}k∈Z is an orthogonal 
mirror filter, the two-scale formula is shown in formula 1: 

⎧ 
⎨ 

⎩ 

W2n(t) = 
√
2

∑

k∈Z 
h0k Wn(2t − k) 

W2n+1(t) =
√
2

∑

k∈Z 
h1k Wn(2t − k) 

(1) 

when n = 0, W0(t) is the scale function, and the function sequence {Wn(t)}n∈Z 
corresponding to the scale function is the wavelet packet. 

A typical two-layer wavelet packet decomposition is used in this paper, and its 
schematic diagram is shown in Fig. 1. 

As shown above, Q is the original gas concentration sequence, and Q(2,0), Q(2,1), 
Q(2,2) and Q(2,3) are the components after undergoing two decompositions.

Fig. 1 Two-layer wavelet 
packet decomposition 
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3 Long Short-Term Memory 

Long short-term memory Network is a special implementation of Recursive Neural 
Network (RNN). Since RNN tends to produce gradient disappearance during back 
propagation, its hidden layer is improved. The concept of time sequence is introduced 
on the basis of RNN neural network, so that the output of the last moment can 
directly affect the input of the next moment. Thus, LSTM networks with significant 
application in processing and predicting time series with long intervals and delays 
are obtained. 

LSTM is updated on the basis of RNN, and input gate, forgetting gate and output 
gate are added in the hidden layer. It can compare the memory information with the 
current information, and learn the information by setting the valve size to control the 
degree of memory or forgetting, so as to alleviate the problem of gradient explosion 
and disappearance in the process of RNN model training [11]. The unit structure 
diagram is shown in Fig. 2. 

The model contains three inputs: the input sample xt at the current time, the 
short-term memory information ht-1 at the previous time and the long-term memory 
information Ct-1 at the previous time. There are three input gates for the current 
information and the output gate for the left information. They are the forgetting gate 
f t , the input gate it and the output gate Ot . The calculation formula (2) is as follows:  

⎧ 
⎨ 

⎩ 

ft = σ(w  f · [ht−1, xt ] +  b f ) 
it = σ(wi · [ht−1, xt ] +  bi ) 

Ot = σ(wO · [ht−1, xt ] +  bO ) 
(2) 

where w, b is the weight matrix and bias vector of the control gate, σ is the Sigmoid 
activation function. After the outputs of the three control gates are calculated from the 
above formula, the long-term memory information Ct , short-term memory informa-
tion ht and the final output yt of the unit can be further calculated. Tanh is hyperbolic 
tangent activation function and * is Hadamard product. The calculation formula (3) 
is as follows: 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

C̃t = tanh(wc · [ht−1, xt ] +  bc) 
Ct = ft ∗ Ct−1 + it ∗ C̃t 

ht = ot ∗ tanh(Ct ) 
yt = wyht + by 

(3)

Fig. 2 Long short-term 
memory network structure 
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4 Crisscross Optimization Algorithm 

Crisscross optimization algorithm is a newly developed heuristic algorithm proposed 
by Meng, A [12, 13]. Its main characteristics are two kinds of interactional crossover 
operators, namely horizontal crossover operator and vertical crossover operator. The 
former uses half of the population to search for new solutions in an independent 
hypercube with a high probability, while searching in their respective peripherals 
with a low probability. This cross-border search method can reduce the search blind 
spots and enhance the global search capability. The latter plays an important role 
in maintaining population diversity and promoting stagnation dimension to jump 
out of local minimum through a unique transboundary way. In CSO algorithm, the 
population in which the 2 operators alternately breed offspring individuals at each 
iteration is called the mean solution, and only those offspring individuals who are 
more suitable than the parent can survive in the new generation. Obviously, CSO 
algorithm maintains the individual optimal solution from generation to generation, 
greatly speeding up the convergence process of the population. 

Horizontal crossover is a cross-boundary search mechanism that ensures global 
search capability and operates on all dimensions between two different individuals. 
Suppose there is a population H, the i-th parent H i and the j-th parent H j perform 
transverse crossover operation in the d dimension, The expression (4) and (5) of the  
mean solution (descendant individual) obtained by the crossover is: 

Sh(i, d) = r1 H (i, d) + (1 − r1)H ( j, d) 
+c1(H (i, d) − H( j, d)) 

(4) 

Sh( j, d) = r2 H ( j, d) + (1 − r2)H (i, d) 
+c2(H ( j, d) − H (i, d)) 

(5) 

where r1 and r2 are random numbers between [0,1]; c1and c2 are random numbers 
between [−1,1]. Sh(i, d) and Sh( j, d) are two newly generated mean solutions. 

Longitudinal crossover is aimed at two random dimensions of all individuals, and 
the crossover operator is used to complete the crossover operation with a certain 
probability pv. The most important characteristic of this crossover method is to 
keep the diversity of the population and prevent the population from convergence 
stagnation and falling into local optimum. Supposing that d1 and d2 are two different 
dimensions of individual i. According to Eq. (6), the mean solution is generated 
through longitudinal crossover. 

Sv(i, d1) = r H  (i, d1) + (1 − r )H (i, d2) (6) 

where r ∈ (0,1); i ∈ (1, M); d1, d2 ∈ N(1, D); M is population quantity; D is 
the dimensional quantity of the population. Sv(i, d1) is the newly generated mean 
solution.
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The competitive operator mainly gives the opportunity of competitive selection 
between offspring population and parent population. The offspring can only be 
preserved when they have better performance than the parent, so that the population 
can quickly converge and achieve global optimization. It is this kind of double cross 
and competition mechanism that makes CSO algorithm have powerful searching 
ability. The number of hidden layer nodes m and the initial learning rate rlr in LSTM 
network have great influence on the prediction results. The crisscross algorithm 
performs better than other swarm intelligence algorithms in the optimization process. 
Therefore, the crisscross algorithm is proposed to optimize the m and rlr parameters 
of LSTM. 

5 Network Prediction Model Based on WPD-CSO-LSTM 

The previous section decomposed the nonlinear gas concentration into multiple 
subsequences, which are now input into the CSO-LSTM network prediction model. 
The specific modeling process is shown in Fig. 3. Where i is the number of iterations 
and imax is the maximum number of iterations.

The specific steps are as follows: 
Step 1: The data of 7 gases dissolved in transformer oil are used as the input of 

the model and decomposed into multiple sub-series using the WPD algorithm. 
Step 2: Normalize the subsequence and map the data between [0,1]; Further, divide 

the data samples into the training set and test set according to the ratio of 9:1. The 
normalized formula (7) is  

x∗ = x − xmin 

xmax − xmin 
(7) 

where x* is the normalized data; xmax, and xmin are the maximum and minimum 
values of the data set respectively, and x is the original data. 

Step 3: Initialize the number of LSTM neurons m, the range of values of the 
learning rate rlr, and the CSO parameters. 

Step 4: The model is trained using the training set, and the average root mean 
square error of the prediction results is used as the fitness value of each particle. 

Step 5: The particles are crossed horizontally and vertically in turn. The location 
and information of the optimal particle, as well as the optimal local solution, and 
global optimal solution of each iteration, are recorded. 

Step 6: If the maximum number of iterations is reached, output the optimal 
parameters m and rlr; otherwise, return to Step 4. 

Step 7: The optimal parameters are applied to the LSTM model, and the 
subsequences are reconstructed to obtain the true predicted values of the seven gases.
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Fig.3 Flow chart of WPD-CSO-LSTM

6 Example Analysis 

6.1 Prediction Model Evaluation Index 

In this paper, three evaluation indexes were selected to verify the prediction effect of 
the WPD-CSO-LSTM network model and other network models, including root 
mean square error (RMSE) and mean absolute percentage error (MAPE). The 
calculation formula is shown in formulas (8) to (9): 

ERM SE  =
[
|
|
|1 

n 

n∑

i=1 

(ypre − y) (8) 

EMAP  E  = 
1 

n 

n∑

i=1

|
|
|
|
ypre − y 

y

|
|
|
| (9)
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where: ypre is the predicted value, y is the real value, and y is the average value of 
the real value. 

6.2 Partition of Data Sets 

To verify the accuracy of the WPD-CSO-LSTM prediction model, chromatographic 
monitoring data of a 330 kV transformer oil are selected as an example. A total 
of 629 groups of monitoring data from January 10, 2020 to September 30, 2021 
with a monitoring period of 24 h are selected as data samples. In this study, the gas 
concentration units are unified as ppmv. 

The data set is divided into 10-time steps. 576 sets of monitoring data from January 
10, 2020 to August 7, 2021 are used as the training set, and 53 sets of monitoring 
data from August 8, 2021 to September 30, 2021 are used as the test set. Limited by 
space, this paper takes the time series data of dissolved C2H2 concentration in oil as 
an example for detailed analysis. 

6.3 Data Processing 

The WPD algorithm is used to decompose the concentration of ethylene gas into 
four subsequences, as shown in Fig. 4. 

(a)Acetylene original concentration           (b)Four subsequences after decomposition 

Fig. 4 WPD decomposition of C2H2
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6.4 Experimental Results and Analysis 

To verify the effectiveness of the model, the same training set, and the same number 
of iterations are used to train WPD-PSO-LSTM, WD-CSO-LSTM, and WPD-LSTM 
models respectively. Figure 5 shows a line graph of the predicted versus actual values 
for the 53 test sets from different algorithmic models. 

As can be seen from the figure, all the four algorithm models involved have good 
predictive performance. The WPD-CSO-LSTM prediction model proposed in this 
paper has a better prediction effect, and a better fitting ability for the actual data. The 
prediction curve obtained has the highest accuracy, and is consistent with the actual 
gas content change trend. 

The proposed model in this paper is compared with WPD-PSO-LSTM, WD-CSO-
LSTM, and WPD-LSTM, and the evaluation metrics are shown in Table 1. From  

the analysis, it can be obtained that compared to the WD-CSO-LSTM prediction 
model, the metrics ERMSE and EMAPE of the WPD-CSO-LSTM prediction model are 
reduced by 35.29% and 35.45%, respectively. This indicates that in WPD is better 
than WD algorithm in this paper. 

Compared with the WPD-LSTM prediction model, the WPD-CSO-LSTM predic-
tion model and WPD-PSO-LSTM prediction model have reduced the ERMSE metrics 
by 77.24% and 48.97%, and the EMAPE metrics by 78.08% and 49.40%, respectively. 
This indicates that optimizing the LSTM prediction model using the optimization

Fig. 5 Prediction results of 
different models 

Table 1 Evaluation index 
values of four models Prediction model ERMSE EMAPE/% 

WPD-CSO-LSTM 0.033 2.640 

WD-CSO-LSTM 0.051 4.090 

WPD-PSO-LSTM 0.074 6.094 

WPD-LSTM 0.145 12.044 
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Table 2 Evaluation indexes for each model prediction 

Type of gas Index Prediction model 

WPD-CSO-LSTM WD-
CSO-
LSTM 

WPD-
PSO-
LSTM 

WPD-LSTM 

1 CH4 ERMSE 0.084 0.166 0.146 0.227 

EMAPE/% 1.334 2.187 1.916 3.669 

2 C2H6 ERMSE 0.026 0.058 0.084 0.098 

EMAPE/% 0.406 0.914 1.420 1.577 

3 C2H4 ERMSE 0.025 0.041 0.068 0.080 

EMAPE/% 0.995 1.782 2.680 3.077 

4 H2 ERMSE 0.063 0.102 0.086 0.174 

EMAPE/% 0.996 1.843 1.445 3.077 

5 CO ERMSE 2.697 4.202 4.773 5.278 

EMAPE/% 0.592 0.915 1.062 1.314 

6 CO2 ERMSE 9.020 18.036 21.847 31.065 

EMAPE/% 0.430 0.978 1.157 1.599 

algorithm has better prediction results in dealing with time series problems, which 
reflects the necessity of parameter optimization for LSTM models. 

The WPD-CSO-LSTM prediction model has 55.41% and 56.68% lower ERMSE 

and EMAPE, respectively, compared with the WPD-PSO-LSTM prediction model. 
This indicates that the LSTM prediction model optimized by CSO algorithm 
improves the prediction accuracy under the same number of iterations. 

6.5 Experimental Results of Other Gas Concentration 
Prediction 

As can be seen from Table 2, compared with WPD-PSO-LSTM, WD-CSO-LSTM, 
and WPD-LSTM models, the prediction accuracy of dissolved gases in other oils is 
also higher. 

7 Conclusion 

This paper combines the current research hotspots in the field of deep learning, 
addresses the problems of insufficient accuracy of dissolved gas prediction in trans-
former oil and long prediction time of neural networks, and proposes a network 
model based on wavelet packet decomposition and longitudinal crossover algorithm



Prediction of Dissolved Gas Concentration in Transformer Oil Based … 119

to optimize the long and short term memory for tracking and predicting the change 
pattern of dissolved gas concentration in transformer oil in order to discover potential 
transformer faults faster. The following conclusions are drawn. 

1) The WPD method is used to decompose the original gas sequence in trans-
former oil, and both high-frequency components and low-frequency compo-
nents are properly processed to reduce the mutual interference between different 
time information. The overall prediction performance of the network model is 
improved, and the features of the original sequence are mined at a deeper level 
to reduce the prediction difficulty. 

2) Optimization of hyperparameters in the temporal attention mechanism LSTM 
network model using the CSO algorithm to improve the prediction accuracy 
of the LSTM network. The disadvantages of the PSO algorithm such as long 
iteration time and local convergence are solved. 

3) The experiments show that using the same dissolved gas concentration data set 
in oil and under the same iteration conditions, the WPD-CSO-LSTM model 
proposed in this paper can reach the optimal solution faster, with lower average 
relative error and higher prediction accuracy than the WD-CSO-LSTM, WPD-
PSO-LSTM and WPD-LSTM model. 
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Digital Twin Model of Air-Immersed 
Transformer Based on Electro-Thermal 
Simulations 

Hui Qin, Xin Lin, Qideng Luo, Hengwang Zhou, Jing Fu, Danyang Qu, 
and Lidan Chen 

Abstract A model-driven digital twin (DT) model of a certain type air-immersed 
transformer is proposed. First, a three-dimensional geometric model of the power 
transformer is built based on ANSYS Maxwell platform, including the iron core, 
windings, etc. Then, a digital model of the characteristic parameterization of the 
transformer in the digital space is established. The electromagnetic field and the 
temperature field based on ANSYS Workbench platform are coupled. Also, The 
temperature distribution of the air-immersed transformer core-winding module under 
six typical different working conditions is studied, and the hot spot location and 
temperature distribution rule under different working conditions are obtained. The 
simulation results of magnetic flux density, voltage and current under different oper-
ating conditions, losses and theoretical values show that the proposed DT model 
can effectively reflect the physical mechanism of the transformer. In addition, the
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simulated results show that the iron core temperature does not rise with the increase 
of the load rate and the winding temperature rises with the increase of the load rate. 

Keywords Air-immersed transformer · Digital twin (DT) · Electromagnetic 
thermal coupling · Finite element analysis 

1 Introduction 

With the in-depth integration of information technology and energy fields, the 
construction of digital power grid has become a current hot spot, which puts forward 
new requirements for power equipment [1]. The digital twin (DT) is considered to 
be one of the key technologies to promote the digital and intelligent development of 
the power equipment field [2]. The construction of a DT model of power equipment 
can realize the functions of self-diagnosis [3, 4], life cycle management [5], predic-
tive maintenance and other functions of power equipment, and can use DT model 
to simulate hundreds of future scenarios to understand the performance impact of 
different working conditions and other factors [6], so as to ensure power grid security, 
improve the level of power grid operation, promote the construction of digital power 
grid, and inject new vitality into the power system [7]. The research on DT of the 
power equipment is still in its infancy [8], and how to achieve digital twins of power 
equipment has become an urgent problem to be solved. 

At present, a lot of research on digital twins of power equipment has been carried 
out. In China, the joint team of Guizhou Power Grid Corporation and Xi’an Jiaotong 
University conducted a temperature field study on a distribution switchgear based 
on DT technology against the background that abnormal temperature status during 
the operation of the distribution switchgear would lead to safety hazards and affect 
the reliability of power supply. The authors in [9] established the DT calculation 
process and simulation model of the side casing of the converter transformer valve-
side bushing based on the field data, and verified the accuracy of the model through 
the temperature rise test. In [10], the authors propose a reconstruction method of the 
GIS barrel DT model based on real site cloud data, and establish four typical fault 
conditions, then the temperature change is simulated based on ABAQUS software. 

As one of the important power grid equipment, relevant enterprises and researchers 
have also carried out research on the DT model of power transformers. The authors 
of [11] proposed a multi-physics DT implementation method for oil-immersed trans-
former based on Microsoft Azure IoT and ANSYS Twin Builder, which calculated the 
real-time temperature field distribution of transformer cores and windings by using 
the real-time simulation results of the DT model. Considering the transformer elec-
trothermal characteristic parameters such as transformer winding current, winding 
hot spot temperature and oil temperature, a short-circuit fault identification method 
between turns of oil-immersed transformer based on electrothermal characteristic 
fusion analysis is proposed in [12].
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This paper applies the DT technology to the construction of the working char-
acteristic model of the air-immersed transformer. The core-winding module of the 
air-immersed transformer is modeled and simulated by coupling the electromagnetic 
field and the temperature field based on ANSYS Workbench platform. The magnetic 
flux and loss parameters of the air-immersed transformer core and the winding 
module under different working conditions and the distribution of the temperature 
field are obtained, and the DT simulation model of the operating characteristics of 
the air-immersed transformer is realized. 

2 DT Modeling Scenario and Parameters 

2.1 The Overall Scenario for DT Modeling and Simulation 

The overall scenario flowchart for digital twin modeling and simulation of air-
immersed transformer is shown in Fig. 1. 

The development of the digital twin of the power transformer was completed in 
four main steps. First, physical object is selected, then the structural parameters and 
electrical parameters are obtained. Second, the three-dimensional geometric model 
of the power transformer will be built by ANSYS Maxwell software in which the 
‘RMxprt’ module is used. In addition, to derive the mechanism of the transformer, 
we adopt the automatic meshing. Third, the electrical and temperature field simula-
tion are proposed. Finally, the 2th level DT integration model of the transformer is 
completed based on the above three steps. The electromagnetic characteristics and 
temperature characteristics and geometric modeling are modeled and verified.

Fig. 1 The overall flowchart for model-driven DT model of the air-immersed transformer 
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Table 1 Detailed electrical parameters of the air-immersed transformer 

Type Value Type Value 

Rated voltage 6.3/20 kV Rated capacity 1770 kVA 

Number of phases 3 Rated current 93/47 A 

Number of the junction group YNd11 Rated frequency 50 Hz 

Tap range ± 4 × 2.5% Heat resistance rating of insulation F 

Table 2 Detailed structural parameters of the air-immersed transformer 

Low voltage windings Value High voltage windings Value Iron core Value 

Winding height /mm 1460 Winding height /mm 1460 The iron leg to the 
center distance/mm 

1200 

Inner radius /mm 283 Inner radius /mm 440 Core height/mm 2196 

Outer radius /mm 370 Outer radius /mm 555 

Turns 113 Turns 223 

2.2 The Parameters of the Air-Immersed Transformer 

In this work, we build a DT model for an air-immersed transformer at level 2 [13]. 
We selected an air-immersed transformer with rated voltage of 6.3/20 kV and rated 
capacity of 1770kVA. The electrical parameters and structural parameters of the 
air-immersed transformer used in this paper are shown in Table 1 and Table 2. 

3 Digital Twin Model of Air-Immersed Transformers 

The operating characteristics of air-immersed transformers mainly include electro-
magnetic characteristics and temperature characteristics [14]. This section models 
these two operating characteristics by ANSYS Maxwell software and ANSYS 
Thermal modules. 

3.1 Model Building and Meshing 

To reduce the workload of pre-modeling and optimize modeling efficiency, the 
ANSYS Maxwell platform’s built-in module library "RMxprt" [15] is used, which 
provides users with dozens of common design templates such as iron cores and coils. 
It is modeled according to the core-winding parameters in Table 1 and Table 2. This  
paper uses the element length-based method for meshing, the solution area (blue
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rectangular box) sets the maximum value of the meshing element to 8000, and the 
core-winding model sets the maximum value of the meshing element to 80,000. 

Load and Boundary Conditions Setting. The heat source of the air-immersed 
transformer is mainly determined by the internal core-winding loss. Maxwell 3D’s 
calculated loss values are transmitted from the Solution to the Transient Thermal 
module as heat inputs via a coupling link. The heat dissipation method is mainly based 
on air convection heat dissipation, which mainly sets the convective heat dissipation 
setting of the iron-winding model as a whole, and sets the heat dissipation coefficient 
to 10W/m2·°C, and the initial temperature is set to 22 °C. With reference to the 
temperature field simulation principle, the model is set for thermal radiation, and two 
main aspects are mainly set: 1) thermal radiation of the iron core to the low-voltage 
winding; 2) Low-voltage winding to high-pressure winding thermal radiation. 

3.2 Modeling of Electromagnetic Characteristics 

Electromagnetic Calculations Based on Finite Element Analysis. The finite 
element analysis method is used to calculate the electromagnetic field, which divides 
the magnetic field to be studied into multiple sub-magnetic fields, and combines the 
Maxwell equation and the initial and boundary conditions to calculate these sub-
magnetic fields independently, thereby simplifying the electromagnetic problem and 
improving the efficiency of the solution. When solving the problem of the edge value 
of the electromagnetic distribution in the electromagnetic field, the partial differential 
equation used is derived from Maxwell’s equation, which is shown in (1). 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫∫

©
S

�Dd �S = q
∫∫

©
S

�Bd �S = 0
∫∫

©
S

�Ed�l = −
∫∫

©
S 

∂ �B 
∂t 

d �S
∫∫

©
S

�Hd�l = I +
∫∫

©
S 

∂ D 
∂t 

d �S 

(1) 

where D is the electrical induction intensity; B is the magnetic induction intensity; 
E is field strength; H is the magnetic field strength; q is the amount of charge in the 
electromagnetic field, and I is the current. 

Core Loss. Core losses consist mainly of hysteresis losses, eddy current losses, and 
additional losses. In general, the value of the additional loss is very small compared 
to the above two losses, so the additional loss value is generally ignored in the 
calculation. The formula for calculating iron loss is shown in (2).



126 H. Qin et al.

PFe  = Ph + Pe = Kh B
2 
max f + Kc(Bmax f )

2 (2) 

where PFe  is the iron loss; Ph is the hysteresis loss; Pe is the eddy current loss; Kh 

is the hysteresis loss coefficient; B is the magnetic flux density; f is for frequency; 
Kc is the eddy current loss coefficient. 

Winding Loss. The windings of air-immersed transformers are mainly made of 
copper materials, so the loss of the windings generally refers to the loss caused by 
the resistance of the copper material. Its loss is proportional to the resistor R and 
proportional to the square of the current (I 2). Then, the winding loss calculation 
formula can be shown in (3). 

PDC = 3I 2 1n R1,120 ◦C + 3I 2 2n R2,120◦C (3) 

where PDC is for the winding coil loss; I1n is the primary side current; I2n is the 
secondary side current; R1,120 ◦C is a primary side resistor; R2,120 ◦C is a secondary 
side resistor. 

3.3 Modeling of the Temperature Characteristics 

The temperature characteristic modeling is divided into two categories: steady-state 
and transient, and the temperature field is mainly an analysis of its heat transfer [14]. 
In general, heat transfer is divided into three forms, and the model is constructed as 
follows: 

Heat Conduction. Heat transfer exists between two units that are in contact with 
each other and have different temperatures. For air-immersed transformers, it refers 
to the process of transmitting heat production between the core and windings of the 
loss, which can be described in thermodynamics by Fourier’s law of heat transfer, as 
shown in Eq. (4). 

q = −λ 
∂t 

∂x 
n (4) 

where q is the heat flow density, in W
/
m2; λ is the thermal conductivity, in W

/
m · k. 

Thermal Convection. Thermal convection occurs in fluids (such as air, liquids, 
etc.), where heat transfer occurs due to the intermingling of fluids with different 
temperatures. Due to the large temperature difference between the gas and the air 
on the heat-producing surface of the air-immersed transformer, the phenomenon 
of thermal convection occurs. Thermal convection processes can be described in 
thermodynamics by Newton’s law of cooling, as shown in (5) and (6). 

q = h · (
tw − t f

)
. . .

(
tw > t f

)
(5)
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q = h · (
t f − tw

)
. . .

(
tw < t f

)
(6) 

where q is the convection heat transfer coefficient, in W
/
m2 · k; tw is the solid 

temperature; t f is the fluid temperature. 

Thermal Radiation. Thermal radiation dissipates heat in the form of electromag-
netic waves. For air-immersed transformers, the thermal radiation process mainly 
occurs in two aspects: 1) the iron core radiates heat to the low-voltage windings; 
2) Low-voltage windings radiate heat to high-pressure windings. The description of 
thermal radiation in thermodynamics is shown in Eq. (7). 

P = εδT 4 (7) 

where P is radiated power;ε is the emissivity; δ is the Stefan-Boltzmann constant. 

4 Simulation Analysis 

4.1 Electromagnetic Field Simulation 

Settings. The excitation settings of low-voltage windings and high-voltage windings 
is shown as Fig. 2. In addition, the ANSYS Maxwell 3D solver is used, the simulation 
time is set to 40 ms, the simulation step is 0.0005 s, a total of 80 simulation cycles, 
at this time the air-immersed transformer is considered to have reached a stable 
operating state.

Electromagnetic Field Simulation Analysis. Through an ANSYS Maxwell 3D 
analysis, the magnetic flux density and magnetic field line distribution are obtained. 

In this paper, the simulation models of six typical working conditions (25% load 
rate to 150% load rate) are set by external circuit excitation, and the simulation 
values and theoretical values of the secondary lateral line voltage and secondary 
lateral current under the six operating conditions are shown in Table 3 and Table 4.

The core loss simulation results are shown in Fig. 3, and it can be seen that the 
eddy current loss and hysteresis loss change periodically from 20 ms (40 cycles), 
and the core loss begins to stabilize.

4.2 Temperature Field Simulation 

Combined with the operation of the air-immersed transformer and the complexity of 
this model, in order to make the simulation effect fully presented, the simulation is
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Fig. 2 External circuit excitation settings

Table 3 Line voltage of the 
secondary lateral Load rate The simulated 

value (kV) 
Theoretical 
value (kV) 

Relative error 
(%) 

25% 20.61 20 3.05 

50% 20.65 20 3.25 

75% 20.86 20 4.3 

100% 20.66 20 3.3 

125% 20.61 20 3.05 

150% 20.97 20 4.85 

Table 4 Line current of the 
secondary lateral Load rate The simulated 

value (kV) 
Theoretical 
value (kV) 

Relative error 
(%) 

25% 12.14 11.9 2.02 

50% 25.1 23.8 5.46 

75% 35.2 35.6 1.12 

100% 48.78 47 3.78 

125% 59.52 59.4 0.202 

150% 72.7 71.3 1.96

controlled by transient Thermal’s built-in program, and the simulation time is set to 
1.44e+005 s, the minimum step size is 0.001 s, and the maximum step size is 1800 
s.
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Fig. 3 Simulation results for core loss

Model Coupling and Division. Due to the asymmetry of the electromagnetic field 
analysis part, the loss of thermogenesis is asymmetrical, and then the temperature 
field analysis part is also asymmetrical, so it is necessary to use Maxwell 3D for direct 
coupling with Transient Thermal. The direct coupling method uses coupled variables 
to solve all physics at once to obtain results for all physics. The geometry, material 
properties, and losses of the Maxwell 3D platform are coupled to the Transient 
Temperature Field Analysis Module in the form of data. 

In order to improve the accuracy of the transient temperature field calculation and 
analysis, the core-winding is meshed. This paper uses automatic meshing, which is 
divided into 115,248 nodes and 64,907 cells, as shown in Fig. 4. The quality factor 
of the unit of the meshing quality index ranges from 0 to 1, and the value of 1 is 
the best. The unit mass factor of 90.45% in this paper is greater than 0.6, which is 
basically concentrated near 0.85, so it is considered to be calculatable. 

Fig. 4 Meshing for the transformer



130 H. Qin et al.

Temperature Field Simulation Analysis. Through transient thermal analysis, the 
overall temperature distribution of the air-immersed transformer is obtained. The 
overall temperature, core temperature, low-voltage winding temperature and high-
voltage winding temperature distribution of the rated working conditions of the air-
immersed transformer are shown in Fig. 5. It can be seen that the overall temper-
ature tends to stabilize when the simulation reaches 5e+004 s. The maximum 
overall temperature is 99.953 °C while the minimum temperature is 57.437 °C. 
The maximum temperature of the iron core is 78.33 °C, the minimum temperature 
is 57.437 °C. The maximum temperature of the low-voltage winding is 72.932 °C, 
the minimum temperature is 72.148 °C, and the maximum temperature of the high 
voltage winding is 99.953 °C, and the minimum temperature is 98.511 °C.

From the temperature distribution of the transformer, it can be seen that the air 
density is proportional to the temperature in the vertical direction, thus the hot air 
will rise to take away the heat. For the winding, the bottom temperature is low due 
to the rise of hot air, and the top temperature is low due to better heat dissipation 
conditions, so the middle of the winding has more heat and the temperature is higher. 
The temperature field simulation is also carried out for different working conditions, 
and the highest and lowest temperature data of the core and winding under different 
working conditions are obtained as shown in Table 5.

From Table 5, it can be seen that the core loss does not rise with the increase 
of the load rate during the operation of the air-immersed transformer, and the core 
temperature is basically unchanged. The winding temperature is positively correlated 
with the load rate and rises with the load rate.
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a Overall temperature distribution of the air-immersed transformer 

b Temperature distribution of iron core 

a Temperature distribution of low voltage winding and high voltage winding 

Fig. 5 Temperature distribution of the simulated transformer
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Table 5 Temperature distribution under different work conditions 

Load rate Core temperature 
(°C) 

Low voltage windings 
temperature (°C) 

High voltage windings 
temperature (°C) 

25% 77.322/59.221 35.402/35.195 42.341/41.965 

50% 77.52/58.926 48.351/47.945 62.125/61.384 

75% 78.001/58.481 60.857/60.259 81.334/80.236 

100% 78.33/57.437 72.932/72.148 99.953/98.511 

125% 80.191/57.082 84.593/83.63 117.98/116.2 

150% 81.481/55.999 95.853/94.718 135.42/133.32

5 Conclusion 

In recent years, digital twin technology has been widely used in industrial fields due 
to its high fidelity, scalability, and operability. In this paper, the electric, magnetic 
and temperature fields of the air-immersed transformer are simulated by ANSYS 
Maxwell 3D module and Transient Thermal modules for the purpose of realizing the 
DT biochemical level 1 and 2 specifications of air-immersed transformer digitization. 
By analyzing and simulating the magnetic flux density, magnetic field line, voltage, 
current, loss, temperature distribution and other indicators of the air-immersed trans-
former, the rationality of the mechanism model is verified, and the temperature distri-
bution of the core and winding under different load rates is obtained: 1) The iron 
core temperature does not rise with the increase of the load rate; 2) The winding 
temperature rises with the increase of the load rate. The results of this air-immersed 
transformer modeling provide a reference for the realization of digital twins of elec-
trical equipment. On the basis of this work, according to the five levels of DT chem-
istry, we can continue to improve the level 2 DT model, the improvement idea is to 
extract the node data of the mechanism model proposed in this paper by using the 
ANSYS Dynamic ROM Pre add-on module, and to downgrade the model in three 
dimensions through the ANSYS Twin Builder platform. 
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Under Complex Atmospheric Conditions 
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Li Cheng, and Xingming Bian 

Abstract In order to explore the effects of atmospheric conditions on corona 
discharge under AC/DC composite voltage, it is proposed to build an artificial climate 
chamber that can simulate complex atmospheric conditions (0.5 ~ 1 atm,−30 ~ 80°C, 
10 ~ 95% relative humidity) and lead in AC 100 kV (peak voltage) and DC ± 100 kV 
into the chamber with wall bushings. For the operation safety of the experiment under 
complex atmospheric conditions, the breakdown voltage is corrected, and the electric 
field intensity is controlled within corona control value. The finite element method is 
adopted to calculate the electric field distribution of three wall bushings with different 
installation positions. According to the simulation results, the best installation posi-
tion is set to 0.6 m away from the upper wall. This paper provides a useful reference 
for the lead-in design of equipment insulation structure under complex atmospheric 
conditions. 

Keywords Corona · Artificial climate chamber · Complex atmospheric 
conditions · Wall bushings · Finite element method

J. Xia · Z. Ma · P. Xiong · N. Shen · X. He · X. Bian (B) 
State Key Laboratory of Alternate Electrical Power System With Renewable Energy Sources, 
North China Electric Power University, Beijing 102206, China 
e-mail: bianxingming@ncepu.edu.cn 

J. Xia · K. He · X. Bian 
Tibet Yangbajing High Altitude Electrical Safety and Electromagnetic Environment National 
Observation and Research Station, Lhasa 851500, China 

L. Cheng 
State Key Laboratory of Power Transmission Equipment & System Security and New 
Technology, Chongqing University, Chongqing 400044, China 
e-mail: chengl16@cqu.edu.cn 

© Beijing Paike Culture Commu. Co., Ltd. 2023 
X. Dong et al. (eds.), The proceedings of the 10th Frontier Academic Forum of 
Electrical Engineering (FAFEE2022), Lecture Notes in Electrical Engineering 1054, 
https://doi.org/10.1007/978-981-99-3408-9_12 

135

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3408-9_12&domain=pdf
mailto:bianxingming@ncepu.edu.cn
mailto:chengl16@cqu.edu.cn
https://doi.org/10.1007/978-981-99-3408-9_12


136 J. Xia et al.

1 Introduction 

Because the distribution of energy center and load center in China is unbalanced, it is 
necessary to speed up construction of large-capacity and long-distance transmission 
system. In order to save the line corridor, the transmission mode of hybrid AC/DC 
transmission lines [1–3] has been proposed. Corona discharge, radio interference and 
other electromagnetic environment problems of transmission lines will be affected 
by the line conditions and environmental factors [4, 5]. 

In order to effectively and conveniently simulate the electromagnetic environment 
problems faced by power equipment under complex atmospheric conditions, it is 
proposed to build an artificial climate chamber that can consider the conditions of air 
pressure, humidity, and temperature. the outside and inside dimension of the artificial 
climate chamber are 5.5 m × 5.4 m × 3.5 m and 4.5 m × 4.4 m × 2.5 m, respectively, 
with the steel thickness (ds) of 0.5 m. Different from the previous climate chamber 
construction [6–8], it is planned to lead AC 100 kV (peak voltage) and DC ± 100 kV 
into the chamber instead of just one type of voltage. The air pressure, temperature and 
humidity are adjustable in the range of 0.5 ~ 1 atm, −30 ~ 80°C and 10 ~ 95%RH, 
respectively. 

Wall bushings are applied to lead in high voltage from outdoor to indoor. Monga 
[9] used a 2-D model to optimize the design of high-voltage bushings and found 
that the optimum design consisted of an internal metal electric field shaper and one 
grading ring at the top. Nie [10] put forward the method of adding a grading ring to 
the flange side to reduce the field intensity around the surface of shed and sheath. 
Zhang [11] built a 3-D model of wall bushing and found that high electric field 
intensity (E) mainly occurred in metal shield structure and outer grading ring. 

Different from the above simulation of wall bushings, the impact of atmospheric 
factors on the lead-in design of wall bushings is also considered in this paper. The 
installation position of three wall bushings under complex atmospheric conditions is 
of great significance for controlling E, preventing breakdown and corona discharge, 
and ensuring the safety and reliability of the experiment. 

2 Breakdown Voltage Correction and Corona Control 
Value 

2.1 Breakdown Voltage Correction 

Under complex atmospheric conditions, breakdown may occur when high voltage 
is applied. Therefore, it is necessary to correct the breakdown voltage. In order to 
comprehensively consider the effects of air pressure, temperature and humidity on 
the breakdown voltage, the g-parameter method is used [12]. The method involves 
air pressure correction coefficient K1 and humidity correction coefficient K2.
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K1 and K2 are defined as {
K1=δm 

K2 = K w
(1) 

where δ is the relative density of air, K is a parameter related to the type of test 
voltage. The K-H/δ relationship diagram should be referred to get the specific value 
of K. H is absolute humidity, g/m3. m and w are related to g. 

The parameter g is defined as 

g = U50 

500dδK 
(2) 

where U50 is the 50% breakdown voltage in the actual atmospheric environment. d 
is the required minimum discharge distance, m. 

The breakdown voltage (U) under complex atmospheric conditions is obtained by 
multiplying the breakdown voltage value (U0) under standard atmospheric conditions 
[12] by the atmospheric correction coefficient K t (K t = K1K2), which is supposed 
to be less than the maximum voltage (100 kV) led into the chamber. 

2.2 Corona Control Value 

Under complex atmospheric conditions, the corona onset voltage on the conductor 
surface decreases, and partial discharge may occur. E on the conductor surface at 
0.5 atm is calculated by using peek formula corrected by humidity [13]: 

Eons = m0 E0δ

(
1 + 

H − 11 
100

)(
1 + 

K0 √
δr

)
(3) 

where Eons is the corona onset electric field intensity, kV/cm; m0 is the roughness 
coefficient, taken as 0.8; r is the radius of the conductor, taken as 2 cm; K0 and E0 

is related to the type of applied voltage [13]. 
According to Eq. (3), under the conditions of 0.5 atm, t=−30°C and 10% RH, Eons 

under different types of applied voltage reaches the minimum value. In consideration 
of humidity fluctuation, conductor cleanliness and other problems, a certain margin 
coefficient shall be confirmed, which is set as 0.8 in this paper. Consequently, the 
corona control value of conductors under DC voltage inside the chamber is 13.69 kV/ 
cm, and that under AC voltage indoor is 13.09 kV/cm.
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3 Simulation Settings 

Composite dry wall bushing is used to lead high voltage into the chamber. Figure 1 
shows the sectional view of the FCGW-126 wall bushing. Figure 2 shows the grading 
measure. An artificial climate chamber with three wall bushings is built in Solid-
Works. The geometry file of the model is imported into the finite element simulation 
software, and a 10 m × 10 m × 10 m air area is established outside the chamber 
model. The conductivity and relative permittivity of the material are shown in 
Table 1. 

The distribution of E under AC and DC can be obtained by Gauss theorem and two 
current continuity equations [14]. The artificial climate chamber model is divided 
by free tetrahedral grid. The maximum cell size is set to 0.55 m, the minimum cell 
size is set to 5 mm, and the maximum cell growth rate is 1.4. The steel structure is 
grounded.

Fig. 1 Profile of composite 
dry wall bushing 

Fig. 2 Wall bushing with 
grading measure 

Table 1 Conductivity and dielectric constant of materials 

Materials Air Cu Al Steel EP Silicone rubber 

Conductivity (S/m) 0.2 5.7 × 107 3.5 × 107 1 × 107 1 × 10–15 1 × 10–14 

Relative permittivity 1 1 × 1010 1 × 1010 1 × 1010 3.4 3.7 
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4 Design of Installation Position 

Considering the load-bearing capacity of the wall, as shown in Fig. 3, three wall 
bushings are installed on two opposite walls, and the bushings are evenly distributed 
on the same horizontal plane, that is, the distance between wall bushing I and the 
left wall, the distance between wall bushing II and the right wall and the distance 
between wall bushing III and the other bushings are 1.125 m. A high electric field 
area will exist if the distance between wall bushings and the upper wall is too short, 
which is prone to discharge or even breakdown. Therefore, the distance between wall 
bushings and the upper wall needs to be carefully considered. 

The placement order of three different types of voltage is needed to be considered 
at first. The total of six cases are shown in Fig. 4. Because of the polarity reversal of 
AC, it needs to be divided into peak voltage + 100 kV and peak voltage −100 kV. 
After combining symmetrical electric fields, only case 1 and case 2 marked blue in 
Fig. 4 are considered when applying potential boundary conditions.

The vertical distance between axes of bushings and the upper wall is set as 0.4 m 
~ 1 m, and simulations are conducted every 0.1 m with a total of 7 groups. 

Emax at No.1–6 ends and on No.1–6 grading rings (marked in Fig. 3) with different 
vertical distance is simulated, and the data are drawn in Fig. 5, 6. Emax outside the 
chamber is larger than that inside the chamber, but the difference between Emax inside 
and outside the chamber is no that obvious in case 2 than that in case 1. It can be seen 
that no matter how + DC, −DC and AC are placed, they can meet the requirements 
of corona control value. At the same time, with the increase of vertical distance, 
Emax decreases, and the decrease rate at the end and on the grading rings inside the 
chamber is faster than that outside. Comparing the data at 0.4 m and 1 m, the value 
at ends and on the grading rings decrease by about 10% and 50%, respectively. The 
change of Emax on the grading rings is more obvious than that at the end. Figure 6 
show that when the distance is greater than 0.6 m, Emax on grading rings tends to 
be stable. Overall, the bushings can be installed at a distance of 0.6 m from the 
upper wall.

Fig. 3 Three bushings on 
two opposite walls. (a, 
b-No.1 end, grading ring; c, 
d- No.2 end, grading ring; e, 
f- No.3 end, grading ring; g, 
h- No.4 end, grading ring; i, 
j- No.5 end, grading ring; k, 
l- No.6 end, grading ring) 
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Fig. 4 Considering the placement sequence of three different types of voltage. (The order in the 
box is wall bushing I, II and III in the order from left to right and from top to bottom)

Fig. 5 Emax at the end of connecting terminals under different vertical distance between bushings 
and the upper wall. a case 1; b case 2

5 Final Design Scheme Verification 

5.1 Breakdown Voltage Correction 

D is taken as 0.6 m (rod-plane air gap); In the atmosphere of 0.5 ~ 1 atm, 10 ~ 95% 
RH and −30 ~ 80°C, the value of K t is 0.445. The breakdown voltage under complex 
atmospheric conditions is calculated and listed in Table 2.

The corrected DC and AC breakdown peak voltage are greater than 100 kV, so 
the vertical and horizontal distance listed in the table can meet the requirements. 
Breakdown will not occur under complex atmospheric conditions.
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Fig. 6 Emax on grading rings under different vertical distance between bushings and the upper 
wall. a case 1; b case 2

Table 2 Breakdown voltage correction of different types of air gap under complex atmospheric 
conditions 

d (m) Meaning of d Breakdown voltage 
under standard 
atmospheric 
conditions (kV) 

Breakdown voltage 
under complex 
atmospheric 
conditions (kV) 

DC AC DC AC 

1.125 Horizontal distance between axes 
of wall bushing I and III, II and III 

625 450 278.1 200.3 

2.25 Horizontal distance between axes 
of wall bushing I and II 

1180 980 525.1 436.1 

0.6 Vertical distance between axes of 
wall bushings and the upper wall 

260 225 115.7 100.1

5.2 Corona Discharge Verification 

Emax at the end and on the grading rings are 5.31 kV/cm and 4.81 kV/cm, respectively, 
which are within the corona control value (13.69 kV/cm indoor under DC voltage, 
and 13.09 kV/cm indoor under AC voltage), so corona discharge will not occur. 

5.3 Final Design Scheme 

The distance between the bushing axes and the upper wall is set to 0.6 m. The distance 
between two wall bushing axes is 1.125 m. 

The maximum Emax at key parts are listed in Table 3. The overall Emax appears at 
the interface between the copper guide rod and the internal insulation, and the value is
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Table 3 Maximum Emax at key parts 

Key parts Maximum Emax (kV/ 
cm) 

Key parts Maximum Emax (kV/ 
cm) 

End of copper guide rod and 
surface of connecting terminal 

5.31 Surface of 
grading ring 

4.81 

Rod contacted with epoxy 42.30 Silicone rubber 
contacted with 
air 

9.41 

42.68 kV/cm, which is far less than the breakdown strength of the internal insulation 
[15]. It can be seen from Table 3 that the electric field is uniformly distributed without 
local abnormal issues. At the same time, the final design scheme has met the require-
ments of preventing breakdown and corona discharge. Therefore, the final design 
scheme can ensure the operation safety under complex atmospheric conditions. 

6 Conclusions 

Firstly, the corona control value is calculated and the breakdown voltage is corrected 
under complex atmospheric conditions, which provide theoretical support for the 
design of wall bushings. An artificial climate chamber which can lead in three 
different types of voltage (+DC, −DC, AC) is designed to provide conditions for 
corona discharge experiment under composite voltage. 

Secondly, the wall bushings with different installation positions are simulated by 
FEM. The results shows that the bushings should be installed at a distance of 0.6 m 
from the upper wall. 
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Cascade Finite Control Set Model 
Predictive Control Research 
for Bearingless Switched Reluctance 
Motors 

Jinlong Ma, Honghua Wang, Hao Li, and Zenan Qiu 

Abstract There is a nonlinear and strong coupling relationship between torque 
and levitation force of 12/8-pole three-phase double winding bearingless switched 
reluctance motors. In order to realize decoupling control of torque and levitation 
force, a cascade finite control set model predictive control for bearingless switched 
reluctance motors is designed. Firstly, the discrete state space model of bearingless 
switched reluctance motor is established, the motor torque and levitation force are 
predicted based on the state space model; Secondly, the cost function is designed, and 
the optimal voltage vector which makes the tracking error of torque and levitation 
force minimum is selected by minimizing the cost function to realize the coordi-
nated control of torque and levitation force. The simulation results show that the 
cascade finite control set model predictive control algorithm has good decoupling 
and coordinated control ability. 

Keywords Bearingless switched reluctance motor · State space model · Cost 
function · Optimal voltage vector · Model predictive control 

1 Introduction 

Bearingless switched reluctance motor (BSRM) is a new type of motor that 
combines switched reluctance motor (SRM) and magnetic bearing technology. It has 
broad application prospects in flywheel energy storage, aerospace and other fields. 
However, there is a nonlinear and strong coupling relationship between torque and 
levitation force of BSRM. Finite control set model predictive control (FCS-MPC) 
is widely used in power electronic converter and motor control [1–4] because of its 
advantages of processing coupling and multi-objective coordinated control. 

Finite control set model predictive control has been used for SRM. Applying 
different voltage vectors in different sectors can effectively reduce the computational
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burden of embedded processors [3]. Moreover, the finite control set of SRM can be 
expanded to reduce the torque ripple in SRM [5]. Direct torque control (DTC) can also 
be applied to single winding BSRM in combination with FCS-MPC to calculate the 
cost function of torque and levitation force respectively [6]. In view of the nonlinear 
and strong coupling relationship between the torque and levitation force, a BSRM 
control algorithm for three-phase 12/8-pole double winding BSRM based on finite 
control set model predictive control is designed in this paper, which has certain 
decoupling and coordinated control ability for the torque and levitation force. 

2 Cascade FCS-MPC Algorithm for BSRM 

For three-phase 12/8-pole double winding BSRM, the average torque reaches the 
maximum when the conduction interval of the main winding is [−15°, 0°], and 
the average levitation force reaches the maximum when the conduction interval of 
levitation winding is [−7.5°, 7.5°]. In order to give consideration to torque and 
suspension force control[7], taking phase A as an example, the conduction intervals 
of its suspension winding and main winding are fixed as [−11.5°, 3.5°], [−18.5°, 
3.5°], then the overlapping conduction intervals of the main windings of phase A and 
B, phase A and C, phase B and C are [−3.5°, 3.5°], [−18.5°, −11.5°], [11.5°, 18.5°], 
respectively. Since the prediction model of the overlapping conduction interval of the 
main windings of phase A and C, phase B and C can be derived from the prediction 
model of the overlapping conduction interval of the main windings of phase A and B. 
Therefore, taking the angle range of [−11.5°, −3.5°] and [−3.5°, 3.5°] as examples, 
the motor prediction model is established and the model predictive control algorithm 
is described. 

2.1 Prediction Model of BSRM 

Ignoring the mutual inductance between motor windings, the voltage balance 
equation of a single winding is [8]: 

U = Ri + (L + i 
∂ L 
∂i 

) 
di 

dt 
+ i 

∂ L 
∂θ 

dθ 
dt 

(1) 

where U is the winding terminal voltage, R is the winding resistance, L is the winding 
self inductance, i is the winding current, θ is the rotor angular position. Ignoring the 
magnetic circuit saturation and radial displacement, the state space equation of a 
single winding can be obtained according to Eq. (1): 

di 

dt 
= 

1 

L

(
U − Ri − i 

dL 

dθ 
ω

)
(2)
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where ω is the rotor angular velocity. 
Taking the sampling period as Ts, the forward Euler method is used to discretize 

Eq. (2). According to the discretized Eq. (2) and BSRM mathematical model [9, 10], 
the discrete state space model of the motor can be established, as shown in Eqs. (3) 
and (4). When θ ∈ [−11.5◦, 3.5◦], the suspension winding and main winding of 
phase A are conducted, and all the windings of phase B and C are turned off. The 
current of phase B winding has decreased to 0, while the current of phase C winding 
is turned off at θ = −11.5◦, the free wheeling current of its winding still needs to be 
predicted. When θ ∈ [−3.5◦, 3.5◦], the suspension winding and the main winding 
of phase A are kept in conduction, the main winding of phase B is conducted, and 
all windings of phase C are kept off. 

(3) 

(4) 

In the discrete state space model, Eq. (3) is the state equation and Eq. (4) is the  
output equation. Where imA, imB, imC is the main winding current of phase A, B and 
C respectively. isAα , isCα is the α direction suspension winding current of phase A 
and C respectively. isAβ , isCβ is the β direction suspension winding current of phase 
A and C respectively. Vcc is motor DC bus voltage, UmA, UsAα , UsAβ are the main 
winding and α and β direction levitation winding terminal voltage of phase A, UmB
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is the main winding terminal voltage of phase B; Fx is the total levitation force in the 
x direction, Fy is the total levitation force in the y direction, TeAC is the sum of the 
electromagnetic torques of phases A and C, and TeB is the electromagnetic torque 
of phase B; Nm and Ns are the number of turns of main winding and suspension 
winding respectively; sign(x) is a sign function, K1(θ ) and K2(θ ) is the coefficient 
of levitation force; Jt(θ) is the phase torque coefficient. LmA, LmB, LmC is the main 
winding inductance of phase A, B and C respectively. LsAα , LsCα is the α direction 
suspension winding inductance of phase A and C respectively. LsAβ , LsCβ is the β 
direction suspension winding inductance of phase A and C respectively. Rm is the 
main winding resistance, and Rs is the suspension winding resistance; The specific 
expression of each coefficient in Eq. (4) can be found in [9, 10]. 

The vector–matrix form of the discrete state space model can be expressed as: 

(5) 

where state vector x(k) = [θ (k) imA(k) isAα(k) isAβ(k) imB(k) imC(k) isCα(k) isCβ(k)]T, 
output vector y(k) = [Fx (k) Fy(k) TeAC(k) TeB(k)]T, input vector U is as shown in 
Eq. (6). 

(6) 

The power converters of BSRM main winding and suspension winding respec-
tively adopt asymmetric half bridge and H-type bridge circuits. Within the conduction 
interval, there are three voltage balance states for a single winding: taking the main 
winding of phase A as an example, the ‘+’ state, ‘−’ state and ‘0’ state respec-
tively correspond to it’s terminal voltage UmA = +Vcc, − Vcc, 0 V.  As  shown in  
Eq. (6), when θ ∈ [−11.5◦, 3.5◦], different terminal voltage of main winding and 
α, β direction suspension winding of phase A constitute a total of 33 = 27 voltage 
vectors, and the vector is written as U1n = [UmA UsAα UsAβ]T, (n = 1, 2, ···27); When 
θ ∈ [−3.5◦, 3.5◦], different terminal voltage of main winding of phase B have a total 
of 3 voltage values, and the value is written as U2h = UmB, (h = 1, 2,3 ). 

2.2 BSRM Optimal Voltage Vector Selection 

Figure 1 is the overall control block diagram of the system. As shown in Fig. 1, the  
angular velocity error is converted into torque reference Tref by PI controller, the x 
direction and y direction radial displacement error are converted into levitation force 
reference Fxref and Fyref by PID controller respectively. Model predictive control is
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Fig. 1 System control block diagram 

used as the torque and levitation force inner loop control algorithm to track the torque 
reference Tref , levitation force reference Fxref and Fyref , and select the optimal voltage 
vector that minimizes the cost functions J1 and J2. Finally, the optimal voltage vector 
is transfered into the switch signals of the power converter to obtain the minimum 
torque and levitation force tracking error. 

As shown in Eq. (7), the cost function J1 is the weighted sum of the square of the 
torque tracking error of phase A and C, the square of the levitation force tracking 
error, and the square of the main winding current of phase A; The cost function J2 
is the square of the torque tracking error of phase B. Selecting reasonable weights 
kt , kfx, kfy and ki will obtain good coordination control ability for multiple control 
objectives. 

(7) 

As shown in Fig. 2, the cascade finite control set model predictive control is based 
on the current measurement value i(k), the rotor angle θ (k) and angular velocity ω(k) 
at time kTs. First,  U1n(n = 1, 2 ··· 27) are sequentially substituted into the phase A 
part of Eq. (3) to calculate the current value in(k + 1) and the rotor position θ (k + 
1) at time (k + 1)Ts, then calculate TeACn(k + 1), Fxn(k + 1), Fyn(k + 1) and J1n(n 
= 1, 2 ··· 27) according to Eq. (4) and Eq. (7) respectively. J1n* (n*∈ [1, 2 · · ·  27]) 
can be obtained from minimizes J1n(n = 1,2 ··· 27). When the corresponding voltage 
vector U1n* (n*∈ [1, 2, · · · 27]) is used as input vector, the total torque of phase A 
and phase C is T* 

eAC .
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Fig. 2 Flow chart of cascade finite control set model predictive control algorithm for BSRM 

Second, determine the interval of θ . When − 3.5° ≤ θ (k) < 3.5°, U2h (h = 1, 
2, 3) are sequentially substituted into the phase B part of Eq. (3) to calculate the 
current value ih(k + 1), then calculate TeBh(k + 1) and J2h(h = 1, 2, 3) according 
to Eq. (4) and Eq. (7) respectively. J2h* can be obtained from minimizes J2h(h = 
1, 2, 3). So, U1n* (n*∈ [1, 2 · · ·  27]) and U2h* (h*∈ [1, 2, 3]) constitute the optimal 
voltage vector U∗ = [

UT 
1n∗U2h∗

]T 
; When − 11.5° ≤ θ (k) <− 3.5°, the optimal 

voltage vector U* = U1n*. 
As the selected input vector of the system, U* is finally converted into the switch 

signals of the power converter.
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3 Simulation and Analysis of Cascade FCS-MPC 
Algorithm 

The simulation model is built in MATLAB according to the system control block 
diagram, where xref = 0 mm, yref = 0 mm, ωref = 150 rad/s. The parameters of three 
phase 12/8-pole double winding BSRM can be found in the parameters of motor 
prototype 2 in reference [9]. In the simulation, when t = 0, the radial position in x 
direction is − 0.2 mm, the radial position in y direction is − 0.3 mm, the angular 
velocity is 0 rad/s, the load torque is 0.3 N.m, and the suspended loads in the x and 
y directions are 0 N and 25.48 N respectively. The weight coefficients kt , kfx, kfy 
and ki in Eq. (7) are chosen as 300, 0.01, 0.017 and 0.58 respectively. In order to 
verify the decoupling and coordinated control ability of predictive control algorithm 
under different working conditions, the dynamic response of radial displacement 
and angular velocity are simulated with suddenly changes of suspension load in y 
directions. The simulation results are shown in Fig. 3(a –d). 

The suspension load in y direction suddenly changes to 15.48 N at 0.2 s and 45.48 N 
at 0.3 s. As shown in Fig. 3(a–d). The radial displacement in the y direction can be 
quickly tracked to yref after being adjusted by controller. But adjusting the radial
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Fig. 3 Simulation results of FCS-MPC for BSRM a Levitation force in y direction, b Radial 
displacement in x direction, c Radial displacement in y direction, d Rotor angular velocity 
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displacement in the y direction has almost no effect on the rotor angular velocity and 
the radial displacement in the x direction. The above simulation results show that the 
cascade finite control set model predictive control algorithm has good decoupling 
and coordinated control performance. 

4 Conclusion 

BSRM is a typical MIMO system. The cascade finite control set model predictive 
control algorithm designed in this paper directly considers the coupling relationship 
in the established predictive model, and then selects the optimal voltage vector as 
the system input vector under the consideration of the tracking effect of multiple 
controlled targets such as torque and levitation force. The simulation results show that 
the control algorithm effectively solves the problem that multiple controlled targets 
of BSRM are difficult to control independently, and realizes the high performance 
suspension control of BSRM. 
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A Design of Voltage-PDM Type Torque 
Controller for Dual-Winding BSRM 
Based on Super-Twisting Algorithm 

Zenan Qiu, Honghua Wang, Jinlong Ma, and Hao Li 

Abstract During the operation of the dual-winding bearingless switched reluctance 
motor (BSRM), the coupling of torque and suspension force will affect the perfor-
mance of the motor. According to the winding voltage equation and combining the 
characteristics of the super-twisting algorithm (STA) and the pulse density modula-
tion (PDM), a torque controller that treats one of the main winding as the controlled 
object, while the suspension winding of the phase and the winding of other phases are 
treated as disturbance terms is designed. The controller improves the robustness of 
the control system and limits switching frequency of the inverter. Simulation results 
verified the effectiveness of the controller. 

Keywords Dual-winding bearingless switched reluctance motor · Sliding mode 
control · Super-twisting algorithm · Pulse density modulation 

1 Introduction 

The traditional control method of BSRM requires the solution of the winding current 
[1], which has the disadvantages of poor robustness and takes much time [2]. In 
order to overcome these shortcomings, some new strategies have been proposed. 
BSRM direct torque and force control (DTC&DFC) [3] has the drawbacks of 
low torque-ampere ratio and high switching frequency of inverter [4]. Although 
BSRM direct instantaneous torque and force control (DITC&DFC) [5] reduced 
the switching frequency and improved the torque-ampere ratio, the existence of 
hysteresis band reversed the disadvantages of poor robustness and uncontrollable 
switching frequency of inverter [6]. 

With the goal of improving the torque control of BSRM, according to the winding 
voltage equation, combined with the anti-disturbance characteristics of STA [7] and
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the discrete output characteristic of PDM [8], a torque controller is designed in this 
paper, which has no torque hysteresis band and limits the switching frequency. 

2 BSRM Control Principle 

2.1 Torque Control Principle 

The mathematical model of BSRM when one phase is working is shown in (1) and 
(2) [1], i.e. 

T = Kt (2N 
2 
mi

2 
m + N 2 s i

2 
s1 + N 2 s i

2 
s2) (1)

[
F1 

F2

]
= im

[
K1 −K2 

K2 K1

][
is1 
is2

]
(2) 

where T is the electromagnetic torque, F1 and F2 are the suspension forces under 
the phase coordinate system, Nm and Ns are the number of turns of winding, im is 
the current of main winding, and is1 and is2 are the currents of suspension winding. 
The electromagnetic torque coefficient Kt is shown in (3) and (4), i.e. 

(3) 

(4) 

where μ0 is the permeability of vacuum, h is the length of rotor flake, r is the radius 
of rotor, η is the coefficient of air gap, l0 is the length of air gap. The levitation force 
coefficients K1 and K2 are shown in (5) and (6), i.e.
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(5) 

(6) 

The winding state equation for one phase is shown in (7), i.e. 

i̇m = −  1 Lm 
(Rm + dLm 

dt )im + 1 
Lm 

um 
i̇s1 = −  1 Ls 

(Rs + dLs 
dt )is1 + 1 

Ls 
us1 

i̇s2 = −  1 Ls 
(Rs + dLs 

dt )is2 + 1 
Ls 
us2 

(7) 

It can be seen that the control of the motor torque and suspension force comes 
down to the regulation of the winding voltage ultimately. In the dual-winding BSRM, 
each stator tooth pole is wound with a main winding and a suspension winding. In 
this paper, voltage source inverter is used to supply power to each winding, of which 
the main winding adopts an asymmetrical half-bridge topology and the suspension 
winding adopts a H-bridge topology. 

2.2 Suspension Force Control Principle 

Direct force control is an efficient BSRM suspension force control method that 
achieves the control of instantaneous suspension force by constantly switching the 
voltages across the suspension winding [3]. The suspension winding power converter 
adopts a H-bridge circuit with three possible voltage states for a bidirectional current, 
i.e., the positive bus voltage, the zero voltage and the negative bus voltage. 

As stated in (2), when one phase is providing suspension force, the main winding 
of the phase should have a current flowing through too. (5) and (6) show that the phase 
whose angle is in [−7.5◦, 7.5◦] produce the most suspension force. However, if the 
main winding of the phase within [0◦, 7.5◦] is in conduction, it will produce negative 
torque. In order to reduce the negative torque as much as possible, considering 
the needs of torque and suspension force comprehensively, this paper adjust the 
suspension force conduction interval to the angle of [−11.25◦, 3.75◦], when the rotor 
is in the angle of [0◦, 3.75◦], the main winding generates negative torque through 
current chopping. 

In order to generate as little negative torque as possible, this paper adopts the 
method of nonlinear programming. The current of main winding during the negative
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torque region that can provide suspension force sufficiently and produce negative 
torque at a minimum under different working conditions is calculated offline, and 
these parameters are fitted with the linear interpolation method. When the motor 
runs into the negative torque area, the chopping current of the main winding is 
adjusted dynamically according to different loads and rotor angles to obtain the 
optimal torque-ampere ratio. 

3 Implementation of Super-Twisting Torque Controller 

3.1 Design of Super-Twisting Controller 

Known by (1) and (2), the BSRM torque and suspension force are highly coupled. 
Considering only the torque provided by the main winding of one phase, the torque 
generated by the suspension winding of this phase and other phases is regarded as 
perturbation term, there are 

i̇m = −  1 Lm 
(Rm + dLm 

dt )im + 1 
Lm 

um 
T = 2Kt N 2 mi

2 
m + d 

(8) 

The problem is to design a feedback control law um that can drive the output 
T follow the tracks of the reference input T ∗ asymptotically. For such system the 
control problem is challenging since asymptotic convergence is to be achieved in the 
presence of the unknown disturbance d. The sliding mode controller can achieve the 
desired control goal [9]. According to the principle of sliding mode control, (8) is  
rewritten as follow 

ẋ = a(t, x) + b(t, x)u 
σ = σ(t, x) 

(9) 

where the state variable x = im , the control input u = um and the output σ is 

σ = 2Kt N 
2 
mi

2 
m + d − T ∗ (10) 

where the perturbation term d is the torque generated by the suspension winding of 
current phase and the winding of other phases, the reference input T ∗ is the torque 
that needs to be tracked. Obviously, these two parameters are bounded. In this way, 
the problem translates into how to make the output σ converge to 0 in finite time via 
the feedback control [9]. Assume that σ has the necessary derivative of time, we can 
get
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σ̇ = ḋ − Ṫ ∗ + 
dKt 

dθ 
ω · 2N 2 mi2 m 

+ 
4Kt N 2 mim 

Lm

[
(Rm + 

dLm 

dθ 
ω)im + um

] (11) 

Apparently, this is a system of relative degree 1 that requires super-twisting 
algorithm to control [9]. According to the principle of STA, (11) is rewritten as 
follow 

σ̇ = h(t, x) + g(t, x)u (12) 

h = [  
dKt 

dθ 
ω + 

2Kt 

Lm 
(Rm + 

dLm 

dθ 
ω)] ·  2N 2 mi

2 
m + ḋ − Ṫ ∗ (13) 

g = 
4Kt N 2 mi

2 
m 

Lm 
(14) 

Furthermore, assume that the reference input torque T ∗ is constant during the 
motor motion, and the main winding inductor adopts a linear model, we can obtain 
a series of normal numbers C , Km , KM , UM , which satisfying

∣∣ḣ∣∣ + UM |ġ| ≤ C (15) 

0 ≤ Km ≤ g ≤ KM (16)

∣∣∣ h g
∣∣∣ < qUM (0 < q < 1) (17) 

Therefore, with the parameters α, λ satisfies Kmα >  C and λ is sufficiently large, 
the super-twisting controller (18) can achieve the control of (9) in finite time [9], so 
that the instantaneous torque will track reference input. 

u = −λ|σ |1/2 sign(σ ) + u1 

u̇1 =
{ −u , |u| > UM 

−αsign(σ ) , |u| ≤ UM 

(18) 

where the control law u of the super-twisting controller will remain in it once it enters 
the segment [−UM , UM ].
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3.2 Pulse Density Modulation Principle 

Pulse density modulation allow us to translate continuous feedback controller design 
options into implementable switch-controlled strategies with practically the same 
closed loop behavior [10]. (19) is the system equation of the modulation system, 
where μ(t) is the continuous input signal and q is the modulated switching signal. 

ė = μ(t) − q 

q =
{ 1 

2 (1 + sign(e)) , μ > 0 
− 1 

2 (1 − sign(e)) , μ ≤ 0 
(19) 

The control input u provided by the super-twisting algorithm is multiplied by a 
quantization factor to give μ(t), and the output q obtained by PDM is taken value from 
the set {1, 0, −1}, corresponding to three voltage states acceptable to the asymmetric 
half-bridge circuit: “−1”, “0”, “ +1”. In addition, it is vital to note that the switching 
frequency of PDM signal depends on the system sampling frequency, which is set 
to 1 MHz in the simulation of this paper, while the switching frequency of IGBTs 
is usually less than 50 kHz [11], this paper limits the output signal frequency to less 
than 20 kHz. 

4 Control Block Diagram 

Figure 1 is a control block diagram of BSRM drive system based on the control 
algorithm designed in this paper. The commutation controller obtains the working 
state of main winding of each phase according to the rotor angle: the phase needs 
to work in the positive torque region is controlled by the controller designed in this 
paper, the phases need to work in the negative torque region are controlled by current 
chopper.

5 Simulation Analysis 

Based on MATLAB/Simulink, two dynamic simulation model of BSRM drive system 
using direct torque direct suspension force control (DTC&DFC) strategy or the 
controller designed in this paper is established. Among them, the torque hysteresis 
band width of DTC&DFC is 0.1 Nm. The motor speed is set at 600 rpm. 

With the settled simulation conditions, the switching frequency of the main 
winding power converter controlled by DTC&DFC is as high as 100 kHz, while 
the same condition using STA voltage-PDM method is not higher than 20 kHz, and 
the torque ripple is significantly less than that of the DTC&DFC strategy (Fig. 2).
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Fig. 1 Control block diagram of BSRM drive system 

(a) With DTC&DFC (b) With Controller designed in this paper 

Fig. 2 Torque simulation results using different methods

Figure 3 shows that the current of controller designed in this paper is significantly 
less than the DTC&DFC method. Figure 4 and 5 show that compared with the 
DTC&DFC method, the ripple of suspension force is reduced largely by the controller 
designed in this paper.
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(a) With DTC&DFC (b) With Controller designed in this paper 

Fig. 3 Main winding current simulation results using different methods 

(a) With DTC&DFC (b) With Controller designed in this paper 

Fig. 4 α-axis levitation force simulation results using different methods 

(a) With DTC&DFC (b) With Controller designed in this paper 

Fig. 5 β-axis levitation force simulation results using different methods
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6 Conclusions 

On the basis of the traditional direct suspension force control, this paper designs a 
torque control algorithm, which can adjust the main winding current during negative 
torque area dynamically due to different working conditions. The super-twisting 
algorithm and the pulse density modulation is applied to the torque control to improve 
the robustness of the control system and limits switching frequency of the inverter. 
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Harmonic Elimination in Inverter Using 
Modified GWO Algorithm 

He Fei and Jiabei Shen 

Abstract Aiming at the problems of low accuracy and easy precocity of grey 
wolf optimization algorithm for solving nonlinear equations of multi-level inverter 
SHEPWM, a multi-strategy fusion grey wolf optimization algorithm is proposed. 
Firstly, chaos is used to initialize the individual positions of gray wolves for increasing 
the individual diversity of the population; Then, a nonlinear dynamic variation param-
eter based on trigonometric function and beta distribution is given to realize the good 
transition of the algorithm from exploration to development; Finally, by introducing 
the idea of particle swarm optimization, the gray wolf’s individual experience optimal 
value and the population optimal value are combined to update the gray wolf’s posi-
tion information for accelerating the algorithm convergence speed. Simulation and 
experimental results verify the correctness and feasibility of the algorithm. 

Keywords Selective harmonics elimination · Inverter · Pulse width modulation ·
Gray Wolf optimization algorithm · Nonlinear control parameter 

1 Introduction 

SHEPWM has the advantages of high conversion efficiency, good output voltage 
waveform and high voltage utilization rate by optimizing the switch angle and 
eliminating specified low frequency harmonics [1]. 

Newton iterative method [2], homotopy algorithm [3], Walsh function [4] are  
commonly used to solve SHEPWM nonlinear transcendental equations. However, 
the solution of numerical method depends on the selection of initial values, which 
will lead to the algorithm falling into local optimal solution. In algebraic methods, 
such as Wu’s method [5], Groebner’s basis [6], algebraic polynomial [7], resultant
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elimination method [8], harmonic elimination equations are converted into polyno-
mial equations to solve them, but the computation is large, so it is not suitable for 
multilevel inverters. With the rapid development of intelligent algorithms in recent 
years, more and more intelligent algorithms are used in SHEPWM. Genetic Algo-
rithm (GA), which is adopted in the literature [9], has flexible searching ability, and 
its iterative process is random, but its convergence speed is slow and it is easy to 
fall into “premature”. Particle Swarm Optimization (PSO) used in references [10], 
although its steps are simple, convergence is fast and computational complexity is 
low, but its diversity is lost and it is easy to fall into local optimum. The Sine Cosine 
Algorithm (SCA) used in reference [11] has few parameters and fast convergence 
speed, but it also has the characteristics of low calculation accuracy and easy prema-
turity. The Grey Wolf Optimizer (GWO) used in [12] has simple principle and strong 
global optimization ability, but its linear decreasing convergence function leads to 
the imbalance of exploration and development ability and slow convergence speed 
in the later period. 

Aiming at the problems in GWO, this paper uses multi-strategy fusion gray 
wolf optimization algorithm (PGWO) to solve the SHEPWM equations of five-
level inverter. Grey wolf optimization algorithm is the main solution process, sine 
chaotic map is introduced to initialize the population, trigonometric function and 
beta distribution are used instead of grey wolf optimization algorithm to control the 
linear decreasing strategy of parameters, and balance the global optimization and 
local exploration ability of the algorithm; Inspired by the individual memory func-
tion of particle swarm, this paper will enable the individual of gray wolf to remember 
the optimal value of its own experience, and finally compare with the optimal value 
of population, so that the algorithm can converge to the optimal solution faster for 
solving SHEPHWM equations. The correctness and feasibility of PGWO are verified 
by simulation and experiment. 

2 Grey Wolf Optimization Algorithm 

In traditional GWO algorithm, assume search in D-dimensional space, position of 
the i gray wolf Xi = (X1 

i , X2 
i , · · ·X D i ), i = 1, 2, ···, N, N is population size. 

In the GWO population, alpha (α) is considered to be the best solution between 
wolves. Therefore, the second and third-best solutions are called beta (β) and delta 
(δ), respectively. The remaining solutions are assumed to be omega (ω). The position 
of the prey corresponds to that of the alpha Wolf. Mathematically, the model explains 
the behavior of hunting prey as: 

Xd 
i (t + 1) = Xd 

p(t) − Ad 
i ·

|
|Cd 

i · Xd 
p(t) − Xd 

i (t)
|
| (1)
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where: equations t denotes iteration, equations Ad 
i ·

|
|Cd 

i · Xd 
p(t) − Xd 

i (t)
|
| denotes 

the distance between a gray Wolf and its prey, equations Xd 
p and X

d 
i represents the 

prey and the gray Wolf, Ad 
i is the convergence factor, C

d 
i is the oscillation factor. 

The calculation formula is as follows: 

Ad 
i = 2a · rand1() − a (2) 

Cd 
i = 2 · rand2() (3) 

a = 2
(

1 − t 

Tmax

)

(4) 

where: rand1, rand2 is a random number between [0, 1], a is the linear control 
parameter, ainitial  = 2, a f inal  = 0, Tmax is the maximum number of iterations. 

When gray wolves find prey, the three wolves closest to the prey are α, β, δ, and 
the remaining wolves Xi surround the prey under the leadership of the three wolves. 
Therefore, positions Xα , Xβ , Xδ are regarded as prey positions: 

⎧ 
⎪⎨ 

⎪⎩ 
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i,1 · |Cd 

i,1 X
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i (t)| 
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i,2 X
d 
β (t) − Xd 

i (t)| 
Xd 
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δ (t) − Ad 
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i,3 X
d 
δ (t) − Xd 

i (t)| 
(5) 

Xd 
i (t + 1) = X

d 
i,α(t + 1) + Xd 

i,β (t + 1) + Xd 
i,δ(t + 1) 

3 
(6) 

According to “Eq. (5)”, the distance between gray Wolf individuals and wolves 
α, β, δ and the moving direction of gray wolves are calculated. Finally, the positions 
of gray wolves are updated according to “Eq. (6)”. 

3 Improved Grey Wolf Optimization Algorithm 

3.1 Chaotic Population Initialization 

In the swarm intelligence algorithm, the initial population distribution plays an impor-
tant role in the subsequent optimization results. The random generation of initial 
population in GWO may lead to the aggregation of initial population within a certain 
range, which is easy to lead to too small search space and reduced search efficiency in 
the iterative process, resulting in premature convergence of the algorithm. Therefore, 
when initializing the population, it should be evenly distributed in the search space. 

Chaos is a common nonlinear natural phenomenon in nature, which is charac-
terized by randomness and ergodicity; Chaos initialization makes the population
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more evenly distributed in the search space, makes the search space wider and more 
uniform, avoids falling into the local optimal state, and makes the algorithm easier 
to find the optimal solution. Therefore, sine chaotic mapping was used to initialize 
the gray Wolf population in this paper, and the mathematical model of sine chaotic 
mapping was as follows: 

xn+1 = μ sin(π xn) (7) 

3.2 Improved Nonlinear Convergence Factor 

It can be seen from “Eq. (2)” that the change ability of convergence factor A is 
controlled by parameter a, that is, the global optimization and local search ability of 
GWO algorithm largely depends on parameter a. However, the process of finding the 
optimal solution of GWO algorithm is complex. It can be seen from “Eq. (4)” that 
the control parameter a decreases linearly, which is inconsistent with the complex 
search and optimization process of GWO algorithm. Therefore, this paper introduces 
trigonometric function and beta distribution22 into control parameter A. It can be seen 
from literature that nonlinear control parameters can better reflect the optimization 
process of GWO algorithm than linear control parameters. 

Beta distribution is a density function and satisfies Bernoulli distribution and 
binomial distribution. The distribution interval is (0, 1) The mathematical expression 
of beta distribution is: 

B(b1, b2) =
∮ 1 

0 
tb1−1 (1 − t)b2−1 dt, b1 > 0, b2 > 0 (8)  

f (x) = x
b1−1(1 − x)b2−1 

B(b1, b2) 
, 0 < x < 1 (9)  

Therefore, the parameter of nonlinear convergence factor proposed in this paper 
is: 

a = 1 − cos
(

2π · t 

Tmax

)

+ 0.2B(b1, b2) (10) 

where: equations t denotes iteration, equations Tmax denotes maximum number of 
iterations; a > 0,  b > 0.
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3.3 Position Updating Formula Based on Particle Swarm 
Optimization 

According to “Eq. (5)” and “Eq. (6)”, GWO algorithm only considers the location 
information exchange between each gray wolf individual when updating the loca-
tion, and moves and iterates in the search space to converge to the optimal solution. 
However, it does not take into account the comparison between the gray wolf indi-
vidual and the best location information of his own experience, which shows that it 
is an algorithm that lacks the individual’s own location memory. 

In the particle swarm optimization algorithm, each particle retains its own histor-
ical optimal location information, finds a global optimal solution from these indi-
vidual optimal solutions, and selects the optimal solution compared with the historical 
optimal solution. Therefore, this paper introduces the optimal information of its own 
experience history retained in the particle swarm optimization algorithm into the 
gray wolf optimization algorithm, and proposes a location update formula based on 
the individual’s own memory is: 

Xd 
i (t + 1) = w

(

Xd 
i,α(t + 1) + Xd 

i,β (t + 1) + Xd 
i,δ(t + 1) 

3

)

+ rand  · (Xd 
ibest  

− Xd 
i (t)) 

(11) 

ω = (ωini  − ωend )(Gk − Xd 
ibest  )/Gk + ωend (12) 

where, Xd 
ibest  is the optimal position experienced by the gray Wolf individual, rand  

is the random number between [0, 1], ω is the inertia weight coefficient, ωini  is the 
initial inertia weight, Gk is the maximum number of iterations, and ωend is the inertia 
Performance test and analysis of PGWO algorithm 

4 Establishment of Five-Level SHEPWM Equations 

Figure 1 shows the voltage waveform of cascaded Five-Level Inverter. The waveform 
is 1/4 even symmetrical in half cycle. The output nonlinear SHEPWM equations of 
Five-Level Inverter are:

{ 4 
π

∑N 
k=1 pk cos αk = 2 m 

4 
nπ

∑N 
k=1 pk cos(nαk) = 0, n = 5, 7, 11, 13 · ·· (13) 

where: when αk is the rising edge, pk is 1; When αk is the falling edge, pk is – 1. m 
is the adjustment system; N is the number of switching angles in 1/4 cycle; n is the 
number of harmonics; αk is the switching angle and shall meet: 

0 < α1 < α2 < · · ·  < αN < 
π 
2 

(14)
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Fig. 1 Five-level voltage waveform 

5 Improved Grey Wolf Algorithm for Solving Nonlinear 
Equations 

The fitness function equation is established from “Eq. (13)”, as shown in “Eq. (15)” 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

f1(α) = 4 
π

[
∑3 

k=1 (−1)k+1 cos αk + ∑6 
k=4 (−1)k cos αk

]

− 2m = ε1 
f2(α) = 4 

5π

[
∑3 

k=1 (−1)k+1 5 cos αk + ∑6 
k=4 (−1)k 5 cos αk

]

= ε2 
· 
· 
· 
f6(α) = 4 

17π

[
∑3 

k=1 (−1)k+1 17 cos αk + ∑6 
k=4 (−1)k 17 cos αk

]

= ε6 

The fitness function is defined as: 

f (α) = 1 

1 + ε2 1 + ε2 2 + ε2 3 + ε2 4 + ε2 5 + ε2 6 
(16) 

When f (α) = 1, the values of ε1, ε2, ε3, ε4, ε5, ε6 are all 0. At this time, it is 
considered that the PGWO algorithm converges to the optimal solution. Run GWO 
and PGWO programs respectively to solve the nonlinear equations under different 
modulation systems, and the obtained switching angle value and fitness function 
value are shown in Table 1 and Table 2.

The comparison between Table 1 and Table 2 shows that the fitness function value 
f (α) obtained by PGWO can be taken as 1, which is better than GWO algorithm. 
Compared with GWO, PGWO has better computational accuracy and global search 
ability, so better optimization results can be obtained.
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Table 1 GWO switch angle between modulation 0.8 to 1.0 

m α1 α2 α3 α4 α5 α6 f (α) 
0.8 29.959 38.287 46.482 50.698 54.966 65.133 0.999 

0.9 20.422 25.662 34.012 58.821 83.381 85.721 0.999 

1.0 16.975 20.169 41.433 56.170 73.461 89.852 1 

Table 2 PGWO switch angle between modulation 0.8 to 1.0 

m α1 α2 α3 α4 α5 α6 f (α) 
0.8 18.188 23.682 34.337 61.351 71.549 76.355 1 

0.9 19.955 26.720 31.338 56.969 60.547 62.532 1 

1.0 13.769 18.026 21.069 41.688 46.742 56.141 1

6 Simulation and Experimental Verification 

6.1 Simulation Study 

Taking the single-phase five level voltage source inverter as an example, the effect 
of SHEPWM selective harmonic elimination is verified. The system simulation 
parameters are as follows: the DC voltage source voltage is 24 V, the inverter load 
L = 5 mh,  r = 5 Ω, and the fundamental frequency is 50 Hz. Figure 2 show the 
comparative analysis of PGWO and GWO voltage spectrum, voltage fundamental 
amplitude and harmonic distortion rate (THD) when modulation m = 0.7 and 0.9. 

Through the spectrum analysis of Fig. 2, it can be seen that the 5th, 7th, 11th, 
13th and 17th harmonics in the voltage are basically eliminated, and the harmonic 
elimination effect of PGWO is better than that of GWO. Therefore, it can be proved
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Fig. 2 Simulation spectrum comparison between modulation system m = 0.7, 0.9 PGWO and 
GWO voltage 
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Fig. 4 Voltage waveform of modulation system m = 0.7, 0.9 

that the improved gray wolf optimization algorithm proposed in this paper is correct 
and effective in solving the switching angle of SHEPWM. 

6.2 Experimental Analysis 

The parameters of the cascaded five-level experimental platform built in this paper are 
consistent with the simulation parameters. DSP (TMS320F28335) is used as the main 
chip, the main circuit module adopts the IGBT with the model of BSM50GB120DN2, 
the driving module adopts the logwood source integrated driving IGBT to drive
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Fig. 5 Experimental spectrum of m = 0.7, 0.9 voltage modulation 

DA962D6, and the oscilloscope model is DS1052E. The modulation ratio is 0.7 and 
0.9. The experimental prototype is shown in Fig. 3 (Figs. 4 and 5). 

7 Conclusions 

In this paper, an improved grey wolf optimization algorithm is proposed to solve the 
switching angle of SHEPWM, and the grey wolf population is initialized by sine 
chaotic map; The nonlinear control parameters are introduced to realize the good 
transition of the algorithm from exploration to development; Inspired by the idea 
of PSO, a location update formula based on individual self memory is proposed. 
Compared with GWO, PGWO has higher precision, wider search range and is easier 
to jump out of the local optimum. The simulation and experimental results prove the 
accuracy and feasibility of PGWO in solving SHEPWM equations. 
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Design and Application of Non-contact 
Voltage Acquisition Module for Dry Air 
Core Reactor 

Zhiqin Ma, Gang Wang, Danyu Jiang, Xian Yang, Xiang Shu, 
and Shuo Jiang 

Abstract During the operation of dry-type air core reactor, the event of failure 
or even burning has always existed, which seriously threatens the safe and stable 
operation of the power grid. At present, there is no protection and monitoring method 
for the fault of dry-type air core reactor, and the monitoring method is very limited for 
the fault. Based on the principle of non-contact optical measurement, a non-contact 
voltage waveform acquisition method is proposed in this paper. The sampling rate 
is more than 20 MHz and the sampling channels are not less than 3. It fills the gap 
of fault monitoring method for dry-type air core reactor. And the dynamic response 
test of the contactless voltage acquisition module in the time domain and frequency 
domain was carried out. On the basis of meeting the needs of strong electric field 
measurement in sensitivity, dynamic range and frequency response, the on-site test 
of reactor overvoltage switching was carried out. The results show that the module 
has good accuracy in measuring overvoltage based on the contactless principle. It can 
meet the requirements of on-site testing, and is convenient to enrich the databases 
of different reactor equipment. It provides technical support for reactor insulation 
detection and fault warning research. 

Keywords Dry air-core reactor · Fault monitoring · Non-contact type ·
Acquisition module
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1 Introduction 

With the large number of dry-type air core reactors put into operation in the power grid 
and the wide application of large capacity dry-type air core shunt reactors, the faults 
are exposed constantly [1, 2]. There are many encapsulated branches of dry-type air 
core reactor, which may cause inter turn short circuit, strand breakage or turn number 
deviation during manufacturing and transportation. During operation, winding insu-
lation breakdown is caused by winding damp, partial discharge, partial overheating 
insulation burning and other reasons, as well as loss and heating of surrounding 
metal framework, grounding grid, wiring terminals in high-voltage cabinet caused 
by magnetic leakage. According to incomplete statistics of power sector, interturn 
short circuit fault accounts for more than 70% of total reactor faults [3]. When the 
inter turn short circuit fault occurs in the dry reactance, the local temperature at the 
short circuit location rises sharply, accelerating the insulation aging near the short 
circuit turn, making the short circuit fault develop continuously, and then expand to 
multi turn short circuit fault. The reactor will catch fire in a short time, and can no 
longer be maintained and used [4, 5]. 

For reactor faults, the existing diagnostic methods mainly include the measure-
ment of reactor DC resistance, infrared temperature measurement and loss measure-
ment [6–8]. However, due to the absence of some power frequency anti-interference 
measures for relevant measuring instruments, the measurement results caused by 
strong power frequency interference during field measurement are inaccurate, which 
will seriously lead to the burning of measuring instruments, and it is impossible to 
accurately determine the fault type and find the fault point. At the early stage of 
turn to turn short circuit fault of dry-type air core reactor, due to the lack of obvious 
changes in electrical parameters, the existing monitoring methods for turn to turn 
short circuit fault have the problem of poor sensitivity, which can not detect the initial 
turn to turn short circuit fault of the reactor in time and take pre control measures 
[9–11]. With the more and more heavy task of reactor in power system, it is very 
urgent to solve the problem of reactor fault monitoring. Therefore, it is necessary to 
study the fault development characteristics under typical reactor defects and propose 
a highly reliable, highly sensitive and portable reactor fault diagnosis method and 
device. 

The number of dry-type air core reactor equipment is huge, and the switching 
times are frequent. Considering the simplicity and feasibility of on-site switching 
overvoltage test, this paper proposes a non-contact voltage waveform acquisition 
method (the line does not need to power off to install a voltage divider). With the non-
contact field sensor as the front end, research and build a collection module suitable 
for the test of reactor switching overvoltage waveform, which provides effective help 
for the collection of reactor transient overvoltage waveform.
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2 Testing Principle and Testing Equipment 

2.1 Architecture of Non-contact Voltage Waveform 
Acquisition Module 

As shown in Fig. 1, the non-contact optical measurement principle is adopted in 
this paper. The photoelectric integrated electric field measurement system consists 
of the following parts: laser source, polarization maintaining fiber, sensor, optical 
receiver, acquisition and processing module. The laser source is used to generate 
linearly polarized light with constant power. It is transmitted to the sensor through 
the polarization maintaining fiber and modulated under the effect of electric field. 
The optical power signal is input into the optical receiver through the polarization 
maintaining fiber to convert the optical power signal into a voltage signal. The voltage 
signal containing the electric field information is obtained with the acquisition card, 
and is observed and measured through the processing module. 

The two modes of light in the sensor are affected by the electric field, resulting 
from the phase difference of the linear correlation of the electric field. When the 
waveguide is output, the two modes of light interfere, and the phase difference signal 
is converted into light intensity signal. The optical receiver converts the light intensity 
signal into voltage signal, which is recorded by the oscilloscope. This voltage signal 
is portable with the electric field signal sensed by the sensor. The transfer function 
of the measurement system is: 

Vout = A · [1 + b · cos(ϕ0 + E 
Eπ 

π)] (1) 

where, A is the power loss of the optical path and the photoelectric conversion 
coefficient of the receiver; b is the extinction ratio of the sensor; ϕ0 is the phase 
difference caused by natural infringement; Eπ is defined as the half wave electric 
field of the sensor, that is, when the applied electric field is Eπ, the phase difference is

Fig. 1 Schematic diagram of the designed galloping test system 
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Fig. 2 Schematic diagram 
of voltage sensing terminal 
system 

π. Generally, through production process control ϕ0 is approximately π/2. When the 
measured electric field E is far less than Eπ, the transfer function can be approximately 
expressed as: 

Vout = A · [1 + b · E 
Eπ 

π ] (2) 

It can be seen that the response output of the measurement system is linear with 
the electric field within a certain range. The installation implementation scheme of 
voltage sensing terminal is shown in Fig. 2. It mainly consists of three parts: all 
optical electric field sensor, support frame and back-end equipment. 

2.2 Construction of Non-contact Voltage Acquisition Module 

The final acquisition module is shown in Fig. 3, including non-contact optical elec-
tric field sensor, support frame, polarization maintaining fiber, light source module, 
acquisition card and acquisition host. The integrated optical electric field sensor has 
a measuring range of 5–500 kV/m. The multi-channel PCI-E acquisition card corre-
sponding to ADLINK is proposed to be selected in the design, with the maximum 
sampling rate of 100 MHz and the accuracy of 16bit, meeting the requirements that 
the sampling rate is not less than 20 MHz and the sampling channel is not less 
than 3. The front end uses an optical sensor to detect the voltage signal, and the 
back end directly transmits the voltage signal to the high-speed acquisition card or 
oscilloscope, and collects data through a micro PC.
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Fig. 3 Physical object of voltage acquisition module 

3 The Non-contact Voltage Acquisition Module Test 

3.1 Time Domain Response Speed Test of Sensor 

(1) ms level response 

The power frequency response of the sensor can be obtained by using the exper-
imental device. The normalized input and output waveforms are shown in Fig. 4(a). 
The correlation coefficient between Vout and electric field E is output by the sensor 
ρ (Vout, E) to characterize the degree of the sensor’s following the original electric 
field. The correlation coefficient of the waveform shown in Fig. 4 is 0.999, indicating 
that the sensor has a good power frequency response [12]. 

Use the operation wave generator and the spherical plate electrode to generate a 
250/2500 μs long wave head operation wave electric field, place the sensor between 
the spherical plate electrodes, and normalize the input and output waveforms as 
shown in Fig. 4(b), with a correlation coefficient of 0.996. Both power frequency

Fig. 4 Power frequency (a) and Long wave head (b) operation wave response of sensor 
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Fig. 5 Lightning wave response of sensor (wave head (a) and full wave (b)) 

response and long wave head operation wave response indicate that the sensor can 
follow the ms level waveform well. 

(2) μs level response 

The high-voltage power supply is replaced by a lightning wave generator 
(EMCpro), which can output lightning waves with a peak value of 0.2–6 kV. The 
lightning wave head and full wave response of the sensor are shown in Fig. 5, and 
their correlation coefficients are 0.998 and 0.996 respectively. 

3.2 Response Speed Test of Sensor 

When the high-voltage power supply is replaced by a low-frequency signal generator, 
the peak value of the electric field signal generated is about 2.5 kV/m, and the 
frequency range is 5–10 kHz. 

High frequency signal generator, power amplifier, TEM cell and spectrometer are 
used to investigate the high frequency response of the sensor. The test range of the 
frequency sweep device is 250 kHz–100 MHz, and the amplitude of the electric field 
signal is about 300 V/m. 

The existing experimental devices cannot generate sweep signals in the frequency 
band of 10–250 kHz. The amplitude frequency response in the range of 5 kHz–1 MHz 
is analyzed by using fast Fourier transform. 

Synthesizing the frequency response characteristics of each frequency band, the 
amplitude frequency response characteristics of the sensor in the range of 5 Hz– 
100 MHz are obtained, as shown in Fig. 6. The 3 dB lower cut-off frequency of the 
sensor is about 5 Hz, and the 3 dB upper cut-off frequency is greater than 100 MHz. 
Except for the resonant frequency point in the 1.2–3.5 MHz frequency band, the 
sensor has flat frequency response characteristics from 20 Hz to 100 MHz.
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Fig. 6 Amplitude frequency 
response (5 Hz–100 MHz) 

4 The Non-contact Voltage Acquisition Module Test 

4.1 On Site Switching Test of Test Station 

Based on the built acquisition module, the field test of the test station was carried out. 
The test architecture and on-site installation are shown in Figs. 7 and 8. The sensor 
is fixed below the bus, the circuit breaker conducts switching test, and the switching 
overvoltage waveform is collected through the acquisition module. 

The switching overvoltage waveform is shown in Fig. 9. The switching over-
voltage waveform is an attenuated oscillation waveform. The oscillation period 
is related to the electrical parameters of the circuit breaker shunt reactor system. 
Multiple switching tests show that the frequency of the oscillation waveform is 
shown in Table 1, indicating that the acquisition module has good stability. At the 
same time, it is found that the switching overvoltage at the end of the circuit breaker 
is consistent with that of the reactor bus.

Fig. 7 Field test framework of three-phase switching test
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Fig. 8 Field installation test 

Fig. 9 Test results of 
switching test 

Table 1 Oscillation 
waveform frequency The first transient process The second transient process 

1 9.5 kHz 11 kHz 

2 5.5 kHz 6.5 kHz

4.2 On Site Switching Overvoltage Test of Substation 

On site switching overvoltage test was carried out for circuit breaker to cut off shunt 
air core reactor [13]. 

In order to verify the accuracy of the non-contact acquisition module, the non-
contact acquisition module and the voltage divider are used to test and compare in the 
field. The data waveform collected by the non-contact acquisition module is shown 
in Fig. 10(a), and the data waveform collected by the voltage divider acquisition 
module is shown in Fig. 10(b).

Compare the overvoltage waveform measured by voltage divider with that 
measured by non-contact method, and the voltage envelope, overvoltage multiple and 
frequency are consistent. The frequency and overvoltage multiple of the collected 
switching overvoltage waveform are analyzed, and the comparison between the 
measurement results of the non-contact acquisition module and the voltage divider is
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Fig. 10 Results of non-contact acquisition module (a) and divider acquisition module (b)

Table 2 Overvoltage 
multiple and oscillation 
waveform frequency 

Overvoltage multiple Oscillation frequency 

Reactor 1 1.18 2 ± 0.05 kHz 
Reactor 2 1.21 6.5 kHz 

Error ratio 2.48% 0–3.7% 

shown in Table 2. It can be seen from the comparison that the error between the non-
contact measurement method and the voltage divider measurement results is small, 
the over-voltage multiple measurement error is 2.48%, and the maximum error of the 
oscillation frequency is 3.7%, which shows that the over-voltage accuracy measured 
based on the non-contact principle is good and meets the requirements of on-site test. 

5 Conclusion 

In this paper, the research on switching oscillation overvoltage test of dry-type air 
core reactor is carried out, the non-contact acquisition module of switching oscil-
lation overvoltage waveform is built, the non-contact voltage waveform acquisition 
architecture is developed. 

(1) The response test of the non-contact voltage acquisition module in time domain 
and frequency domain is carried out. On the basis of verifying that its sensitivity, 
dynamic range, frequency response and other aspects meet the requirements of 
strong electric field measurement. 

(2) Three phase overvoltage switching test of reactor and on-site switching over-
voltage test of substation are carried out, and the overvoltage measured by 
voltage divider is compared. The results show that the over-voltage accuracy of 
the module based on the non-contact principle is good, and it meets the on-site 
test requirements.
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(3) This module can effectively collect the overvoltage data of reactor switching, 
which is convenient to enrich the database of different reactor equipment, and 
facilitate the comprehensive analysis of data. It provides strong technical support 
for reactor insulation detection and fault early warning research. 
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Experiment and Simulation Study 
on the Generation Process of Cable 
Carbonization Path 

Xiaoyong Ye and Zhihong Xu 

Abstract Power cable carbonization path fault arc in the cause of electrical fires 
occupies a large proportion. It has the characteristics of difficult prevention, strong 
concealment, and great harm. Based on the arc fault characteristics experimental 
device, a high-speed camera was used to take pictures of the cable carbonization 
path generation process, and the mechanism of the process is analyzed in stages. An 
orthogonal experiment was used to obtain the primary and secondary influencing 
order of each factor on the results, and the optimal level combination. Finally, based 
on Magnetohydrodynamics (MHD) theory, a simulation model of the BVVB cable 
notch arc was established by Comsol software to simulate the dynamic trend of the 
arc in the early carbonization process. By comparing the simulation results with the 
actual images captured by the high-speed camera, the feasibility of the model is 
verified, and it provides ideas for further research on the cable carbonization path 
process. 

Keywords Cable arc · Carbonization path · Orthogonal experiment ·
Magneto-hydrodynamics 

1 Introduction 

According to national statistics on house fires in China from 2012 to 2021, electrical 
fires topped the list with a proportion of 42.7%, posing a serious challenge to people’s 
lives and property. As a necessary part of the electrical circuit, wires and cables are 
the main factors causing fires, and the percentage of electrical fires in 2020 caused by

X. Ye · Z. Xu (B) 
College of Electrical Engineering and Automation, Fuzhou University, Fuzhou 350108, China 
e-mail: 641936593@qq.com 

Fujian Key Laboratory of New Energy Generation and Power Conversion, Fuzhou 350108, China 

Fujian Province University Engineering Research Center of Smart Distribution Grid Equipment, 
Fuzhou 350108, China 

© Beijing Paike Culture Commu. Co., Ltd. 2023 
X. Dong et al. (eds.), The proceedings of the 10th Frontier Academic Forum of 
Electrical Engineering (FAFEE2022), Lecture Notes in Electrical Engineering 1054, 
https://doi.org/10.1007/978-981-99-3408-9_17 

185

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3408-9_17&domain=pdf
mailto:641936593@qq.com
https://doi.org/10.1007/978-981-99-3408-9_17


186 X. Ye and Z. Xu

wiring problems reached 68.9% [1]. The reasons of fires caused by lines themselves 
can be divided into two main aspects, current factor and fault arc factor [2]. The 
current factor mainly refers to the current overload in the line, so that the internal 
heating causes the insulating material to overheat and burn; the fault arc factor mainly 
refers to the local overheating caused by the fault arc, resulting in the insulation 
material or flammable materials around the cable on fire. 

At present, for arc fault fire prevention, research is mainly focused on the detec-
tion of low-voltage arc fault. It’s relevant standards UL1699 and GB/T 31,143-2014 
pointed out that the detection process requires the generation of arc fault waveform 
in arc fault detection device [3]. There are two main methods to generate the arc 
waveform: one is to add a fault arc generator in the circuit to generate an actual arc, 
including arc pulling device and cable carbonization path specimen. [4] proposed two 
types of cutouts and one type of articulated pretreatment were performed for different 
cable types, and it was concluded that different treatments can have a direct effect on 
the arc waveform after cable carbonization. [5] proposed a method to improve the 
carbonization success rate by using a fixed bending angle, quantifying the creepage 
distance on the process of the cable specimen cutting. Another way to generate 
waveforms is to simulate the arc through electronic devices and digital signals. [6] 
proposed a closed-loop controlled constant-current output fault arc waveform genera-
tion device that can output an arc with a maximum RMS value of 10 A. [7] established 
a fault arc waveform database, which can be used to find the corresponding current 
source waveform during testing, which improves the waveform generation efficiency 
to a certain extent. Although the arc waveform simulation device has the advantages 
of small size, high speed and strong flexibility, however, the analog waveform still 
cannot restore all the actual information. Therefore, misoperations or inactions are 
prone to occur in the inspection process of the arc fault detection device, which 
effects the accuracy. Cable carbonization path as a natural carrier of the fault arc, its 
waveform information is the most complete and accurate, so the in-depth study of 
the cable carbonization path still has greater relevance and necessity. 

Currently, other scholars have conducted partial studies on the generation of 
charged pyrolysis and carbonization paths in cables. [8] studied the pyrolysis process 
of low-voltage flame-retardant cables in substations, and summarized the differ-
ence between the pyrolysis reaction mechanism of actual cables and pure PVC. [9] 
proposed a carbonization path generation mechanism for the flashover inside and on 
the surface of the cable, causing by the combined action of overcurrent and water 
absorption of the cable CaCO3 filler. [10] combined the one-dimensional heating 
model of the cable with the Arrhenius expression to establish a combustion pyrol-
ysis model of the cable in an external heating source. [11] proposed two mechanisms 
for the generation of fault arc in cables: one is that in a twin-core conductor where 
a single conductor is severed, the conductor heats up. The broken conductor pierces 
the outer skin layer and connect with another one, eventually leading to fault arc. The 
other is that the arc discharge phenomenon generates directly when the conductor of 
the complete component is disconnected. 

In this paper, a high-speed camera was used to capture the dynamic evolution 
process image of the cable notch arc in the arc fault characteristic experimental
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device, so as to analyze the generation mechanism of the cable carbonization path. 
On this basis, an orthogonal experiment was designed to analyze the different influ-
encing factors on the success rate of cable carbonization path generation, the primary 
and secondary order of the influencing factors and optimal level combination were 
determined. Finally, based on magnetohydrodynamics (MHD), a model of the cable 
notch arc was built in the Comsol software, and the dynamic characteristics of the 
arc were analyzed. At the same time, the simulation results were compared with the 
arc images to verify the feasibility of the simulation model. 

2 Analysis of Cable Carbonization Process Based 
on High-Speed Camera 

The discharge early stage of the carbonization path generation process is rapid and 
short, conventional image acquisition instruments are difficult to collect information. 
High-speed camera has the characteristics of short shooting interval, non-contact 
acquisition, low exposure at high frame rate, etc., which can quickly capture the 
discharge phenomenon of high brightness, and use the brightness difference to effec-
tively exclude the interference of other non-luminous objects for the identification of 
features related to the discharge phenomenon. Therefore, in this paper, a high-speed 
camera is used to photograph the carbonization path generation process and analyze 
related phenomena. 

2.1 Experimental Design 

The high-speed camera used in this paper is Phantom MIRO M310. The experimental 
sample is a 2 × 1.5 mm2 BVVB-Copper core PVC insulated and sheathed flat cable, 
and the cutting treatment is shown in Fig. 1. The carbonization path experimental 
equipment is the JD-DHGZ-1 arc fault characteristic experimental device designed 
according to the national standard GB/T31143-2014 “General Requirements for Arc 
Fault Protection Devices (AFDD)” [12]. According to the design, the carbonization 
experimental energization voltage and current in the experimental device were set 
to 7 kV, 30 mA and 2 kV, 300 mA, respectively, in order to quickly generate the 
carbonization path.

2.2 Analysis of the Carbonization Process 

Wire and cable are subject to external forces such as bending, pulling and squeezing, 
resulting in rupture of the insulation sheath and copper core. The copper core is
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Fig. 1 Cable sample

exposed to the air and the exposed part is prone to electric breakdown and discharge 
phenomenon when energized. Under the effect of discharge, the insulation sheath 
is thermally decomposed and turns into a conductive channel mixed with carbon 
and organic semiconductors. However, the discharge process in actual conditions is 
random and strong, while the entire generation process is slow, leading to difficulties 
in capturing focused information, so this paper uses a high-speed camera to shoot and 
analyze the carbonization path generation process that occurs in the carbonization 
device of the arc fault characteristic experimental equipment. The actual shooting 
parameters of the high-speed camera were set as resolution 256 × 128, frame rate 
6000 fps and exposure time 160 µs. 

Figure 2 shows the high-speed camera image of the arc burning at the cable notch 
at an energized voltage of 2 kV. Because the electric intensity of the sharp part 
between the exposed copper cores is extremely high to produce electric breakdown, 
an arch-shaped arc is formed between the exposed copper cores at the cable notch, 
and the arc root spot is bright and clearly visible, as shown in Fig. 2(a), so this moment 
is recorded as the arc burning moment of 0 ms. Because the pyrolysis temperature of 
PVC, the main component of the insulation skin, is 543 K [8], and the temperature 
of the arc is mostly above 3000 K. Broken non-dense insulation sheath debris at the 
cut is the first to be pyrolyzed, producing HCl gas and benzene gas [8]. The gas 
blows the arc, which gradually elongates and expands, but is always not pulled off 
and blown out. Along with the change of current RMS, the arc burning also shows a 
corresponding change from violent to gradually extinguished, the burning duration 
is 7.5 ms, see Fig. 2(b)–(e). Thereafter, the arc reignites after the first burning arc of 
9.8 ms, and enters the next burning arc cycle, as shown in Fig. 2(f). 

Fig. 2 Arc burning image of cable notch
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Fig. 3 Cable notch 
carbonization path 
generation image 

With the continuous reignition of the arc heating and its own thermal inertia, the 
temperature at the cable notch gradually increases. More PVC around the copper 
core undergoes pyrolysis and begins to form a carbon layer covering the incision 
surface, and a bright flame begins to appear at the incision along with some molten 
copper splashes, see Fig. 3(a)–(b). Thereafter, the arc continued to emit energy. With 
the flame at the incision extending from the local to the whole incision, the PVC 
sheath accelerates the pyrolysis and a large amount of loose carbon chain structure 
can be observed to accumulate in Fig. 3(d). 

2.3 Carbonization path Generation Mechanism 

The generation process of the high voltage carbonization path within the cable 
carbonization equipment can be divided into two main stages, the first stage is the 
arc discharge stage. Initially the discharge phenomenon occurs at the location of the 
broken copper core, which in turn forms an arc between the two bare copper cores. 
The arc heats the surrounding PVC and copper debris. When PVC is pyrolyzed, HCl 
and benzene gases are released, which cause the arc to shift in shape and perhaps 
cause the arc root to migrate over the exposed copper core. The pyrolysis residual 
carbon begins to gradually cover the incision surface. The second stage is the burning 
stage of the sheath by heat. When the incision accumulates heat to the ignition point 
of the sheath material in the first stage, the PVC starts to be on fire, and a bright 
flame appears. Sufficient heat promotes the pyrolysis and combustion of the sheath. 
Generally, the PVC in the insulating layer is mixed with flame retardant, which 
mainly produces dense carbon slag and loose carbon layer during combustion to 
isolate the heat exchange between the flame and the sheath, so a large amount of 
loose carbon layer will accumulate at the incision. These layers of carbon with 
semiconducting properties are concentrated in the incision, which provides excel-
lent conditions for the existence and development of the arc while isolating the heat 
source, for example: when the carbon content of the carbon layer reaches the “Per-
colation Threshold” [13], the resistivity will drop rapidly and the current flow more 
easily through the carbon layer; the carbon has hot ion emission properties when
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heated [14], which facilitates the arc initiation. Eventually, a stable structure like 
carbon-carbon or carbon-copper electrode with certain internal gap will be formed 
at the incision, and the carbonization path will be generated. 

3 Multi-factor Analysis of Carbonization Path Generation 

The success criteria of cable carbonization are mainly determined by the arc wave-
form morphology after energization and the luminescence of the series-connected 
100 W bulb. Carbonization path waveform according to the shape of the arc wave-
form can be divided into three kinds: Arc waveform intermittently missing and the 
presence of a sine wave is called under-carbonization, in this case the bulb flickers; 
arc waveform continues without a sine wave is called normal-carbonization, in this 
case the bulb continues to shine; arc waveform completely missing and only the pres-
ence of a sine wave is called over-carbonization, in this case the bulb continues to 
shine and be high brightness. The specific waveform can be seen in Fig. 4. The above 
three cases only when the normal carbonization represents a stable carbonization path 
successfully generated. 

Considering the enforceability and determinacy of various factors in practice, this 
paper chooses to investigate the influence of the following factors on the carboniza-
tion success rate using orthogonal analysis experiments, including the cable structure 
(that is, whether the cable is fixed with PVC filler between the inner double cores 
or not, structure A with filler and structure B without filler), the notch width, the 
energization time at different voltages. The cable specimens are treated in the same 
way as in Fig. 1, only need to wrap two turns of electrical insulation tape and glass 
fiber flame retardant tape at the notch. The number of cable specimens for each 
group of orthogonal experiments was 10. The above experimental was in the cable 
carbonization device of JD-DHGZ-1 arc fault characteristics experimental device.

Fig. 4 Different arc waveforms of carbonization paths 
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Table 1 Factor level table 

Structure Notch width 
(mm) 

7 kV energization 
time (s) 

2 kV energization 
time (s) 

1 A 1 0.5 0.5 

2 B 2 1 1 

3 3 2 1.5 

4 4 3 2 

5 4 2.5 

3.1 Orthogonal Experimental Design 

The effect of each factor on the success of carbonization can be investigated through 
orthogonal design experiments. The success rate mainly focuses on four factors: 
cable structure, notch width, and energization time of different voltages, as shown 
in Table 1. 

Ignoring the interaction level effect between the factors, the orthogonal table L25 
(56) was selected. Considering the inconsistent levels of the factors, the orthogonal 
scheme of this experiment was obtained after using the quasi-level horizontal and 
the combination method. 

3.2 Range Analysis in Orthogonal Experiments 

The range analysis is a common method in orthogonal experiments. This method 
can be used to obtain the primary and secondary influencing order of each factor and 
level on the results, and to analyze the optimal level combination.

Based on the experimental data in Table 2, the  K values and k values were calcu-
lated for each factor level. Because of the inconsistent level of this orthogonal exper-
iment, the R′ value needs to be calculated, and the calculation results were shown in 
Table 3.

1. According to the comparison of R′ values in Table 3, the main influencing order 
of each factor on the success rate of carbonization is: 2 kV energization time > 
notch width > structure > 7 kV energization time, and 2 kV energization time 
has the most significant influence on the success rate. 

2. According to the comparison of k values in Table 3, the optimal level combination 
of each factor was determined as structure A (the cable is fixed with PVC filler 
between the inner double cores), notch width 1 mm, 7 kV energizing time 4 s, 
2 kV energizing time 2.5 s.
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Table 2 Orthogonal experimental data 

Structure Notch width (mm) 7 kV energization 
time (s) 

2 kV energization 
time (s) 

Success rate 

1 A 1 0.5 0.5 0.5 

2 A 2 2 2 0.5 

3 A 3 4 1 0.6 

4 A 4 1 2.5 0.8 

5 A 1 3 1.5 0.6 

6 B 1 4 2 0.9 

7 B 2 1 1 0.7 

8 B 3 3 2.5 0.8 

9 B 4 0.5 1.5 0.2 

10 B 2 2 0.5 0.4 

11 A 1 3 1 0.7 

12 A 2 0.5 2.5 0.6 

13 B 3 2 1.5 0.4 

14 B 4 4 0.5 0.1 

15 A 3 1 2 0.5 

16 B 1 2 2.5 1 

17 A 2 4 1.5 0.6 

18 B 3 1 0.5 0 

19 A 4 3 2 0.6 

20 A 4 0.5 1 0.3 

21 A 1 1 1.5 0.7 

22 B 2 3 0.5 0.1 

23 B 3 0.5 2 1 

24 B 4 2 1 0.2 

25 B 1 4 2.5 0.9

4 Cable Notch Arc Model Simulation 

Before building the simulation model, the following assumptions were made for 
conditions in order to facilitate convergence and solution. 

1. The arc for the simulation solution is assumed to be an equilibrium plasma, 
satisfying local thermodynamic equilibrium. 

2. The magnetic field is a uniform steady-state field and the flow of the arc is laminar. 
3. The effect of the arc on the ablation of the contact region and the sheath layer in 

the near-polar region is not considered.
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Table 3 Range analysis datasheet 

Item Level Structure Notch width (mm) 7 kV energization time 
(s) 

2 kV energization time 
(s) 

Ki 1 7 5.3 2.6 1.1 

2 6.7 2.9 2.7 2.5 

3 – 3.3 2.5 2.5 

4 – 2.2 2.8 3.5 

5 – – 3.1 4.1 

ki 1 0.58 0.76 0.52 0.22 

2 0.52 0.48 0.54 0.5 

3 – 0.55 0.5 0.5 

4 – 0.37 0.56 0.7 

5 – – 0.62 0.82 

R 0.07 0.39 0.12 0.6 

R′ 0.17 0.43 0.11 0.54

4.1 Arc Magnetohydrodynamic Equation Set 

The stable combustion of arc plasma is a complex multi-physics field coupling 
process involving electric, magnetic, and fluid fields, so the coupling process needs 
to be considered in the simulation calculation [15]. 

The mass conservation equation: 

∂ρ 
∂t 

+ ∇  ·  (ρU ) = 0 (1)  

where ρ is the arc plasma density as a function of temperature; t is time; and U is 
the arc plasma velocity vector. 

The momentum conservation equation: 

ρ 
∂U 
∂t 

+ ρU · ∇U = ∇  ·
[
μ(∇U + (∇U )T ) − 

2 

3 
μ(∇ ·  U)I − p I

]
+ F (2) 

F = J × B (3) 

where p, μ, I, F, J and B are, respectively, pressure, dynamic viscosity, unit matrix, 
Lorentz force, current density vector, magnetic induction vector. 

The energy conservation equation: 

∂(ρ H) 
∂t 

+ ∇  ·  (ρ H U) = ∇  ·
(

λ 
CP 

∇ H
)

+ SH (4)
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Fig. 5 Geometric model of 
Cable notch arc simulation 1 
PVC insulation sheath, 2 
copper core, 3 notch 

SH = 
1 

σ 
J2 + Sϕ − Srad (5) 

Sϕ = 
∂ 

∂T

(
kB T 

2q

(
λ 
CP 

+ 5
))

(∇T · J) (6) 

where H, λ, Cp, T, σ , SH , Sϕ , Srad , kB and q are, respectively, enthalpy, thermal 
conductivity, constant pressure heat capacity, temperature, electrical conductivity, arc 
heat source energy, current electron enthalpy, overall radiation energy, Boltzmann’s 
constant, charge. 

Maxwell’s equations: 

⎧⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

E = −∇φ − ∂ A 
∂t 

∇ ·  (−σ∇φ) = 0 
∇ ×  A = B 
J = σ E 
∇2 A = −μ0 J 

(7) 

where E is the electric field strength; A is the vector magnetic potential and φ is the 
electric potential. 

4.2 Simulation Model 

Based on Comsol software, a model of arc in the BVVB cable notch was established 
in this paper, as shown in Fig. 5. 

4.3 Simulation Analysis 

Current Density Distribution Analysis. Figure 6 shows the trend of current density 
changes in the dynamic process of the cable arc. After 2 ms of energization, the 
current density distribution begins to appear in the arch discharge channel, and this



Experiment and Simulation Study on the Generation Process ... 195

Fig. 6 Variation of arc current density at cable notch 

time recorded as the arc burning time 0 ms. Thereafter, the current density changes 
with the current waveform, increasing and then decreasing. The arc continues to burn 
7 ms and then extinguished. After 3 ms current zero-crossing time, the arc reignites. 

Temperature Distribution Analysis. Figure 7 shows the trend of the arc tempera-
ture field in the cable notch. The arc temperature in the beginning is relatively low, 
with the increasing current, the arc temperature gradually increases and spreads to 
the surrounding area, the temperature reaches the maximum value at 3 ms. Then, 
the arc temperature decreases with current changing. At 7 ms, the current reaches 
zero-crossing, the arc tends to extinguish, the arch shape recedes. But due to the 
thermal inertia of the arc, the incision area temperature did not recover. At 10 ms, 
the arc continues to reignite. 

The cable insulation sheath is heated rapidly by the high temperature of the inci-
sion arc, especially the sharp part of the outer sheath, where the temperature change 
is most obvious, see Fig. 8(a). After one arc-burning cycle, the temperature of the 
inner sheath reaches the pyrolysis temperature of PVC.

Fig. 7 Variation of arc temperature field at cable notch 
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Fig. 8 Variation of temperature field at cable notch insulating sheath 

After comparing the simulation results with the images taken by the high-speed 
camera, the simulation of the early burning morphology and dynamic change trend 
of the arc at the cable incision is basically consistent with the actual one, which can 
reflect the early process of discharge at the cable incision. However, due to the lack 
of numerical simulation of the phase change of PVC material, the process of carbon 
layer generation cannot be simulated for the time being, and there is still room for 
improvement. 

5 Conclusion 

In this paper, a high-speed camera was used to photograph the carbonization process 
of the cable notch in the arc fault characteristics experimental device and analyze the 
mechanism of its carbonization path generation process, which is divided into two 
stages: the arc discharge stage and the heat combustion stage of the insulation sheath. 
Secondly, through orthogonal experimental design, the influencing order of different 
factors on the success rate of carbonization path generation is determined: 2 kV 
energization time > notch width > structure > 7 kV energization time, and a set of 
optimal levels are obtained: structure A (cable inner double core with PVC filler fixed 
between the cores), notch width 1 mm, 7 kV energization time 4 s, 2 kV energization 
time 2.5 s. Finally, a simulation model of arc in the cable incision was established 
by using magnetohydrodynamic (MHD), the results are basically consistent with the 
actual results of the high-speed camera, which has some practical reference value. 

Acknowledgements This research is supported by the Fujian Provincial Department of Science 
and Technology University Industry-University Cooperation Project under Grant 2021Y4002, and 
the Fujian Province Science and Technology Innovation Leading Talent Funding Project under 
Grant 00387024.



Experiment and Simulation Study on the Generation Process ... 197

References 

1. Anon: National fire situation remains stable in 2020. China Fire (1), 12–14 (2021). (in Chinese) 
2. Lu, L., Duan, C., Ji, S.C., et al.: Overview of ignition mechanism and combustion characteristic 

of wire and cable. High Volt. Eng. 48(2), 612–625 (2022). (in Chinese) 
3. Xie, Z.H., Su, J.J., Fu, B., et al.: Comparative analysis of two standards for arc fault detection 

device. Electr. Eng. 21(12), 62–67 (2020). (in Chinese) 
4. Shi, Q., Shi, W.Y., Tu, D.P., et al.: Introduction on the sample(s) cable production in testing arc 

fault detection device. Electr. Energy Manag. Technol. (21), 41–46+73 (2015). (in Chinese) 
5. Juan, C.M., Fu, K.L., Jin, C., et al.: Research of methods to improve cable carbonization in 

AFDD test. Electr. Energy Manag. Technol. 10, 54–59 (2018). (in Chinese) 
6. Wang, T.S.: Research on arc fault simulator. Doctor, Hebei University of Technology (2019). 

(in Chinese) 
7. Qi, Z.B., Xu, K.L., Gao, W.: Low voltage AC arc fault test and the establishment of database. 

Fire Sci. Technol. 33(11), 1351–1353 (2014). (in Chinese) 
8. Zhang, J.Q., Guo, Y., Feng, R., et al.: Solid-gas products and reaction mechanism of pyrolysis 

of the sheath material of a typical flame-retardant low-voltage cable in substations during a 
fire. J. Tsinghua Univ. 62(01), 33–42 (2022). (in Chinese) 

9. Babrauskas V.: How do electrical wiring faults lead to structure ignitions. In: Proceedings of 
the Fire and Materials 2001 Conference, pp. 39–51 (2001) 

10. Courty, L., Garo, J.P.: External heating of electrical cables and auto-ignition investigation. J. 
Hazard. Mater. 321, 528–536 (2017) 

11. Takenaka, K., Ishikawa, Y., Mizuno, Y., et al.: Fundamental investigation of discharge-induced 
fire from damaged AC power supply cord. In: 2019 IEEE Conference on Electrical Insulation 
and Dielectric Phenomena (CEIDP), pp. 158–161. IEEE (2019) 

12. Du, L.W., Xu, Z.H.: Analysis and judgment of cable carbonization path based on arc fault 
test system. Electr. Power Autom. Equip., 1–14 (2022). https://doi.org/10.16081/j.epae.202 
204077. (in Chinese) 

13. Zhang, Z.B.: Preparation and properties of soft antistatic PVC composites. Doctor (2017). (in 
Chinese) 

14. Carvou, E., Le Garrec, J.L., Mitchell, J.B.A.: Characteristics of arcs between porous carbon 
electrodes. IEEE Trans. Plasma Sci. 41(11), 3151–3158 (2013) 

15. Shi, Y., Chen, P., Tian, H., et al.: Arc simulation analysis of a new high voltage DC relay based 
on Comsol multiphysics. J. Beijing Univ. Chem. Technol. (Nat. Sci. Ed.) 49(01), 90–97 (2022). 
(in Chinese)

https://doi.org/10.16081/j.epae.202204077
https://doi.org/10.16081/j.epae.202204077


Research on Thermal Runaway Behavior 
and Early Fire Detection Method 
of Lithium Battery 

Zhilin Shan , Qixing Zhang, Yongmin Zhang, Shuping Wang, 
Yifeng Cheng, and Shiwei Guo 

Abstract The fire safety of energy storage lithium batteries has become the key 
technology that most needs to make breakthroughs and improvement. During the 
development and evolution process of thermal runaway of power lithium ion battery, 
and based on the thermal runaway gas production mechanism of lithium ion batteries, 
the development law of heat and gas production, and the analysis of gas produc-
tion components of lithium batteries with different materials, this paper studies the 
thermal runaway behavior of lithium ion batteries and its detection methods, explores 
the early behavior characteristics and detection methods of thermal runaway of 
lithium batteries, and provides a research basis for the safety monitoring of elec-
trochemical energy storage. The research shows that during the thermal runaway 
evolution of lithium-ion batteries. The thermal runaway process can be divided into 
exhaust stage and thermal runaway fire stage. Both stages will emit a large amount of 
thermal runaway characteristic gases including CO2, CO,  H2, CH4 and other alkanes. 
The detection method based on characteristic gases is the key technology to monitor 
electrochemical energy storage fire. 

Keywords Thermal runaway of lithium battery · Gas behavior · Analysis of 
characteristic parameters detection method
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1 Introduction 

In the process of thermal runaway development and evolution of electrochemical 
energy storage power lithium ion battery, a large amount of heat is released from 
internal side reactions, and a large amount of combustible and toxic gases are gener-
ated. Gas chromatography and other equipment were used to analyze the collected 
gas and thermal runaway temperature, and it was concluded that the peak thermal 
runaway temperature of 100% SOC lithium iron phosphate battery was about 400 °C. 
The volume fraction of hydrogen and carbon dioxide in the gas generated accounted 
for about 25.34% and 25.39% [1]. Lithium battery thermal runaway fire safety, the 
focus is on prevention and control, monitoring and early warning is especially impor-
tant. The study of thermal runaway behavior characteristics of lithium batteries is 
the starting point of its monitoring and early warning. Thermal runaway behavior 
characteristics and the anode materials, lithium battery capacity and SOC, thermal 
runaway environment, etc. are linked. Based on the market mainstream lithium ion 
batteries, such as lithium iron phosphate batteries, ternary lithium batteries, lithium 
titanate batteries, etc., this paper deeply studied the thermal runaway behavior of 
lithium ion batteries and its detection methods from mechanism of gas generation, 
hot and gas production characteristics, gas properties of different anode materials 
etc., of lithium ion battery, which provides a research basis for the early detection 
and warning methods of thermal runaway of electrochemical energy storage lithium 
batteries. 

2 Analysis of Thermal Runaway Gas Production 
Mechanism of Lithium Battery 

In the process of thermal runaway development of lithium battery, physical and chem-
ical reactions will occur inside, and heat release and gas release will accompany the 
reaction process. A large amount of heat accumulation leads to intensified chemical 
reactions inside the battery, and finally triggers thermal runaway [1]. 

Lithium battery electrolytes contain certain organic solvents as shown in 
Table 1 below. This kind of solvent has a certain volatility, wherein DMC, DEC, 
EMC flash point within 35 °C, boiling point within 130 °C. Under certain condi-
tions, it is easy to volatilize and form electrolyte vapor, which exists in the battery 
internal environment in the form of gas. 

Table 1 Flash point and boiling point data of electrolyte solvent 

Item DMC DEC EMC EC PC 

Flash point 17 °C 31.1 °C 26.7 ± 7.8 °C 160.0 °C 132.2 °C 

Boiling point 90.5 °C 126.8 °C 107.5 °C 248.2 °C 241.7 °C



Research on Thermal Runaway Behavior and Early Fire Detection Method ... 201

In the process of thermal runaway, a variety of chemical reactions occur and 
characteristic gases are produced. Among them, LiPF6 can start hydrolysis reaction 
at 30 °C or even lower temperature under appropriate conditions if the environment 
contains appropriate water [2]: 

Li  P  F6 + H2O → Li  F  + POF↑ 
3 + 2HF↑ (1) 

The initial pyrolysis temperature of LiPF6 is about 110 °C, and its pyrolysis 
reaction [3] is as follows:  

Li  P  F6 → Li  F  + PF↑ 
5 (2) 

POF3, HF and PF5 gases are produced in the chemical reactions of hydrolysis and 
pyrolysis. 

C5 H10 O3 + PF↑ 
5 → C2 H5OC O O P  F4 + HF↑ + C2 H

↑ 
4 (3) 

C2 H5OC O O P  F4 → POF↑ 
3 + HF↑ + C2 H

↑ 
4 + CO↑ 

2 (4) 

In addition, studies have shown that SEI diaphragm (CH2OCO2Li)2 will decom-
pose near 100 °C [4] and produce a certain amount of O2 gas, as follows: 

(CH2 OC O2Li  )2 → Li2CO3 + C2 H
↑ 
4 + CO↑ 

2 + 
1 

2 
O↑ 

2 (5) 

(CH2 OC O2Li  )2 + 2Li  → 2Li2CO3 + C2 H
↑ 
4 (6) 

With the increase of temperature and the chemical reaction of SEI film, SEI 
film cannot protect the cathode, Li contacts with electrolyte and reacts chemically, 
producing hydrocarbon gases as follows [5]: 

EC + 2e− + 2Li+ → Li2CO3 + C2 H
↑ 
4 (7) 

DMC + 2e− + 2Li+ → Li2CO3 + C2 H
↑ 
6 (8) 

DEC  + 2e− + 2Li+ → Li2CO3 + C4 H
↑ 
10 (9) 

At the same time, reduction reaction [6] can take place to generate CO gas: 

DMC + 2e− + 2Li+ → CH3OLi  + CO↑ (10) 

EC + 2e− + 2Li+ → CH2 OLi  + CO↑ (11)
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Lithium ion battery binder commonly used materials are polyvinylidene fluo-
ride (PVDF), sodium carboxymethyl cellulose (CMC), is one of the main factors to 
produce hydrogen (H2). When the temperature exceeds 230 °C, the graphite particles 
on the cathode fall off, and lithium metal is in direct contact with the binder [7]. The 
chemical reaction between CMC and lithium ions is: 

2CMC  − OH  + 2Li  → 2CMC  − OLi  + H↑ 
2 (12) 

The reaction between PVDF and Li and the self-decomposition reaction are as 
follows [8]: 

CH2CF2− + Li  → Li  F  + CH  = CF− + 
1 

2 
H↑ 

2 (13) 

2Li  + H2O → H↑ 
2 + Li2 O (14) 

Under the action of H2, Li ions undergo reduction reactions with DMC and DEC, 
producing gases such as CH4 and C2H6: 

DMC + 2e− + 2Li+ + H↑ 
2 → Li2CO3 + CH↑ 

4 (15) 

DEC  + 2e− + 2Li+ + H↑ 
2 → Li2CO3 + 2C2 H

↑ 
6 (16) 

When the temperature reaches about 200 °C, the autopyrolysis reaction of cathode 
materials such as Li(Ni0.1Co0.8Mn0.1)O2 is intensified [9], and a certain amount of 
O2 is produced: 

Lix (Ni0.1Co0.8 Mn0.1)O2 → Lix (Ni0.1Co0.8 Mn0.1)O2−y + 
y 

2 
O↑ 

2 (17) 

The oxygen produced is oxidized and rapidly combines with the electrolyte solvent 
or hydrocarbon small molecules inside the battery to undergo reduction reaction [10], 
generating CO2 and H2O. The released heat will further accelerate the decomposition 
reaction of the electrolyte. 

3O↑ 
2 + DMC → 3CO↑ 

2 + 3H2 O (18) 

6O↑ 
2 + DEC  → 5CO↑ 

2 + 5H2 O (19) 

From the above analysis, during the thermal runaway process of lithium ion 
batteries, physical and chemical reactions are generated, and the gases produced 
include VOCs, CO2, H2, CO,  CH4, C2H4, POF3, HF,  NH3 and other gases.
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Fig. 1 The battery 

3 Experimental Design 

3.1 Samples of the Battery 

In this experiment, the same batch of soft package lithium titanate cells provided 
by the supplier were used. Cell capacity: 40 Ah; SOC: 100%; Voltage: 2.35 V; 
AC internal resistance: ≤0.55 mΩ, DC internal resistance: ≤1.2 mΩ; Operating 
temperature −25–55 °C; The size is 161 * 227 * 11.3 mm; 0.92 kg (Fig. 1). 

3.2 Design of Experimental Apparatus and Methods 

As shown in the figure above, the mixed gas, smoke particles, moisture and other 
mixed substances generated by thermal runaway enter the gas pool through the 
filter and the minitype gas pump. The sensor design in the multi-feature gas detec-
tion channel includes CO gas sensor, H2 gas sensor, VOCs gas sensor and other 
characteristic gas sensors (Fig. 2).

A variety of ways can be designed to trigger the thermal runaway of lithium 
battery in the sealed chamber of the reaction kettle, including heating, overcharging, 
nail penetration, etc. The experimental conditions of this experimental design are 
shown in the following table (Table 2):

According to GB/T 31,485-2015 “Safety Requirements and Test Methods for 
Traction Batteries for Electric Vehicles”, heating and overcharging thermal runaway 
methods were adopted, and each method was repeated for three times to analyze the 
behavior and development process of lithium titanate batteries in different thermal 
runaway ways.
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Fig. 2 Multi-characteristic parameters measurement system

Table 2 Table of experimental conditions 

Working condition 1 2 3 4 5 6 

Trigger method Heating Overcharging

4 Study and Analysis of Thermal Runaway Behavior 

4.1 Analysis of Heat Production Behavior 

The experimental process of thermal runaway triggered by heating is analyzed. The 
following figure shows the voltage and temperature curves of the process. t1/ t2/ 
t3/ t4 are the temperature measurement at different points. V is the voltage value. 
After heating 2500 s, the temperature rise rate of the battery gradually accelerates. 
In the experiment, the temperature approached 200 °C and a rapid flue gas emission 
process was observed. When the temperature dropped to 150 °C, it remained at a 
temperature platform and then continued to rise. When it is heated to 4640 s and 
the surface temperature of the battery reaches 220 °C, the battery voltage begins 
to drop, and in the following 20 s, the voltage drops from 2.498 V to 0.2 V and 
finally to 0 V. 10 s after the voltage change, the battery surface temperature (t1, t2, 
t3) increased significantly, and the temperature on one side of the heating plate rose 
rapidly first. The temperature peaks within 1 min of thermal runaway. According to 
the t4 temperature curve analysis, the temperature rose twice, indicating that after 
the first thermal runaway, the battery experienced two more thermal runaway see 
Fig. 3.



Research on Thermal Runaway Behavior and Early Fire Detection Method ... 205

Fig. 3 Curve of heating 
temperature and voltage of 
lithium battery 

In thermal runaway stage, voltage mutation is earlier than temperature mutation, 
and the time advance is 3–10 s. After the occurrence of thermal runaway, the temper-
ature value of the battery surface on the heating plate side is the highest, and the 
order of the temperature peak value everywhere is t1 > t2 > t3 > t4, indicating that 
the thermal runaway on the heating plate side is the most intense development degree, 
and the heat generated is the largest. The peak temperature at the top of the sealing 
chamber of the heating kettle is around 52 °C. 

The Fig. 4 above shows the voltage and temperature curves of the overcharge heat 
runaway process. With the progress of battery charging, t1 and t3 rose significantly 
at 10800 s with exhaust, and then t3 dropped slowly. When the voltage reaches the 
maximum 4.79 V, the battery voltage V tends to decline. At 13703 s, the voltage 
instantly drops from 4.2 V to 0 V, and thermal runaway generation. The temperature 
change lags behind the voltage change. When the voltage drops to 0 V for 10 s, the 
battery surface temperature (t1, t2) increases. The battery surface temperature rises 
from 100 °C to 400 °C within 5 s. The electrode ear temperature is higher than the 
surface temperature of the battery. The maximum temperature of the battery pole 
ear reaches about 800 °C, and combustion and flame ejection occur in the process of 
overcharging. The lithium battery accumulates more energy in the process of thermal 
runaway, and the change rate of temperature, voltage and gas generation in thermal 
runaway is greater than that of heating thermal runaway.

4.2 Analysis of Gas Production Behavior 

H2 and FTIR gas analysis equipment were used to analyze the thermal runaway gas 
of lithium battery. The gas conduit in the sealed chamber of the reaction kettle was 
connected to the FTIR equipment, and the gas flow meter was used to control the 
gas flow into the analysis equipment, and the composition and concentration of the 
thermal runaway gas were analyzed online in real time. After the thermal runaway
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Fig. 4 Curve of overcharge 
temperature and voltage of 
lithium battery

is triggered by overcharging, the gas is collected in a sealed gas bag, and then use 
the analysis equipment for gas composition and concentration analysis. 

Heating thermal runaway can be simply divided into two stages, exhaust stage and 
thermal runaway stage. The gas composition of the two stages is basically the same, 
but the content is different. A large amount of EMC gas is produce, up to 6047 ppm. 
The gas and smoke take away the heat, the battery temperature drops, and thermal 
runaway of the battery does not occur after the exhaust. An even greater amount of 
gas is released during the thermal runaway stage and some gas concentrations is about 
20 times that of the exhaust phase. The gases generated in the exhaust and thermal 
runaway phase mainly include CO, CO2, EMC, HF,  C3H6, CH4, POF3, C4H8, COS,  
H2, etc. The contents of EMC, CO2, CO and H2 are relatively large. In the process of 
thermal runaway during heating, The gas concentration curve is shown in the Fig. 5 
below:

So the exhaust stage as the early stage of lithium battery thermal runaway has 
produced a large number of electrolyte vapor and a small amount of characteristic 
gas. Analyze from the gas generation mechanism: in the exhaust stage, the temper-
ature of the battery heating surface is less than 200 °C, the average temperature of 
the whole cell is less than 200 °C. SEI separator decomposition reaction and elec-
trolyte decomposition reaction occurred in the lithium battery, which produced a 
large amount of electrolyte vapor, a certain amount of CxHy alkane gas and HF/ 
POF3 gas. At this time, the chemical reaction between the cathode material and the 
electrolyte inside the battery and the electrolyte decomposition did not start or only a 
small amount of chemical reaction occurred, and the thermal runaway was not fully 
triggered. In the thermal runaway stage, the highest temperature reaches more than 
400 °C. From the analysis of gas generation mechanism, it can be inferred that the 
types and intensity of chemical reactions in the battery increase, and a large amount 
of electrolyte steam, CO, H2, O2, CH4, CxHy, HF/POF3, etc.. The composition of 
the gas is consistent with the above analysis. 

The classified statistics of gas concentration are shown in the Fig. 6 below:
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(a)                             (b)  

(c) 

Fig. 5 Heating thermal runaway characteristic gas concentration curve

Fig. 6 Bar chart of gas 
components characteristic of 
heating thermal runaway
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5 Conclusion 

By analyzing the gas generation mechanism of lithium ion battery, adopting thermal 
runaway multi-characteristic parameter measurement system of lithium ion battery. 
The gas composition and concentration of lithium battery were analyzed by in situ 
online method and sampling and collection method. We conducted in-depth research 
and analysis on the thermal runaway heat production and gas production behavior 
of lithium ion battery: 

a) The degree of thermal runaway heat generation and gas production induced by 
overcharge of a single cell is stronger than that induced by heating. The thermal 
runaway behavior analysis shows that temperature, voltage and characteristic 
gas can be used as the determination characteristics of thermal runaway. 

b) In the thermal runaway process of lithium ion battery with different types and 
SOC contents, the characteristic gases generated mainly include electrolyte 
vapor, such as DMC, DEC, EMC, PC and EC, which are CxHyOz gases and 
belong to VOCs gases; Alkane gases, such as CxHy gases; Easy to cause combus-
tion and explosion or flammable and explosive gases, such as H2, CO,  O2; Other 
gases, such as CO2, POF3, HF,  PF5, C2H5F, etc. CO2, H2 and CO account for 
more than 60%. 

c) The thermal runaway of the battery is divided into the early exhaust stage and the 
full eruption stage. The gas produced in the exhaust stage is mainly electrolyte 
vapor. The characteristic gases produced by thermal runaway mainly include 
CO2, H2, CO and so on. 

Acknowledgements Supported by Anhui Provincial Natural Science Foundation (2021 Anhui 
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Design of an Inductive Charging System 
Based on PCB-Resonator with Constant 
Current or Constant Voltage Output 

Huaqiang Xie, Zhaotian Yan, Yuan Shao, and Ruikun Mai 

Abstract An inductive power transfer (IPT) system based on PCB-resonators with 
CC and CV output characteristics is proposed, which can be used to charge low-power 
devices such as sensors. A compact PCB-resonator based on the double helical coil 
is constructed, and its distributed parameter equivalent circuit is proposed. Based 
on the port impedance of the resonator, the equivalent relationship between each 
resonant frequency point and the series resonance (parallel resonance) lumped circuit 
is explained. The CC and CV outputs can be realized naturally without external 
compensation elements in the system. The whole system does not need to use switches 
and complex control strategies. Besides, the system meets zero voltage switching 
(ZVS) conditions. The experimental results demonstrate that when the operating 
frequency is 1.340 MHz, the constant charge current and constant charge voltage 
fluctuates less than 7% in a wide load range. 

Keywords Inductive power transfer · PCB resonator · Distributed parameter ·
Constant current · Constant voltage 

1 Introduction 

At present, a large number of sensors are buried in railways, tunnels and mines 
to ensure the monitoring of ambient temperature, pressure and harmful gases [1]. 
For sensor power supply, adopting IPT technology can improve system reliability 
and flexibility. However, due to the limited installation space of the power supply 
system, the designed coupling mechanism should be lightweight. In order to ensure 
the voltage, current and temperature stability of all parts of the system, high-quality
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coils and relatively stable circuit structure are also necessary. In addition, it is recom-
mended to use constant current (CC) and constant voltage (CV) for battery charging to 
prolong the battery life [2]. Therefore, it is necessary to realize the system’s constant 
voltage and current conversion according to the charging demand of the sensor. 

In order to obtain CC and CV output characteristics of the system, scholars have 
conducted research on the topology [3], the number of coils [4], and control methods 
[5]. Nevertheless, the above method requires the connection of passive components 
such as inductance or capacitance in the transmitter (TX) or receiver (RX), resulting 
in poor consistency of system parameters. Moreover, coil stacking takes up much 
space, and too many connection points will affect the system’s reliability. To solve 
the above problems, PCB coils can be used. It has the characteristics of consistent 
parameters, light and thin structure, small installation space and convenient mass 
production. Moreover, using the parasitic capacitance of the coil as the compen-
sation capacitance to realize the self-resonance of the coil can avoid the use of 
physical capacitance [6–10]. One of the difficulties in realizing coil self-resonance is 
quantifying and extracting parasitic capacitance. [6] proposed a method to measure 
parasitic capacitance using electric field energy distribution and gave a calculation 
model. Furthermore, [7] proposed the equivalent circuit of parasitic capacitance, 
which verified the feasibility of using parasitic capacitance between adjacent planar 
coil layers as compensation capacitance. Optimizing the coil structure can improve 
the coupling mechanism’s compactness to meet the application requirements of PCB 
coils [8]. In addition, it is necessary to analyze its resonance characteristics to obtain 
a more perfect equivalent model of PCB coil, which can be obtained by measuring 
the port impedance [9]. To explain the resonance characteristics of PCB coils, a 
research method combining partial element equivalent circuit and finite element 
method is proposed in [10]. The parasitic parameters of the coil and the circuit model 
of high-frequency loss are established, and the main factors of high-frequency loss 
are discussed. 

In a word, these works have fully discussed PCB coils. To make the IPT system 
have CC and CV output characteristics, this paper proposes the PCB-resonator based 
on the advantages of PCB coil, and illustrates its resonant characteristics using the 
distributed parameter equivalent model. 

2 Analysis of PCB-Resonator 

2.1 Equivalent Model 

In this paper, the double-layer printed spiral coil is studied. Figure 1 (a) is a three-
dimensional view of the proposed PCB-resonator. The copper channel on the top 
layer is wound clockwise, internally connected to the bottom layer through vias, and 
the copper channel on the bottom layer is also wound clockwise. Figure 1 (b) is a  
cross-sectional view of the R-Z axis of the PCB-resonator, showing the coupling path
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Fig. 1 (a) The3Dviewof the  PCB-resonator.  (b) The cross section of R-Z axis of the PCB-resonator 
and shows the equivalent model of coupling capacitance 

between each turn copper channel and the dielectric layer. Where C(i,i+1) is the unit 
equivalent inter-turn capacitance between i copper channel and i + 1 copper channel 
(i = 1, 2, 3 . . .  2n − 1). C(i,j) is the unit equivalent inter-layer capacitance between 
i copper channel and j copper channel ( j = 2n, 2n − 1, 2n − 2 . . .  n + 1). 

The circuit model of a single-turn copper channel can be equivalent to an inductor 
in series with a resistor. In order to simplify the analysis, the influence of mutual 
capacitance between non-adjacent copper tracks is ignored. Considering the adjacent 
inter-turn capacitance and adjacent inter-layer capacitance between all copper chan-
nels, the distributed parameter circuit model of the PCB-resonator can be obtained, 
as  shown in Fig.  2. Where Li and Ri are the equivalent inductance and equivalent 
internal resistance of the i-th turn copper channel. I i is the equivalent current flowing 
through the i-th turn of the copper channel (i = 1, 2, 3 . . .  2n). 

To obtain the frequency characteristics of PCB-resonators, it is necessary to 
analyze the impedance characteristics of A-B ports in their distributed parameter 
equivalent circuit. Assuming that all copper channels’ adjacent inter-turn capaci-
tance (inter-layer capacitance) is equal, set it as C1(C2). The equivalent inductance 
and equivalent internal resistance of each turn of the copper channel are also equal, 
set as L and R. Zn is the equivalent impedance of the A-B port. ω is the operating 
angular frequency of the PCB-resonator. According to the recursive formula, Zn can 
be expressed as

In+2I2n-2I2n-1 

Ln+1 Rn+1Ln+2 Rn+2L2n-2 R2n-2L2n-1 R2n-1 
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Fig. 2 The equivalent circuit of the distribution parameters of the proposed PCB resonator 
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||
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||(R + j ωL) + Zn - 1  − (R + j ωL)
]

(1) 

According to Eq. (1), impedance amplitude and phase angle curves of Z2, Z3, and 
Z4 can be obtained, as shown in Fig. 3 (a), Fig. 3 (b), and Fig. 3 (c). The number of 
resonant frequency points increases with the increase of turns. For PCB-resonators 
with single-layer turns of n, there are 2n resonance frequency points in theory. Among 
them, n resonance frequency points ( f 1, f 3, f 5…) have large impedance amplitudes, 
which can be defined as parallel resonance points. On the contrary, the impedance 
amplitude of the other n resonance frequency points ( f 2, f 4…) is close to zero, 
which can be defined as the series resonance point. The lumped parameter circuit 
of the PCB resonator under the series resonance point and the parallel resonance 
point can be equivalent to Fig. 4 (a) and Fig. 4 (b). Le(Ce) is the PCB-resonator’s 
equivalent inductance (equivalent capacitance). re is the equivalent series resistance 
(ESR). Lm1(Lm2) and rm1(rm2) represent the inductance and resistance tested from 
the PCB-resonator port in the series resonance (parallel resonance) circuit.

2.2 Port Impedance 

The value of the self-resonant frequency f 0 of the proposed PCB-resonator is mainly 
affected by parameters such as coil turns, layer spacing, copper channel width, and 
copper channel spacing. It can be measured by equivalent inductance Le and equiv-
alent capacitance Ce. As shown in Fig. 4, whether the PCB-resonator is in a series
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Fig. 4 The lumped parameter circuit. (a) Series resonance. (b) Parallel resonance

resonance state or parallel resonance state, f 0 can be expressed as 

f0 = 1 

2π 
√
CeLe 

(2) 

The port impedance of the PCB-resonator can be obtained by lumped parameter 
circuit. Zm1(Zm2) is the port impedance of the PCB-resonator in the series resonance 
(parallel resonance) circuit. 

(1) According to Fig. 4 (a), the Zm1 can be expressed as 

Zm1 = rm1 + j ωLm1= j ωLe + re+ 
1 

j ωCe 
(3) 

where re and Le in the series resonant circuit can be calculated as

{
re = rm1 

Le = Lm1 
f 2 

f 2− f 2 0 

(4) 

(2) According to Fig. 4 (b), the Zm2 can be expressed as 

Zm2 = rm2 + j ωLm2= 
jωLe+re 
jωCe 

j ωLe + re + 1 
j ωCe 
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where re and Le in the parallel resonant circuit can be calculated as 
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3 Analysis of IPT System with CC-CV Output 

The IPT system of the sensor mentioned in this paper is shown in Fig. 5. In this system, 
TX, RX, and relay coil are composed of independent PCB-resonators. According to 
the analysis in the previous section, adjusting the resonant frequency of the resonator 
can be equivalent to S-type or P-type topology. When the resonator is equivalent to 
an S-type topology, a closed relay coil with both ends is placed between TX and RX, 
and the system is a CV power supply. When the relay coil is moved away, the system 
will be a CC power supply. The equivalent circuit in CC mode is shown in Fig. 6 (a), 
and the equivalent circuit in CV mode is shown in Fig. 6 (b). 

(1) CC mode. When the PCB-resonator works at the serial resonant frequency point, 
the IPT system can be equivalent to an S-S type circuit, the system can realize 
CC output, as shown in Fig. 6 (a). According to Kirchhoff’s Voltage Law (KVL), 
the relationship between voltage and current of each loop can be given as follows

[
rP + XP − j ωMPS 

− j ωMPS rS + XS + Req

]

·
[
İP 
İS

]

=
[
U̇P 

0

]

(7) 

(2) CV mode. Add a relay coil between TX and RX to form an S-S-S circuit. At 
this time, the system can realize CV output, as shown in Fig. 6 (b). According 
to KVL, the relationship between voltage and current of each loop can be given 
as follows

RectifierInverter 

TX 

Battery 

RX 

DC Power 
Supply 

Relay coil(CV) 

Fig. 5 The circuit diagram of the IPT system for sensor 
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Fig. 6 (a) The equivalent circuit in CC mode. (b) The equivalent circuit in CV mode 
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⎡ 

⎣ 
rP + XP − j ωMPT − j ωMPS 

− j ωMPT rT + XT − j ωMTS 

− j ωMPS − j ωMTS rS + XS + Req 

⎤ 

⎦ · 
⎡ 

⎣ 
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4 Experiment 

4.1 Experimental Setup 

The experimental prototype is shown in Fig. 7. The dimension parameters of the 
proposed PCB-resonator are shown in Table 1. 

The port impedance amplitude and phase angle of the proposed PCB-resonator are 
obtained by scanning the frequency, as shown in Fig. 8. Where f 1 and f 3 are parallel 
resonant frequency points, and f 2 and f 4 are series resonant frequency points. The 
amplitudes of coil port impedance at f 2 and f 4 frequencies are 28.21 Ω and 110.55
Ω, respectively. Therefore, to reduce the coil’s internal loss, the frequency f 2 can be 
used for the experiment.

Electronic 
Load 

Scope 

TX 
RX 

DC Source DSP 
REC 

INV 

Relay coil 

Fig. 7 The experimental prototype of the IPT system 

Table 1 Dimension 
parameters Parameter Describe Value 

w Copper traces clearance 40 mil 

s Copper traces width 60 mil 

z Dielectric laminate thickness 1.4 mm 

d Copper thickness 2 OZ  

Rin Inner radius 11 mm 

Rout Outer radius 100 mm 

n Number of turns of a single layer 36 
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4.2 CC Mode Experiment Results 

The self-resonant frequency of the PCB-resonator is f 2 (1.340 MHz), the input 
voltage is 50 V, and the load resistance is set to 50 Ω. To facilitate the experimental 
record, four operating frequencies were selected for the experiment. The relation-
ship between the system output current Iout and the load resistance RLDC is shown in 
Fig. 9(a). The experimental waveforms of inverter output voltage UP, inverter output 
current iP, load voltage Uout and load current Iout are shown in Fig. 9(b). When 
the operating frequency is 1.340 MHz, the output current fluctuation is only 6.28% 
when the load resistance transitions from 30 Ω to 80 Ω. The system has good CC 
characteristics under light load, and the UP and iP waveforms of the inverter show 
that MOSFET realizes ZVS. 
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Fig. 9 (a) The output current varies with the load. (b) The waveform of UP, iP, Uout, and  Iout
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4.3 CV Mode Experiment Results 

For the convenience of experimental records, different operating frequencies 
(1.340 MHz and 1.345 MHz) and air gap distances (2 cm and 4 cm) were selected for 
experiments. The input voltage is 50 V, and the load resistance is set to 120 Ω. The  
experimental results are shown in Fig. 10. When the load resistance jumps to 300 Ω

from 100 Ω, the output voltage fluctuates only 6.88%. The system has excellent CV 
characteristics, and the inverter meets ZVS conditions. 

5 Conclusion 

This paper presents a compact IPT system suitable for sensor battery charging. The 
introduction of self-resonant PCB coils, without passive compensation components, 
can naturally achieve CC or CV output only by changing the number of coils. Avoid 
using switches and complex control strategies. The distributed parameter model of 
the PCB-resonator is proposed, and the amplitude and phase characteristics of the 
port impedance are analyzed. Moreover, the equivalent relationship between the 
resonant frequency points and the series resonant (parallel resonant) lumped circuit 
is illustrated. In addition, the circuit characteristics of S-S and S-S-S topologies are 
also discussed. The inverter switch tube can realize the ZVS condition. Finally, an 
experimental prototype is built to verify the system performance at the resonant 
frequency point (1.340 MHz). The experimental results show that the fluctuations 
of output current and output voltage in CC and CV mode are 6.28% and 6.88%, 
respectively.
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Bidirectional Converter-Based 
Decentralized Compensation Solution 
for Medium Voltage Networks in Urban 
Railways 

Zhe Wang and Shaobing Yang 

Abstract In urban rail transit, bidirectional converters can be used for reactive power 
compensation, but coordinating compensation is still a difficult problem, so it is 
necessary to install compensation devices in the main substation as insurance, which 
increases the system investment and maintenance cost. In order to save investment 
and improve the device utilization rate, a decentralized compensation scheme based 
on bidirectional converters is proposed, which eliminates main substation compensa-
tion device. The scheme includes communication system and compensation system. 
The communication system collects the medium voltage (MV) network structure and 
load information, and sends control information to each unit based on the compen-
sation strategy. Taking a railway as an example, the advantages and disadvantages 
of the two solutions, decentralized compensation using bidirectional converter and 
centralized compensation using SVG, are quantitatively compared, and the results 
show that decentralized compensation using bidirectional converter is technically 
fully competent for reactive power compensation needs and is more economically 
advantageous. 

Keywords Urban rail transit · Reactive power compensation · Bidirectional 
converter · Decentralized compensation · Power factor 

1 Introduction 

Bidirectional converters can combine traction power supply, regenerative energy feed 
and other functions, and have significant advantages in terms of improving energy 
utilization and stabilizing network voltage, and have been installed and used in urban 
rail transit in recent years. Thanks to the maturity of power electronics and control
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strategies, bidirectional converter units can be converted into reactive power gener-
ators during non-operating hours to achieve decentralized reactive power compen-
sation in the AC network, thereby reusing equipment and improving equipment 
utilization. However, given the changing operating conditions and load fluctuations 
of the MV network, it is still difficult to maintain the grid-side power factor (PF) by 
completely eliminating the compensation devices in the main substation and only 
using bidirectional converters for decentralized compensation. 

Power system reactive power compensation is divided into two aspects: compen-
sation equipment and compensation strategy. In terms of equipment, [1] proposed a 
smart transformer to improve the voltage distribution in MV grids by injecting reac-
tive power, and [2] developed a hybrid submodule modular multilevel converter 
(MMC) for multi terminal direct current (MTDC) transmission systems, which 
can apply voltage balancing strategies for reactive power management; in terms 
of management strategies, [3] combined two data communication methods for 
DSTATCOM to improve PF, deep learning [4], PSO [5], multi-objective differential 
evolutionary algorithms [6], and other intelligent algorithms have also been applied. 
In urban rail reactive power compensation, capacity allocation and system opera-
tion strategy are two key issues that need to be addressed. [7] proposed a method 
to evaluate the compensation effect based on the load level, and the reactive power 
compensation capacity of the bidirectional converter was estimated based on the eval-
uation results. These studies used a hybrid compensation scheme in which the main 
substation reactive power compensation unit is the primary and the bidirectional 
converter is the secondary. The advantage of such schemes is that no cooperative 
control strategy is required. With the popularization of bidirectional converter units, 
many studies have explored the feasibility of removing the main substation reac-
tive power compensation device with a bidirectional converter-based reactive power 
compensation scheme. [8] discussed the compensation strategy considering local 
and global effects from the perspective of engineering applications, pointing out that 
the decentralized compensation relying on bidirectional converters can meet the PF 
assessment requirements of the power sector, and arguing that centralized compensa-
tion can be eliminated when certain conditions are met. [9] adopted a zonal compen-
sation scheme and proposed the idea of calculating the compensation amount based 
on the measurement data of the dispatching system according to the low real-time 
requirement of reactive power compensation, thus realizing zonal control but not 
considering the existence of a voltage reduction institute in the line. 

With the intelligent development of urban rail power supply systems and the 
widespread use of bidirectional converters, decentralized compensation has gradually 
become available for collaborative control. It is expected that the redundant capacity 
of bidirectional converters can be fully applied for compensation. In this paper, we 
study a decentralized compensation method based on bidirectional converters and 
propose a compensation strategy. Firstly, the operation mode and key parameters of 
the MV AC network are known from SCADA, then the compensation scheme is 
obtained based on the compensation strategy, and finally the compensation scheme 
is synchronized to the bidirectional converter for reactive power compensation. The 
paper first proposes the decentralized compensation topology and control process,
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then introduces the case-by-case compensation strategy and calculation method, then 
improves the tide calculation for reactive power compensation, and finally compares 
the effect and economy of centralized and decentralized compensation with a real 
line example. 

2 Decentralized Compensation Solution 

2.1 Compensation Network Topology 

Urban rail MV network is the AC transmission network from the city grid to each 
station, line capacitive reactive power dominant makes the system PF down under 
non-operating hours traction, endanger the health of equipment will also be fined 
by the power operation department. To solve the problem of low PF under non-
operating hours, this paper proposes a decentralized compensation system structure 
topology as shown in Fig. 1. The system includes two parts: compensation system and 
communication system. The compensation system cancels the traditional compensa-
tion devices (such as SVC/SVG) in the main substation, and the stations are divided 
into traction station/buck station according to whether the bidirectional converter is 
set up or not; the communication system collects data information such as load, PF 
and compensation device switching situation in each station by SCADA, and sends 
the control information such as compensation power to each station after calculation.

This paper adopts bidirectional converter as compensation device, which can 
also be used for traction power supply, energy-feed absorption and other functions 
to replace rectifier unit and inverter feedback device and reduce construction invest-
ment; in terms of information acquisition and communication, urban rail has SCADA 
to collect electrical information, and provide efficient and reliable data communi-
cation services for each subsystem, which can ensure communication continuity, 
reliability and real-time. For urban rail transit, the system load and line structure will 
not change significantly during non-operating hours, so frequent and large informa-
tion updates are not required, and a small amount of communication resources can 
be used to meet communication needs. 

2.2 Compensation Control Method 

Based on the proposed decentralized compensation topology, the reactive power 
compensation control process of urban rail is developed as shown in Fig. 2. Based on 
the SCADA system to collect information and update the system network structure, 
parameters and the power load of each station [10], compensation control informa-
tion is sent to each station to adjust the compensation power of each station after the
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Fig. 1 Decentralized compensation system diagram

compensation scheme is obtained according to the compensation strategy. Consid-
ering that the power supply station may shutdown due to maintenance or fault, the 
control process judges whether the power supply station is involved in compensation 
according to the unit status. 

Fig. 2 Decentralized 
compensation control flow 
chart
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During non-operating hours, the system network structure and load level are 
stable, and the update interval can be set to two to three times per hour to avoid 
frequent adjustment of system reactive power distribution and reduce the require-
ment for real-time communication. When a large change in system is detected, the 
reactive power distribution can be forcibly updated. 

3 Reactive Power Compensation Strategy 

In order to achieve the desired compensation effect, the compensation scheme needs 
to be adjusted according to the system reactive power distribution. The source of 
reactive power in the system is divided into two parts—the reactive power generated 
by the power load of the station and the cable. The ideal reactive power compensation 
is local balanced by decentralized compensation, which can reduce the losses. A 
decentralized compensation strategy based on bidirectional converter is proposed. 

First, a number of nearby buck stations (the main substation is regarded as a 
buck station) and the connected cables are regarded as a compensated unit, and 
the compensated power is the sum of the buck station load and the cable reactive 
power. Then the compensation range is divided by the midpoint of the nearby traction 
station and the compensation unit. The buck station merger and compensation range 
are divided as shown in Fig. 3 and 4. 

Assuming sufficient compensation capacity, for each compensation range to 
achieve the set PF λs, for a traction station in compensation range, the reactive 
power Qneed needs to issue can be expressed as 

Qneed = Qline + Qsel f  + Qclose (1)

Main substation S0 

Buck station S1 Buck station S2 

Compensated unit 
S0+S1+S2+Q 

Cable Q 

Fig. 3 Diagram of the combining bucking institute 

Fig. 4 Diagram of the 
compensation range division 
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where Qline, Qself , Qclose is the reactive power required by the cable, the traction 
station itself, the nearby compensation unit. Based on the system measurements to 
obtain the power Si with PF λi, Qself can be expressed as 

Qsel f  = Si λi 

λs 

/
1 − λ2 

s − Si 
/
1 − λ2 

i (2) 

Similarly, with the compensation unit the power Si and PF λi, Qclose can be 
expressed as 

Qclose = Scλc 

λs 

/
1 − λ2 

s − Sc 
/
1 − λ2 

c (3) 

When the compensation unit is connected to one unit, Qclose is fully assumed 
by the connected unit; when it is connected to two units, it is divided into Qc1 and 
Qc2 to two units according to the length of the cable with the compensation unit. 
Assume that the distance of compensation unit from both units is l1, l2, ignore the 
cable resistance, the reactance per unit length of the connected cable is x, the system 
voltage is rated voltage U. The power loss Ploss caused by the transmission of reactive 
power in the line can be expressed as follows

{
Ploss = Q2 

c1 

U2 l1x + Q2 
c2 

U2 l2x 
Qclose = Qc1 + Qc2 

(4) 

When Qc1 = l2 
l1+l2 

Qclose, Qc2 = l1 
l1+l2 

Qclose, the power loss Ploss takes the 
minimum value. Thus Eq. (1) can be written as. 

Qneed = L 

Lsum 
QL + Si λi 

λs 

/
1 − λ2 

s − Si 
/
1 − λ2 

i + r ( Scλc 

λs 

/
1 − λ2 

s − Sc 
/
1 − λ2 

c) 

(5) 

where, r is the proportion of the compensation power of the nearby compensation 
unit, which is determined according to the network structure and cable length. 

4 Analysis of Reactive Power Compensation Optimization 
Examples 

4.1 Reactive Power Compensation Example 

Take a MV network of railway as an example, the schematic diagram of the network 
and the compensation range division are shown in Fig. 5. When centralized compen-
sation is adopted, SVG (not shown in the figure) is installed in the main substation
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Fig. 5 Diagram of the network structure and compensation division 

Table 1 Bidirectional converter working condition division 

No. Traction 1 Traction 2 Traction 3 Traction 4 

I On On On On 

II On On On Off 

III On On Off On 

IV On Off On On 

V Off On On On 

to adjust the PF, and when decentralized compensation is adopted, the PF is adjusted 
by the bidirectional converter in the traction station. 

The bidirectional converter in the line is divided into different combinations of 
on/off states as shown in Table 1 to check the compensation effect when unit out of 
work. 

4.2 Comparison of Reactive Power Compensation Effect 

The reactive power compensation constraint sets the voltage deviation value not 
exceeding 5%, and the lower limit of PF at the main substation is 0.95, and the 
reactive power compensation capacity for each operating condition is obtained as 
shown in Table 2. 

Table 2 Compensation capacity in each working condition 

No. Centralized /(MVar) Decentralized/(MVar) 

Traction 1 Traction 2 Traction 3 Traction 4 

I 1.322 −0.073 0.398 0.664 0.267 

II −0.073 0.398 0.931 / 

III −0.073 0.683 / 0.632 

IV 0.213 / 0.774 0.267 

V / 0.325 0.664 0.267
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Table 3 Reactive power 
compensation effect No. Main substation PF System loss/(kW) 

No compensation 0.7339 69.011 

Centralized 0.9508 75.073 

Decentralized I 0.9506 68.460 

Decentralized II 0.9504 68.407 

Decentralized III 0.9506 68.697 

Decentralized IV 0.9504 69.210 

Decentralized V 0.9501 68.522 

The comparison of loss and main substation PF after compensation is shown in 
Table 3. In adjusting the PF of the main substation, the decentralized compensation 
is close to the centralized compensation, and it shows the centralized compensa-
tion can be replaced by decentralized; in the power consumption, the centralized 
compensation requires additional equipment SVG, and the system loss is higher. 

5 Conclusion 

In this paper, a decentralized compensation topology and compensation strategy for 
urban railways is proposed. Taking the actual network as an example, the compensa-
tion effect of centralized and decentralized compensation is quantitatively compared, 
and the following conclusions are drawn by comparing the PF, system loss: 

(1) The compensation scheme obtained by applying compensation strategy can 
significantly improve the PF, which verifies the feasibility of the compensation 
system and the effectiveness of the compensation strategy. 

(2) Both centralized compensation and decentralized compensation can raise the 
PF of the main substation above the set value. When the PF is close, the 
decentralized compensation loss is lower. The decentralized compensation fully 
meet demand for reactive power compensation, can cancel the centralized 
compensation to save construction and operation costs. 
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Design of Polygonal Permanent Magnet 
Array in Magnetic Nanoparticle Imaging 
System 

Yide Huang, Li Ke, Qiang Du, Wanni Zu, and Kaicheng Wen 

Abstract Magnetic nanoparticle imaging (MPI) is a novel medical imaging tech-
nology with the advantages of high sensitivity, high spatial resolution, short imaging 
time, and no ionizing radiation. The permanent magnet array with Halbach layout 
using field-free line (FFL) scanning in MPI has the advantages of high magnetic field 
uniformity and no thermal power consumption. Currently Halbach permanent magnet 
arrays use the same rectangular magnets and are positioned and oriented in a specific 
way to generate the field-free line needed to select the field. In order to optimize the 
performance of the field-free line, in this paper, the shape of the magnet of Halbach 
array is expanded from square to polygon, and the magnet layout of mandhala struc-
ture is used to form field-free line with different gradients. Finally, the simulation 
results show that by increasing the number of sides of a single polygon, the magnetic 
field strength in each direction is continuously enhanced, and the gradient of the 
field-free line is becoming larger and larger. When the polygon becomes a circle, 
the field-free gradient reaches 12.09 T/m, which is about 30% higher than that of a 
square magnet. The feasibility of using polygon permanent magnet array to optimize 
FFL in MPI and improve the resolution of MPI imaging is proved. 

Keywords Magnetic nanoparticle imaging · Permanent magnet array · Field-free 
line 

1 Introduction 

Magnetic nanoparticle imaging (MPI) is a new medical imaging technology using 
magnetic nanoparticles as tracers to image the spatial concentration distribution. 
Compared with traditional medical imaging techniques such as CT and NMR, MPI 
has the advantages of high spatial resolution, short imaging time, and no ionizing 
radiation [1]. It has broad application prospects in cell tracing, tumor imaging, and
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angiography [2, 3]. As a tracer for MPI imaging, magnetic iron oxide nanoparticles 
(SPION) will produce a nonlinear magnetization response, which is particle signal, 
in an external alternating magnetic field when it is around the zero magnetic field 
[4]. Then an external receiving coil is used to receive the induced voltage signals of 
the particles, the induced voltage signals directly reflect the particle concentration 
information around the zero magnetic field, and finally the spatial coding of the 
magnetic nanoparticles is realized by changing the position of the zero magnetic 
field [5]. 

In MPI, zero-field lines are commonly used to scan particles. FFL can be gener-
ated in two main ways: electromagnetic coils or permanent magnets. Compared 
with electromagnetic coils, MPI systems built with permanent magnets have the 
advantages of high magnetic field uniformity, large magnetic field gradient, and not 
producing thermal power consumption like electromagnetic coils [6]. In 2013, Saritas 
and Goodwill et al. designed a structure [7] in which six permanent magnets with 
the same magnetization direction were oppositely placed, thus forming an FFL of 
2.3 T/m. In 2018, Matthias Weber et al. proposed a 5 T/m FFL formed by a magnet 
array ring consisting of 90 rectangular permanent magnets [8]. In 2020, Bakenecker 
et al. proposed to use multiple Halbach rings to generate an FFL of 8.7 T/m [9]. 

At present, most MPI systems still use electromagnetic coils to generate FFL. 
However, electromagnetic coils usually need to large current of tens of amperes 
to generate high-gradient FFL, which will lead to a large amount of thermal power 
consumption and more intense Brownian motion of magnetic particles, which affects 
the image resolution of MPI systems. At the same time, most MPI systems are closed 
structures, limiting the volume of imaging targets. In addition, the existing permanent 
magnet arrays all use a structure of a bar magnet, and the permanent magnet array of 
this structure cannot generate a sufficiently strong FFL gradient in a limited space, 
so that a high-resolution imaging effect cannot be obtained. Therefore, it is of great 
practical significance to design a novel MPI field-free system with permanent magnet 
array, which can enlarge the detection aperture, reduce the system power consumption 
and generate high-performance FFL. 

Based on the above problems, firstly, the Halbach permanent magnet array is 
constructed by using polygonal permanent magnets. Second, the arrangement of the 
magnet array is made more compact by the Halbach layout using the mandhala struc-
ture to allow the array to produce a higher flux density to obtain the best performance 
FFL. Finally, the performance of FFL is analyzed by COMSOL multi-physical field 
simulation software, which proves the feasibility of using polygon permanent magnet 
array to optimize FFL-MPI. 

2 Theoretical Basis of Halbach Permanent Magnet Array 

The ideal Halbach permanent magnet array is shown in Fig. 1(a). The magnetiza-
tion direction of the permanent magnet cylinder is continuously changed according 
to a specific angle, but in reality, it is difficult to realize the continuous change of
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the magnetization direction along the circumferential direction of the ring. There-
fore, in practical application, the discrete form shown in Fig. 1(b) is often used to 
approximately replace [10]. 

The magnetic flux density B generated for the continuous Halbach cylinder of 
Fig. 1(a) is 

B = BR ln

(
rout 
rin

)
(1) 

where BR is the residual magnetic flux density of the permanent magnet, rin is the 
inner diameter of the magnet ring and rout the outer diameter of the magnet ring. The 
magnetic flux density B(n) generated for a Halabch cylinder consisting of n segment 
discrete structures is 

B(n) = K (n)BR ln( 
rout 
rin  

) (2) 

K (n) = sin 
(2π/n) 
2π/n 

(3) 

According to this principle and the references [10, 11], the functional expression 
of the magnetic field strength of the discrete dipole along the z axis with the distance 
from the center plane is obtained: 

B(z) = 
μ0n 

8π 
3mr2 

(r2 + z2)5/2 

⎛ 

⎝ 
0 
0 
1 

⎞ 

⎠ (4) 

where μ0 = 4π ×10−7Tm/A is permeability of vacuum, m is the magnetic moment, 
r is the central radius of the magnet ring and z is the distance of the magnet array 
from the x–y plane. Where the magnetic moment m is 

m = M ∗ V (5)

Fig. 1 Ideal Halbach magnet and discrete Halbach array 
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Fig. 2 Square permanent magnet array plan and magnetic flux density distribution 

where M is the magnetization, V is the magnet volume, by changing the magnet 
shape to change the volume contribution in the magnetic flux density B, so that for 
any specific shape of the magnet the above formula can be simplified as 

By(z) = 
3n 

8π 
V · r2 

(r2 + z2)5/2 
BR (6) 

Figure 2 shows the planar structure of a single square Halbach permanent magnet 
array, where r is the central radius of the annular permanent magnet array. Halbach 
permanent magnet array is arranged by n permanent magnets rotating in space around 
the axis of symmetry [12], where the change angle of the magnetization direction of 
adjacent magnets Δϕ meets the following equation: 

(7) 

where n is the number of magnets and Δϕ is the change in magnetization direction 
of adjacent magnets, k is the number of pairs of magnetic poles, Fig. 2 is the system 
structure of a single array at k = 1, and the arrow in Fig. 2(b) is the direction of the 
generated magnetic field. 

3 Design of Permanent Magnet Array Linear Field-Free 
Line System 

The selection field of the magnetic nanoparticle imaging system of the permanent 
magnet array can be generated by placing two pairs of Halbach annular arrays in 
parallel with each other, and the magnetization directions of the magnets at the 
positions corresponding to the upper and lower arrays are different by 180 degrees. 
In the z direction, the magnetic field near the position of the arrays is stronger, until 
the positions in the middle of the two arrays are reached, the field strengths at two 
sides are almost symmetrically attenuated to zero. in the positions in the middle of 
the two arrays, along the x direction, the field strengths are attenuated to zero, to 
form FFL, as shown by the dotted line in Fig. 3(a).
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Fig. 3 FFL generated by permanent magnet array 

Table 1 Mandhala layout 
parameter of different 
magnets 

Square Polygon Circle 

a(mm) 2 · r · Ω(n) 2 · r · θ(n) 2 · r · sin(π/n) 

In order to make the magnetic field generated by the permanent magnet array as 
strong as possible, the structure of the permanent magnet array is designed as Mand-
hala structure commonly used in magnetic resonance. Mandhala structure is a simple, 
economical and efficient method to generate a high-intensity uniform magnetic field 
[13]. In order to make better use of the space on the ring, adjacent magnets should 
contact each other as much as possible to obtain a strong magnetic field as possible, 
as shown in Fig. 5. 

Given the number of magnets n and their center radius r, their size can be calculated 
for all adjacent magnet contact arrangements, as shown in Table 1. 

Among them,

Ω(n) = 
cos( 2π 

n ) − sin( 2π 
n ) − 

√
2 · sin( π 

4 − 4π 
n ) 

2 · cos( π 
4 − 4π 

n ) +
√
2 

(8) 

θ(n) = 

⎧⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

1 

2 
tan

(
2π 
n

)
n is even number 

2 sin
(

π 
n

)
cos

(
2π 
n

) + 1 
n is odd number 

(9) 

In this paper, the height h of each permanent magnet, the distance d between the 
upper and lower Halbach arrays, and the number of individual permanent magnet 
arrays are constant. In this paper, the number of magnets n = 12, the center radius 
r = 38 mm as an example, the height of each permanent magnet h = 20 mm, the 
distance between the upper and lower two Halbach array d = 30 mm, as shown in 
Fig. 4.

As shown in Fig. 5 shows the different polygonal magnet configurations used 
and the corresponding geometric parameters. Suppose that the magnetic flux density 
generated by the square magnet is B0, and the comparison of area, volume and 
magnetic flux density of different polygons is shown in Table 2.
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Fig. 4 Structure diagram of permanent magnet array system 

Fig. 5 Configuration of different polygons and corresponding geometrical parameters

Table 2 Different polygon areas, volumes, magnetic flux densitiesets 

Square Hexagon Octagon Hexadecagon Circle 

Area(mm2) 275.2 312.7 340.4 368.4 372 

Volume(mm3) 5504.3 6253.1 6807.5 7368.4 7458.3 

Magnetic flux B0 1.14B0 1.24B0 1.34B0 1.35B0 

4 Analysis of Simulation Results of Different Polygon 

According to the designed different polygonal permanent magnet array system struc-
tures, the COMSOL5.5 multi-physical field simulation software was used to construct 
the three-dimensional model of the permanent magnet array system and the simula-
tion analysis was performed. The axial flux density distribution, the y directional flux 
density distribution, and the gradient of the generated FFL are calculated, including 
the center of the upper and lower permanent magnet arrays. 

Figure 6 is a field-free line formed by the square permanent magnet array obtained 
through simulation. Figure 6(a) is a view in the y–z plane FFL, and Fig. 6(b) is a view  
in the x–y plane FFL. The dotted line in the figure is FFL generated by the system.
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The magnetization direction and magnetic field distribution shown in Fig. 6 are the 
same for magnets of different shapes. 

The magnetic flux density of each Halbach permanent magnet array along the y 
axis is shown in Fig. 7(a). From the curves drawn according to the simulation results, 
it can be seen that from the square permanent magnet array to the circular permanent 
magnet array, the magnetic flux density shows an increasing trend and is distributed 
along the axis symmetry until y = 0, the attenuation at the field-free line position 
is 0. The slope of the magnetic flux density curve increases continuously, the zero 
magnetic field gradient increases continuously. 

In addition, according to the y axial flux density meter obtained in Fig. 7(a), the 
field-free line gradient values obtained by different polygonal permanent magnet 
arrays are calculated, as shown in Fig. 7(b). Where number of sides 0 is circular. The 
FFL gradient increase gradually from square to polygon to circle, from 9.19 T/m for 
square to 12.09 T/m for circle. As the number of sides of the polygon increases, the 
shape of the magnet gradually approaches the circular shape, and the FFL gradient 
increases gradually and becomes gentle, with the gradient increased by about 30%.

Fig. 6 FFL generated by square permanent magnet array 

Fig. 7 Magnetic flux density along y axis and FFL gradient 
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5 Conclusions 

In this paper, aiming at the problems of large heating power consumption, small 
magnetic field gradient, low spatial resolution and so on in the existing magnetic 
nanoparticle imaging system, a structure using different polygonal permanent magnet 
arrays to generate the field-free line required by the magnetic nanoparticle imaging 
system is designed. By placing two Halbach permanent magnet arrays in antiparallel, 
a field-free line can be created in the center plane, and no thermal power dissipation 
occurs because the field-free line is created by the permanent magnets. In addition, the 
arrangement of Halbach using mandela structure makes the arrangement of magnet 
array more compact to make the array produce higher magnetic flux density. Simu-
lation results show that by extending the structure of the field-free line generated by 
Halbach square magnet to the polygon (hexagonal, octagonal, dodecagonal, hexag-
onal, circular) structure, a higher magnetic flux density is obtained. the field-free 
gradient increases from 9.19 T/m in a square to 12.09 T/m in a circle, and the FFL 
gradient increases by about 30%. Since the larger the zero magnetic field gradient 
of the magnetic nanoparticle imaging system is, the higher the spatial resolution of 
the system is, this paper proves the feasibility of using polygon permanent magnet 
array to achieve high resolution imaging in the MPI system. 
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Fracture Toughness Measurement 
of GIS/GIL Epoxy Composites Based 
on Ultrasonic Testing Technology 

Xingwang Li, Zhuoyi Liang, Congwei Yao, Yanpeng Hao, Xiaofeng Pang, 
Shuai Sun, Xian Yang, Lin Liu, Yingying Zhang, and Yao Zheng 

Abstract Accurate evaluation of fracture toughness of epoxy composites for GIS/ 
GIL insulators affects the safety and reliability of insulators. In order to achieve effec-
tive evaluation of fracture toughness of epoxy composites for GIS/GIL insulators, 
the epoxy composite samples containing prefabricated cracks were prepared firstly. 
An ultrasonic detection platform was built, and the size of the prefabricated crack of 
the specimens were measured by the ultrasonic reflection method. The results were 
compared with vernier caliper measurements, showing that the ultrasonic detection 
technology can assist in measuring the prefabricated crack length of epoxy spec-
imens. Then the critical load at break of the epoxy specimen was measured by a 
three-point bending test. Finally, the K IC and GIC values of the fracture toughness 
evaluation index of the epoxy material was calculated. The critical load values of 
epoxy composites for GIS/GIL insulators were measured at 333.211 N. The average 
values of K IC and GIC were respectively 0.932 MPa·m1/2 and 60.7 J/m2. 

Keywords Fracture toughness · Prefabricated cracks · K IC · GIC · Ultrasonic 
reflection method 

1 Introduction 

Gas insulated metal-enclosed swit-chgear (GIS) and gas insulated transmission line 
(GIL) have the advantages of high reliability, good integration, small footprint, long 
service life, low maintenance, and environmental friendliness [1].
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Three-pillar insulators and basin insulators are thermosetting insulating products 
made of epoxy resin, curing agent and filler pouring and curing, which have excellent 
electrical properties, good chemical stability, excellent resistance to alkali, acid, salt 
and other media corrosion [2], is the key electrical component of GIS/GIL. However, 
with the increase in the volume of high-voltage switch-gear, the amount of insulation 
failure shows an upward trend. Since it was put into operation in 2013, the 500 kV 
GIL equipment of a converter station has caused four electrical insulation failures and 
two pipeline noises due to the unqualified quality of the GIL tube mother insulator 
[3]. In 2020, a 252 kV GIS basin insulator leaked air, and a total of 19 cracks 
were found in 7 intervals of 15 basin insulators [4], and the study found that the 
waterproof structure design and process of the basin insulator were unreasonable, 
and the assembly process of the basin insulator tightening bolt was unqualified, 
resulting in stress concentration, which reduced the mechanical properties of the 
insulator. 

With the development of China’s power system towards ultra-high voltage, ultra-
high voltage and large capacity, higher requirements are put forward for the perfor-
mance of insulators, and the mechanical properties of epoxy casting materials are 
also getting higher and higher. For a long time, the focus of fracture mechanics 
research was mainly on metallic materials. With considerable development, fracture 
mechanics has been used to analyze fracture problems in ceramic materials, compos-
ites, polymer materials, biomedical materials, and rock concrete materials, and has 
achieved many achievements [5, 6]. 

The fracture toughness measurement method of materials is based on the theory 
of fracture mechanics, and the K IC and GIC values are quantitative indicators for 
evaluating the toughness and crack expansion ability of materials. 

At present, the fracture toughness measurement methods of materials at home 
and abroad are: prefabricated crack method (SEPB), standard compact tension (CT) 
specimen [7] and cut beam method [8]. Among them, the SEPB method [9] is diffi-
cult to prefabricated cracks simply and conveniently. The incision beam method 
includes the unilateral incision beam method (SENB), the mountain type incision 
beam method (CNB) [10] and the unilateral V-shaped cut beam method (SEVNB) 
[11, 12]. It is generally believed that the sample preparation of the SENB method [13] 
is simple, the preparation of prefabricated cracks is easier and the comprehensive 
cost is lower than that of CNB method or SEVNB method, and the test method is 
simpler and more convenient than the CT method, so this method is more commonly 
used. In summary, the accuracy of the material fracture toughness measurement is 
subject to the sharpness of the prefabricated crack incision, and the sharper the inci-
sion, the closer the measured value is to the true fracture toughness. However, the 
direction and length of the propagation of the material prefabricated cracks are often 
difficult to determine, which seriously affects the measurement accuracy of fracture 
toughness. 

In this paper, the standard sample of epoxy resin composite materials for GIS/GIL 
epoxy insulation were taken as the research object, and the ultrasonic measurement 
method was proposed in this paper for the fracture toughness measurement of epoxy 
composites to measure the prefabricated crack size of the specimen. And the critical
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Fig. 1 Standard test block 
for epoxy composites for 
GIS/GIL insulators 

load of fracture is measured on the sample using a three-point bending test. Finally, 
the K IC and GIC values of epoxy composites are calculated using the SENB empirical 
formula to achieve effective evaluation of the fracture toughness of epoxy composites. 

2 Experiments 

2.1 Epoxy Specimens 

In this paper, epoxy specimens were prepared according to standard ASTM D5045-
99, and three epoxy specimens (#1, #2 and #3) were prepared according to the 
standard ASTM D5045-99, with a length of 90 mm, a width of W of 20 mm, and a 
thickness of 10 mm. 

The standard specimen for fracture toughness test is made of epoxy resin, curing 
agent, filler, etc. by pouring and curing. The size of the standard specimen should 
meet the following specific requirements: thickness B = W/2(W is the width of the 
specimen), crack length a = (0.45–0.55)W, see Fig. 1. 

2.2 Prefabricated Crack Ultrasonic Testing Platform 

K IC and GIC are quantitative indicators for evaluating the fracture toughness of mate-
rials, and the measurement accuracy of the length of the prefabricated crack in the 
specimen determines the accuracy of the K IC and GIC values. The SENB method is 
widely used to evaluate the fracture toughness of materials due to its high measure-
ment accuracy. But there is still the problem of inaccurate measurement of prefab-
ricated crack length. Ultrasonic reflection method has the advantages of high sensi-
tivity, simple measurement, convenient and easy to implement, and can measure the 
length of prefabricated cracks, which is an effective prefabricated crack detection 
method.
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The ultrasonic testing platform consists of an ultrasonic pulser, an oscilloscope, 
a probe adaptation line, and a high impedance transmission line. Among them, the 
ultrasonic pulse generator is an improved CTS-23 with negative square wave exci-
tation, pulse amplitude and width adjustment. And the ultrasonic probe is a narrow 
strip longitudinal wave ultrasonic probe, with a diameter of 6 mm on the bottom 
surface of the probe and a probe height of H 20 mm. 

The oscilloscope model Tektronix MDO3012 has a bandwidth of 100 MHz, a 
sample rate of 2.5 GS/s, and a sampling point of 100 k. 

During the test, the probe is placed vertically in the upper part of the specimen 
where there are cracks and no cracks to measure twice. Ultrasonic longitudinal waves 
travel in a straight line in the specimen, encounter reflections at the bottom of the 
specimen, and return to the probe along the original path. Record the timing of the 
oscilloscope reflected wave signal peaking in both measurements t0 (with cracks) 
and t1 (without cracks), as shown in Fig. 2. 

The propagation velocity of ultrasonic longitudinal waves in epoxy composites V 
is to 3000 m/s [14], then the prefabricated crack a and geometric factor f are obtained 
by Eqs. (1) and (2). 

a = V (t1 − t0) 
2 

(1) 

f (k) = 6(k) 
1 
2 (1.99 − k)(1 − k)(2.15 − 3.93k + 2.7k2) 

(1 + 2k)(1 − k) 3 2 (2) 

Wherein, a is the length of the prefabricated crack, the unit is mm; V is the 
ultrasonic longitudinal sound velocity, the unit is m/s; t0 is the time at the crack in 
the specimen, t1 is the time without crack in the specimen, the unit is s; k is the ratio 
of the length of the prefabricated crack a to the width W.

Fig. 2 Schematic diagram 
of prefabricated crack length 
measurement of standard test 
blocks based on ultrasonic 
scanning principle 
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2.3 Three-Point Bending Test 

In this paper, the SANS microcomputer-controlled electronic universal testing 
machine CMT 5105 was used to perform a three-point bending test on the standard 
specimen of epoxy composites, as shown in Fig. 3. 

In this paper, the standard sample of epoxy composites is repeated three times. 
Adjust the crack position and align the prefabricated natural crack of the specimen 
with the tester indenter. Fine-tune the indenter of the tester so that it has a certain 
distance from the specimen to be pressed. Zeroing is performed on the computer that 
controls the testing machine, the testing machine is turned on, and the indenter is 
loaded at a constant speed of 0.5 mm/min. 

Collect the data of the external force load and indenter displacement of the spec-
imen in the whole process from the opening of the testing machine to the fracture of 
the specimen, determine the critical load value of the specimen at break, and calcu-
late the K IC and GIC values of the epoxy composite material according to the SENB 
empirical formula (3) and the fracture mechanics formula (4). 

KIC  = PC 
BW 1/2 

f (k) (3) 

GIC  = K 
2 
IC  (1 − v2) 

E 
(4) 

Wherein, PC is the critical load value of the epoxy composite, in N. B and W are 
the thickness and width of the epoxy specimen, respectively, in mm. E is the elastic

Fig. 3 Three-point bending 
test of epoxy composite 
standard test block
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Fig. 4 Three-point bending test data

modulus of the epoxy composite, taking 12.25 GPa [15]. The Poisson ratio of the 
epoxy composite is 0.32 [15]. 

3 Results and Analysis 

3.1 Ultrasonic Detection of Prefabricated Crack Lengths 

The ultrasonic testing platform measured the propagation time t0 and t1 of the ultra-
sonic detection platform in 3 epoxy samples containing prefabricated cracks, and 
the length and geometric factors of the prefabricated cracks of the 3 specimens were 
calculated by Eqs. (1) and (2), as shown in Table 1. At present, the prefabricated 
crack length of epoxy specimens is usually measured using a vernier caliper, and the 
measured prefabricated crack length is shown in Table 1.

As can be seen from Table 1, the deviation of the prefabricated crack length 
measurement between the vernier caliper and the ultrasonic detection platform is 
4.6%. The ultrasonic testing platform provides a digital interface-assisted prefabri-
cated crack length measurement. The results were compared to vernier calipers that 
require measurement after the epoxy specimen breaks, showing that the ultrasonic
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Table 1 Ultrasonic detection of prefabricated cracks in epoxy specimens 

Method Epoxy samples #1 #2 #3 

Ultrasonic Testing acoustic-path difference Δt(s) 6.4 × 10–6 6.4 × 10–6 6.5 × 10–6 
Crack length a(mm) 9.6 9.6 9.7 

Geometric factors f 3.933 3.933 3.910 

Vernier Calipers Crack length a(mm) 10.06 10.09 10.14 

Geometric factors f 3.832 3.825 3.815

Table 2 Critical load at 
break of epoxy specimen and 
calculation of K IC and GIC 

Epoxy samples #1 #2 #3 

Critical Load(N) 332.04 334.9 332.7 

K IC(MPa·m1/2) 0.929 0.937 0.931 

GIC(J/m2) 60.3 61.3 60.5 

testing platform can non-destructively measure the prefabricated crack length of the 
epoxy specimen. 

3.2 Fracture Toughness Measurement 

The fracture critical load values of three epoxy specimens measured by the three-
point bending test are shown in Table 2, and the K IC and GIC values are calculated 
according to Eqs. (3) and (4). The KIC measurements of sample #1, #2 and #3 were 
0.929, 0.937 and 0.931, respectively, and the average of the three was 0.932 MPa·m1/2 

as the K IC result of fracture toughness of the epoxy composite. The GIC measurement 
results were 60.3, 61.3, and 60.5, respectively, and the average of the three was 60.7 J/ 
m2 as the fracture toughness GIC results of the epoxy composite. 

4 Conclusion 

In order to evaluate the fracture toughness of epoxy resin composites for GIS/GIL 
insulators, an ultrasonic detection method was proposed in this paper for measuring 
the prefabricated crack size of the sample for the fracture toughness of epoxy 
composites. And the ultrasonic testing technology can assist in the nondestructive 
measurement of the length of the prefabricated cracks of epoxy samples. 

The epoxy specimen was then measured using the three-point bending method, 
and the mean fracture critical load PC of the three epoxy specimens was 333.211N. 
The mean values of K IC and GIC for epoxy composites were 0.932 MPa·m1/2 and 
60.7 J/m2, respectively, calculated from the empirical formula of the SENB method.
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Active Gate Drive for Short-Circuit 
Current Suppression of SiC MOSFET 
in Hard Switching Fault 

Jingwei Zhang , Zhikang Guo, Yizhan Jiang, and Guojun Tan 

Abstract Most of researches on short-circuit protection of power devices focus on 
reducing the detection time of gate drives. In order to further reduce the effect of 
SC event, this paper presents an active gate drive (AGD) for SiC MOSFET based on 
short-circuit current suppression under hard switching fault (HSF). While performing 
conventional short-circuit protection method, the AGD is achieved to suppress short-
circuit current by providing a lower positive gate voltage, decided by detecting the 
drain–source voltage. In addition, the key parameters of driving circuit are calculated 
and adjusted to guarantee typical high turn-on speed characteristic. The advantage 
and reliability of the proposed AGD are verified experimentally on 1.2 kV/80 A SiC 
MOSFET in short-circuit test. Comparing with the conventional gate drive (CGD), 
AGD achieves at most 46% reduction in short-circuit current, and 51% reduction in 
short-circuit loss at identical dc-bus voltage. With the increase of blanking time, the 
value of short-circuit current and loss decrease more greatly. 

Keywords Silicon carbide MOSFET · Hard switching fault · Current 
suppression · Active gate drive 

1 Introduction 

Wide band gap semiconductor devices represented by SiC MOSFETs contribute 
to the development of new energy power generation, radio energy transmission, 
household appliances and other industries [1, 2]. In order to reduce the impact of 
short circuit fault on SiC MOSFETs, gate drives are required to detect it quickly 
and shorten the duration of short circuit [3, 4]. Desaturation protection is the most 
widely used method at present [5, 6]. It can be seen from the practical applica-
tion that the detection rate of this method can meet the protection requirements.
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However, the designed short-circuit blanking time is long, so that the short-circuit 
loss and junction temperature are relatively high. In order to further reduce the short 
circuit detection time, many researches have improved the short-circuit protection 
circuit. Horiguchi et al. [7] proposed PCB Rogowski coil with its sensing circuit 
to directly detect short circuit current. Xue et al. [8] and Lee et al. [9] proposed 
a short-circuit current changing rate judgement method by extracting the induced 
voltage of stray inductance between power-source and auxiliary-source terminals. 
Horiguchi et al. [10] proposed a fast short-circuit diagnosis method using gate charge 
characteristics. The improved methods can reduce the short circuit fault detection 
time of SiC MOSFET drive to hundreds of nanoseconds. However, the corresponding 
short circuit detection circuit requires high hardware requirements and is vulnerable 
to interference. At present, they are not suitable for commercial applications and 
have no universality. However, in addition to improving the detection rate of the gate 
drive, the way to improve the short circuit withstanding capability of SiC MOSFET 
by reducing the short circuit current is conducive to reduce the design requirements 
for fast short circuit protection of gate drives. At present, there are few researches 
on the driving circuit of short-circuit current suppression. In this paper, an active 
gate drive (AGD) which can suppress short-circuit current during hard switching 
fault (HSF) is proposed. The two-level positive driving voltage switching method is 
adopted for SiC MOSFET to make the gate voltage higher during normal conduction 
process and lower gate voltage with small gate resistor during turn-on transient and 
short-circuit process so as to reduce short-circuit current without affecting normal 
turn-on process. 

2 Gate Drive circuit and Parameters design 

The hard switching fault (HSF) occurs in turn-on transient of power devices. 
Although many researches have verified that the reduction of positive driving voltage 
can restrain short-circuit current [11], few gate drives uses this method to deal with 
short-circuit. This paper designs an active gate drive (AGD) based on CPLD logical 
control for SiC MOSFET. The proposed AGD mainly consists of three circuit units 
as depicted in Fig. 1.

In the driving amplifier unit, it is composed of four switches M1, M2, M3 and 
M4. Among them, M1 and M2 are used to provide positive voltage VCC and negative 
voltage VEE respectively. M4 is used to soft turn-off SiC MOSFET during short-
circuit protection, and the gate resistance Rgsoft > Rgoff. Different from the traditional 
driving circuit, the amplifier adds a lower positive voltage VCC1, which is powered 
by M3. The diode Dg1 is used to block the current loop of VCC and VCC1. 

In the drain-source voltage VDS detection unit, traditional desaturation method 
is adopted for short-circuit protection. In order to avoid the false protection in turn-
on transient, the detection method needs a certain blanking time. When the SiC 
MOSFET is turned off, the analog switch SW remains closed. When the gate drive 
receives turn-on signal, the SW is cut off. The blanking time Δtblank is
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Fig. 1 Detail circuit schematic diagram of the proposed gate driver

Δtblank = −n ln 
VCC1(1 − m) 
VCC − mVCC1 

(1) 

where n = Ra1 Ra2Ca 
Ra1+Ra2 

and m = Ra2 
Ra1+Ra2 

. 
The detection principle of comparator U1 is shown in Fig. 2. During normal 

turn-on transient, the voltage V a at the positive input terminal “a” of  U1 is greater 
than the voltage V b at the negative input terminal “b”, the short circuit fault signal 
V fault remains low level. When HSF fault occurs, since the voltage at “a” and “b” 
points intersects after the blanking time, as shown in Fig. 2(b), V fault is converted to 
high level. Comparator U2 judges the drain-source voltage VDS state by comparing 
the voltage at point “b” with the reference value V ref. At the beginning of turn-on 
transient, when VDS stays at high voltage, the output signal V state of U2 is low level, 
and after entering the normal conduction, VDS drops to conduction voltage, V state is 
converted to high level. AGD will judge whether VCC or VCC1 should be provided to 
the gate of SiC MOSFET according to the drain source state. 
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In the logic control unit, in order to realize the high-speed processing capability of 
various signals in the gate drive, the working frequency of CPLD reaches 100 MHz. 
After receiving V pwm, V fault and V state signals, CPLD quickly judges the operating 
state of SiC MOSFET, and then controls the switching timing of M1–M4. 

Figure 3 shows the detail circuit implementation of the AGD. When CPLD 
receives turn-on signal V pwm at tx0 (high level in the figure), the drive amplifier 
circuit switches M3, and the gate is converted from the turn-off voltage VEE to VCC1. 
During the normal turn-on transient, as shown in Fig. 3(a), VDS drops to conduc-
tion voltage before the blanking time. V state is converted to high level, causing AGD 
switches M1. The gate is converted from VCC1 to VCC, which reduces the conduction 
loss of SiC MOSFET. When HSF happens, as shown in Fig. 3(b), due to the desat-
uration effect, VDS is always at high bus voltage, thus, the V state remains low. Due 
to the lower positive voltage VCC1 switches to the gate, the short-circuit current is 
suppressed. After the blanking time, V fault is converted to high level. The short circuit 
fault is detected and M4 is switched immediately to soft turn-off SiC MOSFET. 

According to the transfer characteristics of SiC MOSFET, the lower the gate 
voltage is, the smaller the maximum current allowed by SiC MOSFET. Therefore, it 
seems that the smaller the value of VCC1 is, the lower the short-circuit current will be 
suppressed. However, in order to ensure the normal and rapid switching speed of SiC 
MOSFET, VCC1 cannot be too small. During the normal turn-on process, when the 
gate rises to threshold voltage V th, the drain current starts to rise. When drain current 
rises to the load current IL. VDS starts to drop, and the gate voltage rises slowly due 
to the charging characteristics of Miller capacitor, forming the Miller platform V p 

Vp = Vth + IL 
gm 

(2) 

High load current will increase V p. Therefore, the maximum voltage of Miller 
platform V pmax will be generated when the drain current reaches the maximum load 
current required by the system. Since the driving voltage is VCC1 at this time, VCC1
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Fig. 3 Driver behavior and signal feedback (a) common turn-on process (b) the HSF process 
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Fig. 4 The turn-on transient 
simulation waveforms of SiC 
MOSFET with VCC1 = 10 V 

must be higher than V p in order to turn-on the SiC MOSFET normally. Figure 4 shows 
the transient simulation waveform of SiC MOSFET (Rohm’s BSM080D12P2C008) 
when VCC1 is 10 V. When IL is at low value (IL = 20 A or 40 A), SiC MOSFET can 
normally turn-on at fast speed. However, when IL approaches the rate current (IL = 
70 A), VDS drops slowly, seriously affecting the switching rate. When IL reaches to 
110 A, VDS maintains a high value. the load current cannot continue to rise, indicating 
that this current is the maximum drain current that flow through SiC MOSFET when 
the gate voltage is 10 V. 

By looking up the Miller platform voltage of different SiC MOSFETs under twice 
the rated current, it is found that the range of V pmax is about 10–14 V. In order to 
ensure the universality and reliability of the gate driver, a certain VCC1 margin must 
be reserved. However, VCC1 should not be set too high to suppress the short circuit 
current as much as possible. Therefore, the positive voltage VCC1 is set to 15 V in 
this paper. The SiC MOSFET module is BSM080D12P2C008 in Rohm. 

3 Experiment 

A SiC MOSFET pulse test platform is built to verify the short-circuit current suppres-
sion performance of the AGD, as shown in Fig. 5. T1 is the device to be test, T2 is 
used as freewheeling diode. T2 still remains at off state. Ls is the stray inductance, 
Lload the load inductor. In normal double pulse test, the value of Lload is selected 
according to the required load current and pulse width. While in HSF test, the load 
should be replaced by a short copper wire which has small inductance.

In order to verify the suppression effect of the AGD designed in this paper, the 
testing results are compared with the traditional driver (CGD) as shown in Fig. 6. 
Both the AGD and CGD use the same desaturation detection circuit for short circuit 
protection, and the drive parameters are basically the same. However, CGD has no 
VCC1 switching circuit and VDS state detection circuit. In addition, due to the high
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Fig. 5 Schematic diagram and hardware prototype of SiC MOSFET switching characteristic test 
platform

short-circuit current of CGD, the gate resistance Rgsoft for soft turn off is higher 
than that of AGD to ensure the same voltage overshoot. The experimental results are 
shown in Fig. 6. The blanking time is 1.2 µs. In CGD, the gate voltage finally rises 
to 20 V, causing the short-circuit reaches to 690 A, which is 8 time more than the 
rated current. The loss Es of SiC MOSFET caused by short circuit fault is 284 mJ. 
Comparing with CGD, in AGD, the gate voltage rises to 15 V, and the maximum 
short circuit current is 390 A, which is less than 5 times of the rated current, reducing 
by 46%. The loss Es is 139 mJ, reduced by 51%. 

The blanking time of desaturation protection method is an important factor 
affecting the HSF protection. It can be known from Eq. (1) that Δtblank has a linear 
relationship with the capacitance Ca. By changing Ca, the short-circuit waveforms 
and the losses of SiC MOSFET between different blanking times (800 to 1800 ns) are 
shown in Figs. 7 and 8 respectively. The short-circuit current Ish keeps rising with the 
increase of blanking time. However, the rising rate of short-circuit current of AGD 
is lower than that of CGD, which greatly reduces the loss. When the blanking time
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Fig. 6 HSF protection performance comparison of SiC MOSFET between proposed and conven-
tional method 
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is 800 ns, the short-circuit current caused by CGD and AGD are 520 A and 320 A 
respectively, the current of AGD is reduced by 200 A, and the total loss is reduced 
by 120 mJ. When the blanking time is 1800 ns, the short-circuit current of CGD and 
AGD is 800 A and 410 A respectively, the current of AGD is reduced by 390 A, 
and the total loss is reduced by 200 mJ. Therefore, it can be known from the above 
experimental results that AGD can effectively suppress the short circuit current and 
reduce the short circuit loss when HSF occurs, thus reducing the impact of the short 
circuit current on the device. 
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Fig. 7 HSF protection performance with different blanking time (a) proposed method and (b) 
conventional method
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Fig. 8 Short-circuit loss of SiC MOSFET between AGD and CGD 

4 Conclusion 

In this paper, an active gate drive (AGD) based on current suppression of hard 
switching fault is proposed. The gate drive can effectively reduce the short circuit 
current by changing the gate voltage. By detecting the state of drain source voltage 
of SiC MOSFET when in turn-on transient, the positive drive voltage is switched, 
so that the gate voltage of SiC MOSFET is 20 V when it is normally turned on to 
reduce the conduction loss, and 15 V when in short circuit to suppress the short 
circuit current. The short circuit processing effect of AGD is compared to CGD in 
experiments. AGD can significantly suppress the short circuit current at any blanking 
time, thereby reducing the short circuit loss and reducing the impact of HSF fault on 
SiC MOSFETs. The short circuit treatment method proposed in this paper provides 
some reference for the reliable application of SiC MOSFET. 
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Analysis and Research on an Equivalent 
Circuit of LiFePO4 Battery Under a High 
Discharge Rate 

Liming Huang, Yihui Xia, and Yunxiang Jiang 

Abstract This paper proposed a model parameter identification method for lithium 
iron phosphate batteries under high discharge magnification, used the identifica-
tion results under 10 C discharge conditions instead of 30 C model parameters, 
and compared the actual output voltage observations of the LiFePO4 battery with 
the output voltage values of the established simulation model, which proved that 
the parameters under 10 C discharge conditions were still applicable under 30 C 
conditions, and the second-order RC model was more accurate than the first-order 
RC model. The results show that the proposed parameter identification method can 
solve the problem that the battery parameters identified by the Forgetting Factor 
Recursive Least Squares (FFRLS) at high discharge rate are not physically signifi-
cant, and obtain a second-order RC model with higher accuracy, which provides a 
basis for subsequent state of charge (SOC) estimation of LiFePO4 battery. 

Keywords LiFePO4 battery · High discharge rate · Least squares · Parameter 
identification 

1 Introduction 

As a result of the advantage of good safety, long service life, and high power density, 
lithium iron phosphate battery has been widely applied in energy storage systems, 
electric vehicles, and so on [1–3]. To satisfy the requirement of energy storage system 
capacity, the LiFePO4 battery usually forms an energy storage module with a series– 
parallel connection, which further configures energy storage systems. It’s necessary 
to real-time monitor the LiFePO4 battery information such as the SOC to know the 
condition of a single battery or module battery in real time and prevent faults such as 
over charge, over discharge, and over temperature when works. However, the SOC 
of high precision needs a battery model of high precision. At present, the battery
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modeling methodologies mainly include electrochemistry, artificial neural networks 
and equivalent circuit model [4–6]. The equivalent circuit model has been widely 
used in practical engineering projects because many advantages such as intuitive, 
moderate calculation amount, straightforward identification of model parameters, 
high accuracy of estimation of the SOC, suitable for circuit simulation experiments, 
and easy to achieve. 

Currently, the research on equivalent circuit model of lithium iron phosphate 
battery mainly focuses on low rate conditions such as electric vehicles. However, 
a load capacitor is required to charge to high voltage immediately on the occasion 
of High Energy Pulse Weapons for Ships and Electromagnetic Launch [7, 8]. At 
this time, the lithium iron phosphate battery needs to be in the discharge condition 
of 30–50 C. The internal chemical reaction is intense, and the battery capacity and 
internal resistance will change, which brings difficulties to parameter identification 
[9, 10]. 

Taking the discharge process of LiFePO4 battery as an example, the battery nega-
tive electrode generate the lithium ions that enter the electrolyte, and combine with 
the positive electrode. Because of the difference of ion concentration in the solu-
tion, there are unreacted positive and negative charges at the interface between the 
electrolyte and the positive and negative electrodes, forming a double layer [11]. 
Therefore, there is a dynamic process of polarization-depolarization in the lithium 
iron phosphate battery [12–14]. Polarization refers to the change of voltage caused by 
the accumulation of charge on the electrode surface due to the existence of a double 
layer, in which the polarization reaction includes ohmic polarization, electrochem-
ical polarization, and concentration difference polarization [15]. Depolarization is the 
electrode reaction, which makes the accumulated charge react with lithium ions, and 
the battery electrode potential returns to normal. The principle of a double electric 
layer is shown as follow. 

In research, polarization plays a leading role in the working process of lithium 
batteries [16]. As before, taking the discharge process of LiFePO4 battery as an 
example, because of polarization, the electron flowing speed in the electrolyte is faster 
than the electrode reaction speed of the positive electrode. At this time, the potential 
difference between positive and negative becomes smaller. After discharge, because 
of depolarization, the potential of positive and negative return to equilibrium, and the 
potential difference between positive and negative becomes bigger [17]. Therefore, 
under high discharge rate conditions, it needs further study whether the commonly 
equivalent circuit model and parameter identification method are still applicable. 

Firstly, this paper used FFRLS to identify the parameters of the first-order RC 
model and the second-order RC model under 30 C discharge conditions and solves the 
problem of whether FFRLS is still applicable in the battery parameter identification 
under high rate conditions[21, 22]. Secondly, a parameter identification method is 
proposed to solve the problem that FFRLS identification results do not have physical 
meaning at 30 C rate. Based on this method, the first-order RC model and the second-
order RC model are compared and analyzed to obtain a second-order RC model with 
higher accuracy.
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2 Typical Equivalent Circuit 

The process of the capacitor accumulating charge is similar to polarization when the 
terminal voltage of the capacitor exists, and the process of the capacitor releasing 
charge through a resistor is similar to depolarization [18]. Therefore, the electrode 
can be equivalent to a capacitor when the change of voltage is occurring due to polar-
ization, and the electrode can be equivalent to an RC parallel link when the voltage 
re-rises due to depolarization. Since the ohmic polarization response time is instanta-
neous, the electrochemical polarization response time is microsecond level, and the 
concentration difference polarization response time is second level [19, 20], when 
ohmic polarization and electrochemical polarization are considered, a resistor is used 
to simulate ohmic polarization, and an RC parallel link is used to simulate electro-
chemical polarization, which is first-order RC equivalent circuit; when ohmic polar-
ization, electrochemical polarization, and concentration difference polarization are 
considered, internal resistance and two RC parallel links are used to simulate ohmic 
polarization, electrochemical polarization and concentration difference polarization, 
which is second-order RC equivalent circuit. 

2.1 First-Order RC circuit 

Based on the internal resistance model, the first-order RC model adds a polarization 
circuit composed of a capacitor and a resistor. Compared with other models, the model 
structure is relatively simple, but it can accurately describe the changes in battery 
terminal voltage during charging and discharging. The equivalent circuit is shown 
in Fig. 2. UOC represents the battery open circuit voltage (OCV), R0 represents the 
ohmic internal resistance, CP represents the polarization capacitance, RP represents 
the polarization resistance (Fig. 1). 

Fig. 1 Schematic of a double electric layer
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Fig. 2 First-order RC model 

On the base of Fig. 2, the state space equation of the first-order RC circuit model 
is as follows: 

⎧ 
⎨ 

⎩ 
U ∗ 

CP  = −  
1 

RPC 
UCP  + 

1 

CP 
IL 

UOC = R0 IL + UCP  + UL 

(1) 

2.2 Second-Order RC circuit 

On the base of the first-order RC battery model, there are two RC parallel circuits 
used in the second-order RC model to describe the electrochemical polarization with 
a small time constant and the concentration difference polarization with a large time 
constant, to obtain higher modeling accuracy, as shown in Fig. 3. 

UOC represents the OCV, R0 represents the ohmic internal resistance, RP1 and 
CP1 represent electrochemical polarization internal resistance and electrochemical 
polarization capacitance. RP2 and CP2 represent concentration difference polariza-
tion internal resistance and concentration difference polarization capacitance. The 
state space equation is as follows:

Fig. 3 Second-order RC 
model 
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3 Parameter Identification Based on the FFRLS Algorithm 

3.1 Algorithm Principle 

Recursive Least Squares (RLS) is extensive used in the field of system identification. 
The following is the principle of RLS. 

For linear systems, the mathematical description expression is as follows: 

Y (k) = ϕ(k)θ (k)T + e(k) (3) 

where, 

ϕ(k) = [−Y (k − 1) · · ·  −  Y (k − n)u(k) · · · u(k − n)] (4) 

Y (k) represents the output at time k of the system, u(k) is the input at time k of 
the system, θ (k) is the parameter vector to be identified of the system, e(k) is the 
system noises. The recursive formula of RLS is as follows: 

⎧ 
⎪⎨ 

⎪⎩ 

θ̂ (k + 1) = θ̂ (k) + K (k + 1)
[
Y (k + 1) − ϕT (k + 1)

]
θ̂ (k) 

K (k + 1) = P(k + 1)ϕ(k + 1) 
P(k + 1) = P(k) − P(k)ϕ(k+1)ϕT (k+1) 

1+P(k)ϕ(k+1)ϕT (k+1) 

(5) 

P(k) represents a covariance matrix, K (k) represents a gain matrix. In the recur-
sive process, RLS uses the deviations between the estimated and measured values 
of the system output and the gain matrix K (k) to correct θ̂ (k). When initializing, 
the initial value can be any value, P(0) = α I , α represents a constant as large as 
possible, and I is a unit matrix. To weaken the role of past data and give new data 
a larger weight, the forgetting factor λ (0 < λ <  1) is added to obtain the FFRLS. 
The recursive formula is as follows: 

⎧ 
⎪⎨ 

⎪⎩ 

θ̂ (k + 1) = θ̂ (k) + K (k + 1)
[
y(k + 1) − ϕT (k + 1) ̂θ (k)

]

K (k + 1) = P(k)ϕ(k+1) 
λ+ϕT (k+1)P(k)ϕ(k+1) 

P(k + 1) = 1 
λ

[
1 − K (k + 1)ϕT (k + 1)

]
P(k) 

(6)
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α is generally between 0.95–1. The value of the forgetting factor λ is inversely 
proportional to the weight of the new data. When λ = 1, it degenerates to ordinary 
recursive least squares. 

3.2 Online Identification of First-Order RC Circuit 
Parameters 

According to Kirchhoff law, the circuit structure of the first-order RC model is 
analyzed, and the circuit KVL relationship is as follows: 

UOC = UCP  + R0 IL + UL (7) 

Do Laplace transform on both sides, as follows: 

UOC (s) = R0 I (s) + 
RP I (s) 
τPs + 1 

+ UL (8) 

where τP = RPCP . After reduction of fractions to a common denominator, calculate 
the first-order backward difference, as follows: 

UOC (k) − UL (k) = τP 

τP + T 
(UOC (k − 1) − UL (k − 1)) + 

T (R0 + RP ) + τ1 R0 
τP + T 

I (k) 

− 
τP R0 

τP + T 
I (k − 1) (9) 

Let: 

⎧ 
⎪⎨ 

⎪⎩ 

k1 = τP 
τP+T 

k2 = T (R0+Rp)+τP R0 

τP+T 

k3 = −  τP R0 
τP+T 

(10) 

Get:
{
Y (k) = [

UOC (k − 1) I (k) I (k − 1)
]

θ (k) = [
k1 k2 k3

] (11) 

After the accessed value obtained by FFRLS, the first-order RC model parameters 
of can be calculated by the following formula. 

⎧ 
⎪⎨ 

⎪⎩ 

R0 = − k3 
k1 

RP = (τP+T )(k2+k3) 
T + k3 k1 

CP = τP 
RP 

(12)
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3.3 Online Identification of Second-Order RC Circuit 
Parameters 

The circuit structure of the second-order RC model is analyzed according to Kirchhoff 
law, and the circuit KVL relationship is as follows: 

UOC = UP1 + UP2 + Ro IL + UL (13) 

Do Laplace transform on both sides, as follows: 

UOC (s) =
(

RP1 

RP1CP1s + 1 
+ RP2 

RP2CP2s + 1 
+ R0

)

I (s) + UL (s) (14) 

Let time constant τP1 = RP1CP1, τP2 = RP2CP2, and let a = τP1τP2, b = 
τP1+ τP2, c = RP1+ RP2 + R0, d = RP1τP2 + τP1 RP2 + R0(τP1 + τP2). The above 
equation can be simplified to: 

aUOCs
2 + bUOCs + UOC = aR0 I 

2 
S + d IS + cI  + aU 2 

S + UL (15) 

After the difference, Eq. (15) is discretized to obtain: 

U (k) = −bT −2a 
T 2+bT+a U (k − 1) + a 

T 2+bT+a U (k − 2) + cT 2+dT+aR0 
T 2+bT+a I (k) 

+−dT  −2aR0 
T 2+bT +a I (k − 1) + aR0 

T 2+bT +a I (k − 2) 
(16) 

where U (k) = UOC (k) − UL (k). The above equation can be simplified to: 

U (k) = k1U (k − 1) + k2U (k − 2) + k3 I (k) + k4 I (k − 1) + k5 I (k − 2) (17) 

Equation (17) can be substituted into FFRLS to identify the estimated value, then 
the circuit model parameters are derived from the identification results, as follows: 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

τP1 = T 
2(k1+k2+1)

(/

k2 1 − 4k2 − k1 − 2k2
)

τP2 = −  T 
2(k1+k2+1)

(/

k2 1 − 4k2 + k1 + 2k2
) (18) 

And 
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RP2 

(19)
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4 Experimental Validation 

4.1 Calibration Experiment of OCV-SOC Function 

According to Eqs. (9) and (17), the OCV, operating voltage, and operating current data 
are required for battery model parameter identification, where OCV is the terminal 
voltage of the battery after the lithium battery is fully shelved. Therefore, OCV data 
cannot be obtained in real-time during the online identification of lithium battery 
parameters. However, there is a one-to-one correspondence between OCV and battery 
SOC, so the relationship between them can be obtained by fitting the OCV and SOC 
measurement points, then OCV can be calculated by the SOC. Firstly, the HPPC 
experiment was carried out on a 13 Ah lithium iron phosphate battery to obtain its 
SOC and OCV data. The lithium battery is first discharged at 1C for 10 s and then 
charged at 0.75 C for 10 s after being held for 40 s. When the SOC drops by 0.1, it is 
held for 45 min. After the OCV at this time is measured, the next stage of the cycle 
test is performed until the battery is discharged and the SOC is 0.06. 

The SOC sampling points were selected as 1.00, 0.90, 0.80, 0.70, 0.60, 
0.60, 0.50, 0.40, 0.30, 0.20, 0.10 and 0.06 for OCV–SOC curve fitting. 
Figure 4(a) is the OCV–SOC sampling point and fitting curve, the fitting 
function sampling nine polynomial fitting, the number of fitting coef-
ficients from high to low is 1419.16469768676, −6717.95444590820, 
13,624.0494483225, −15,486.0532500591, 10,836.3905382773, − 
4821.81020435755, 1356.90924240580, −231.379692258040, 21.8783325576193, 
2.31024798710441. When the SOC of a lithium battery is between 10 to 90%, 
the deviation between the fitting value and the true value is less than 0.01 V from 
Fig. 4(b). When the SOC of a lithium battery is close to 0 or 100%, the deviation is 
large. The reason is that the voltage in these two stages changes greatly, increasing 
fitting deviation. The battery data used for parameter identification is measured 
when the battery SOC is 40%–70%, so the parameter identification can use the OCV 
value to estimate the battery SOC according to the OCV–SOC function. 

(a) Fitting curve. (b) Fitting deviation. 

Fig. 4 SOC–OCV fitting
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(a) Sampling current. (b) Sampling voltage. 

Fig. 5 Sampling current and voltage waveforms 

(a) First-order RC model 

identification resistance. 

(b) First-order RC model 

identification capacitance.

(c) Second-order RC model 

identification resistance. 

(d) Second-order RC model 

identification capacitance. 

Fig. 6 FFRLS identification results under 30 C working conditions

4.2 Model Parameter Identification Experiment 

Experimental lithium iron phosphate battery capacity is 13Ah, rated voltage is 3.2 V, 
under the condition of 25 °C, 0.5 C, 1 C, 2 C, 10 C, 30 C charge and discharge 
experiments, the sampling interval is 0.1 s, each charge and discharge after the end 
for 1.5 h to obtain OCV data, according to the OCV–SOC function to estimate the 
initial SOC. The waveforms sampled in the actual test of voltage and current are 
shown as follows (Fig. 5):
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(a) First-order RC model 

identification resistance. 

(b) First-order RC model 

identification capacitance. 

Fig. 7 First-order RC model identification results 

(a) Condition of 10C. (b) Condition of 2C. 

(c) Condition of 30C. 

Fig. 8 Terminal voltage deviation

The principle of the FFRLS algorithm for lithium battery model parameter identi-
fication is used to find a set of parameters to minimize the estimation deviation of the 
system. The identification results only need to meet the deviation requirements and 
do not need to consider the identification result physical meaning. The RC parallel 
link of the first-order RC model simulates the electrochemical polarization process 
of the battery, and the response time is microsecond level. The two RC parallel 
links of the second-order RC model simulate the electrochemical polarization and 
concentration difference polarization process, and the response time is microsecond
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level and second level. The RC parallel link time constants of both models are small. 
When the battery operating current is large, the capacitor of the RC parallel link will 
soon be fully charged. At this time, the voltage of the RC parallel link will no longer 
change. Due to the existence of ohmic internal resistance, the terminal voltage will 
still change. To meet the deviation requirements, there will be a situation where the 
RC parallel link resistor and capacitor parameter identification results are negative, 
which is inconsistent with its physical meaning, and the identification results cannot 
be used. Under the condition of 30C, the FFRLS algorithm is used to perform simu-
lation calculations in MATLAB with a forgetting factor of 0.999. The identification 
results are shown as follows. Whether it is a first-order RC model or a second-order 
RC model, there are cases where the identification results are negative (Fig. 6). 

To solve the problem of FFRLS parameter identification under 30C condition, this 
paper proposed a method of using 10 C identification results as 30 C model parame-
ters. Firstly, using FFRLS to identify the parameters of lithium batteries under 10 C 
discharge condition in MATLAB, and the forgetting factor is set to 0.999. Based 
on the identification parameters, to verify the discharge conditions of 10, 2, and 
30 C, building a simulation model in Simulink. The output voltage and measurement 
voltage of the simulation model are compared to analyze whether the model parame-
ters identified under the discharge condition of 10 C can be used under the discharge 
conditions of 2 and 30 C. Identification results and deviations are shown as follows 
(Figs. 7 and 8): 

From Figs. 9 and 10, it can be seen that under the 10C discharge condition, 
when the model parameters identified by FFRLS are substituted into the simulation 
model in Simulink and given the same current excitation as the sampling current, 
the first-order RC model deviation finally converges to 0.005 V, and the second-
order RC model deviation is also 0.005 V. Under 2 and 30 C conditions, using 10 C 
identification parameters, on the first-order RC model, the deviations are 0.016 and 
0.01 V, but on the second-order RC model, the deviations are 0.016 and 0.005 V. 
Under the condition of 30 C, the estimation deviation of the first-order RC model 
is 0.50%, the estimation deviation of the second-order RC model is 0.16%, and the 
deviation of the two models under the condition of 2 C is the same, both of them are 
0.50%. The reason is that the second-order RC model takes into account the effect 
of the concentration difference polarization of the battery and uses an RC parallel 
link for simulation, giving it a higher fitting accuracy.

5 Conclusion 

Through simulation analysis, it is verified that the parameter identification results 
of the FFRLS algorithm under high rate conditions have no physical meaning and 
cannot be used in subsequent work. 

A parameter identification method is proposed, which solves the problem of model 
parameter identification at a high discharge rate by using the identification results 
under 10 C as the model parameters under 30 C. This method has the advantages of a
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(a) Second-order RC model 

identification resistance. 

(b) Second-order RC model 

identification capacitance. 

Fig. 9 Second-order RC model identification results 

(a) Condition of 10C. (b) Condition of 2C. 

(c) Condition of 30C. 

Fig. 10 Terminal voltage deviation

simple process and the parameters under 10 C can also be used under 2 C conditions. 
Comparing the first-order RC model with the second-order RC model, a second-
order RC model with higher accuracy is obtained. Experimental and simulation 
results prove the effectiveness of the proposed method. 
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Research on Orderly Charging 
Scheduling Strategies for Interactive 
Power Networks Through 
Cloud-Side-End Collaboration 

Bin Zhu, Min He, Yi Long, Xiujuan Yuan, Dong Yan , and Desheng Qian 

Abstract Aiming at the poor real-time performance of the current orderly charging 
scheduling strategy for EV, and the difficulty in balancing user experience and balance 
of grid power, an orderly charging scheduling strategy based on three element hier-
archical progressive optimization through cloud-side-end collaboration is proposed. 
First of all, a three-layer coordinated orderly charging scheduling system is built, 
including ECS, orderly charging coordinator and power controller. Secondly, the 
real-time load in the substation area is taken as the first element, the short-term load 
forecasting in the future is taken as the second element, and the user experience 
is taken as the third element to formulate the scheduling strategy step by step, and 
is deployed in the side orderly charging coordinator. Finally, an orderly charging 
scheduling test platform was built for testing. The results show that the system can 
achieve real-time adjustment of charging power of charging piles under the station 
area by cloud-side-end collaboration and reduce the peak valley difference of load 
in the station area and improve the user experience on the basis of stable power grid.
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Keywords EV · Orderly charging · Cloud-side-end collaboration · Three element 
hierarchical progressive optimization · Balance of grid power 
1 Introduction 

With the world’s attention to environmental and energy issues, EV has ushered in 
popularization [1]. With the rapid development of new EV, the balance between the 
increasing demand for charging and the grid load has become a key problem to be 
solved. 

At present, many scholars at home and abroad have carried out relevant research 
on EV orderly charging. Haoming, R, Wu Fangzhu and others proposed an orderly 
charging guidance scheme based on time-sharing price [2, 3], and this kind of scheme 
only considers the consumer experience, and does not consider the grid side load. 
X. Yuan, X. Peng et al. proposed a scheduling strategy based on grid side load 
and user demand [4, 5], and this strategy is based on the intelligent algorithm itself 
and has no practical engineering application. Dou Yali and others put forward a 
scheme that charging piles directly receive cloud power regulation instructions to 
complete power regulation [6], and this method relies too much on the cloud, which 
is greatly restricted by public network communication. Meng Huanping, W Liu et al. 
proposed a dispatching system based on energy router and energy controller [7–11], 
which comprehensively considered the load on the grid side and the needs of users, 
but such systems have long data flow paths and poor real-time control. The above 
orderly charging scheduling strategies all have certain limitations. 

In today’s Internet of Things, an orderly charging scheduling strategy for multi-
indicator optimization through cloud-side-end collaboration emerge. 

As shown in Fig. 1, this paper designs an orderly charging system with a three-
layer communication architecture of “cloud”, “edge” and “end”. Among them, the 
power controller is connected in series between the AC charging pile and EV as 
an intermediate device, which can complete the orderly charging function upgrade 
without changing the original charging pile structure. The orderly charging coordi-
nator takes the real-time station load as the first consideration to formulate the initial 
power regulation plan, and fine-tunes the power regulation plan with the station load 
forecast in the next 10 min as the second consideration, and on the basis that the 
first two factors meet the conditions, the charging power of the charging pile is not 
reduced as much as possible to ensure the user experience.

2 System Scheduling Strategy 

2.1 Orderly Charging Scheduling Strategy Based on Three 
Elements 

The structure diagram of the orderly charging dispatching system under a single 
station area is shown in Fig. 2. First, the orderly charging coordinator collects the 
real-time load data of the substation area from the measuring elements in real time.
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Fig. 1 Structure diagram of orderly charging scheduling system of “cloud”, “side” and “terminal”

According to the preset upper and lower limits of the substation area load, the substa-
tion area load state is divided into three states: high load state (higher than the upper 
limit of the load rate), alert state (lower than the upper limit of the load rate, higher 
than the lower limit of the load rate), and normal state (lower than the lower limit of 
the load rate). The three states correspond to the initial strategies for power regulation 
of the charging piles under the three stations: CP duty cycle is reduced to 10%, CP 
duty cycle is reduced to 30%, and CP duty cycle remains unchanged (Table 1). 

Then, the orderly charging coordinator receives the average load forecast for the 
next hour issued by the cloud in 10 min. Ti, j represents the i th  hour and the j th  ten 
minute period of a day. The calculation formula of ECS load forecast for each time 
period is shown in Formula (1). 

P , 
i, j =

∑7 
k=1 Pi, j,k 
7 

(1)

Fig. 2 Structure diagram of 
orderly charging scheduling 
system in a single area
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Fig. 3 Comparison of the 
detection flow and control 
flow path of the mainstream 
scheme (left) and the scheme 
proposed in this paper (right) 
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where P , 
i, j represents the load forecast in Ti, j time period, represents the actual load 

of the platform area at time k days before the current day. The cloud calculates the 
average value of the station area load in the first 7 days of each period, and sends it to 
the orderly charging coordinator in 10 min. The preliminary scheduling strategy is 
adjusted based on the load forecast value according to the corresponding relationship 
in Table 2. 

Finally, the adjusted final power regulation strategy is based on three principles: 
first, if the load forecast in the next period is the same as the current substation load, 
the original scheme will be maintained; Second, when the current station load is 
normal, no matter what the load forecast in the next period is, the charging power 
of the charging piles under the station area will not be changed to ensure the user’s 
experience; Third, when the above two points are not met, fine tune the original 
charging strategy.

Table 1 The relationship 
between the load state of the 
station area and  the initial  
power adjustment strategy of 
the coordinator to adjust the 
CP duty cycle 

State of load CP duty cycle 

High load state 10% 

Alert state 30% 

Normal state No change
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Table 2 Adjustment and 
comparison of power 
regulation strategy based on 
load forecasting in station 
area 

State of load Forecast of load state in the 
next period 

Font size and 
style 

High load state High load state 10% 

Alert state High load state 20% 

Normal state High load state No change 

High load state Alert state 20% 

Alert state Alert state 30% 

Normal state Alert state No change 

High load state Normal state 20% 

Alert state Normal state No change 

Normal state Normal state No change

2.2 The Characteristics of Detection Flow Data and Control 
Flow Data 

At present, the mainstream design idea of orderly charging scheduling system 
is to upgrade charging piles, introduce energy routers, and introduce energy 
controllers [10, 11]. The orderly charging scheduling system built in this way has 
the characteristics of too long path of data detection flow and control flow. 

Compared with the current mainstream “energy router + energy controller” 
scheme, the system designed in this paper has shorter data detection flow and control 
flow paths (Fig. 3). 

Obviously, the detection stream data in the system does not need to be forwarded, 
which ensures the reliability of the detection stream and shorter data transmission 
delay. 

In terms of control flow data, in the system designed in this paper, the generation 
of control strategy is migrated from the “cloud” to the “edge”, giving full play to the 
edge device’s advantage of being close to the terminal, and using the edge computing 
capability of the edge device to reduce the burden of cloud computing. After the side 
equipment has formulated the scheduling strategy, it will directly send it to the power 
controller to complete the real-time regulation of charging power. Shorter detection 
and control flow paths for more timely charging power regulation of the system.
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3 System Hardware 

3.1 Power Controller Hardware 

The power controller, as the actuating terminal in the system, plays an important 
role in the final control of the charging power in the system. This requires that it 
must have fast execution capability, stable operating characteristics and timely data 
processing capability (Fig. 4). 

The PWM detection unit for the analogue vehicle end interface (BMS unit) is 
designed using signal relays, precision sampling resistors and diodes. The MCU 
transmits the vehicle end status to the pile by means of the on–off signal relays that 
determine the access to the resistors and diodes, and detects the control information 
sent from the pile by means of the PWM duty cycle. 

The 12 V voltage level PWM regulating unit is constructed by using analog 
switch and post stage resistance capacitance filter circuit. After processing 3.3 V 
voltage level PWM wave output by MCU, 12 V voltage level CP signal is generated 
and connected to EV. In addition, because the information interaction between the 
charging pile and the electric vehicle is conducted through the CP single signal line, 
the charging pile needs the AD detection unit to receive the feedback information 
from the vehicle end. The power controller, as the intermediate of information trans-
mission between vehicle end and pile end, also needs to add an AD detection unit at 
the signal output end to receive the vehicle end signal. 

Lora communication is a long-range, highly reliable wireless communica-
tion. Therefore, the Lora module is used as the communication module for the 
power controller and is responsible for communicating with the orderly charging 
coordinator. 

3.2 Orderly Charging Coordinator Hardware 

The orderly charging coordinator, which is responsible for the development of the 
orderly charging scheduling strategy and the issuance of power regulation commands 
in the system, as well as the information interaction with the power controller and 
the cloud server, is the core of the whole system. Figure 5 gives a diagram of the 
hardware system structure of the orderly charging coordinator.

The Lora communication unit undertakes the important task of receiving charging 
information reported by the power controller and issuing power regulation commands 
to the power controller. 

The orderly charging coordinator uses an industrial 5G module for 5G communi-
cation, which enables high-speed data transmission without connecting to a network 
cable. The orderly charging coordinator uses Gigabit Ethernet as a backup NIC.
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Fig. 5 Hardware system 
structure diagram of orderly 
charging coordinator 
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Fig. 6 Orderly charging 
coordinator power regulation 
software flow chart
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4 System Software 

In the orderly charging scheduling system designed in this paper, the core task of 
orderly charging coordinator is the power regulation task (Fig. 6). 

The power regulation task is the process of periodically regulating the charging 
power of the station charging piles by formulating a scheduling strategy based on 
the three elements of real-time station load, forecast station load and user demand. 
The execution process is as follows: firstly, if the execution cycle has arrived, the 
real-time load of the station area is first calculated based on the data transmitted by 
the measurement elements, the state of the station area load at this time is analyzed 
and the corresponding primary solution for power regulation is generated. Then, 
the power regulation scheme is adjusted according to the load forecast data from 
the cloud. Finally, power regulation is carried out. This is done by regulating the 
charging power of the charging posts in the station area in a polling manner based 
on the scheduling scheme.
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Fig. 7 The results of power 
regulation 

5 System Test 

From the above introduction, it can be seen that the final execution effect of the power 
regulation of the AC charging pile in the station area is in four states: CP duty cycle 
to 10%, CP duty cycle to 20%, CP duty cycle to 30%, and no change in CP duty 
cycle. The ordered charging power regulation test platform was built using a BMS 
simulator, an AC charging pile, a power controller, an orderly charging coordinator 
and an oscilloscope. 

We can leave the coordinator in various power regulation states and use an oscil-
loscope at the input and output of the power controller CP signal for waveform 
detection, which can directly reflect the power regulation effect by the duty cycle of 
the oscilloscope PWM wave. In Fig. 7, from top to bottom are the four cases where 
the duty cycle of the CP signal is adjusted to 10%, 20%, 30% and no change in 
CP duty cycle, respectively. The results show that the system is able to accomplish 
specific power regulation and complete orderly charging scheduling. 

6 Conclusion 

The strategy takes into account the real-time load of the station area, the load forecast 
of the station area in future periods, and the user experience. On this basis, the specific 
implementation of the scheduling is deployed to the edge-side and end-side devices. 
The system offers significant advantages in terms of real-time, meeting multi-factor 
metrics, and ease of implementation.
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Multi-objective Optimization of Motor 
Rotor Notches Based on Multi-Objective 
Particle Swarm Optimization 

Qiao Yan, Liu Jinglin, Qiao Yongming, and Wang Danqing 

Abstract In response to the national carbon neutral strategy, the electric vehicle 
industry has developed rapidly in recent years, and users are increasingly concerned 
about the NVH performance of electric vehicles. In this paper, to reduce the electro-
magnetic vibration noise of the motor, an improvement measure of adding notches 
on the rotor surface is proposed, and the rotor notches are modelled parametrically 
and sensitivity analysis is carried out. The effectiveness of the optimisation solution 
is verified by comparing the results of the electromagnetic performance, mechanical 
performance, electromagnetic force and noise before and after optimisation. 

Keywords Multi-objective optimisation · Particle swarm optimization · NVH 

1 Introduction 

At present, carbon-neutralization has become the consensus and mission of the world. 
For China, the goal of carbon-neutralization 30/60 will be one of the most deter-
ministic trends in the next 40 years [1]. Therefore, the electric vehicle industry 
has received strong support from the country. The built-in permanent magnet 
synchronous motor (IPMSM) with good speed regulation performance, high power 
density and high efficiency has also been used extensively in the electric drive system 
of electric vehicles and has become the heart of electric vehicles. To meet the user’s 
needs for comfort when driving and riding, it is a requirement to keep motor cogging
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torque, torque pulsation, air gap counter-electromotive force harmonic content, elec-
tromagnetic vibration and noise as low as possible while ensuring high motor power 
density and high torque density. 

In the past, the motor optimization method was to optimize a single parameter until 
all the parameters needed to be optimized were traversed. However, the optimization 
of the motor was a problem of designing multiple physical fields, multiple objectives 
and multiple parameters [2]. This optimization method did not take into account 
the mutual influence of different parameters. The optimal solution for the current 
target may not be suitable for another target, So at present, many scholars have 
introduced artificial intelligence algorithm into the motor optimization problem, and 
have achieved good success. 

In the literature [3], a new DTFM applied to industrial robots is proposed, and 
an optimisation strategy incorporating neural networks and multi-objective particle 
swarm algorithms is used to study the optimal design of this type of motor and to 
verify the superiority of the motor performance. In the literature [4], for asymmetric 
V-shaped IPMSM, a multi-objective optimisation method based on a mixture of 
parametric hierarchical design and response surface methods is proposed, with the 
optimisation objectives of reducing torque pulsation and increasing output torque, 
and it is verified that the improved scheme can increase torque density while reducing 
torque pulsation. 

In this paper, a rotor optimisation structure with notches on the motor rotor is 
proposed for a built-in 8-pole 48-slot PMSM for an electric vehicle. The average 
torque, torque pulsation and electromagnetic vibration noise of the motor are used as 
optimisation targets, sensitivity analysis is carried out on different structural parame-
ters of the notches to study the influence of different structural parameters on different 
optimisation targets, and the multi-objective optimisation of the motor is carried out 
using Particle Swarm Optimization (PSO) with the aid of simulation platforms such 
as Ansys Maxwell and Optislang. 

2 Analytical Calculation of Electromagnetic Force 

Electromagnetic vibration noise is known to be the most significant origin of motor 
vibration noise [5]. Electromagnetic vibration is generated by the electromagnetic 
force acting on the surface of the motor stator teeth. For the study of electromagnetic 
vibrations in electric motors, we should first use the analytical method to derive the 
analytical formula of the electromagnetic force of the motor. Since the permeability 
of ferromagnetic materials used in the stator core is about 2000–6000 times of the air 
permeability, the magnetic density of the tangential air gap is negligible compared 
to the magnetic density of the radial air gap. Therefore, Based on Maxwell’s tensor 
method, the radial electromagnetic force can be given by the expression [6]: 

fr = 
B2 
r − B2 

t 

2μ0 
≈ 

B2 
r 

2μ0 
(1)
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Among them, fr denotes the density of radial electromagnetic force; Br and Bt 

are the radial and tangential portions of the air gap flux density of the motor; μ0 

represents the vacuum permeability. 
The air-gap magnetic density is denoted as the product of the magnetomotive force 

F and the equivalent air-gap magnetic conductivity λδ , where the magnetomotive 
force F is generated by the superposition of the air-gap magnetomotive force of the 
permanent magnetic field FR and the armature reaction magnetomotive force FS. 

Br = Fλδ = FRλδ + FSλδ (2) 

For integer slot PMSM, the number of harmonics in the permanent magnet field of 
the rotor is vR = (2k + 1) p, k = 0, 1, 2, · · ·, where p is the number of motor poles. 
After the three-phase sine current is supplied to the stator winding of the motor, the 
harmonic number of the armature reaction magnetic field is vs = (6ks + 1)p, ks = 
0, ±1, ±2, · · ·, and the spatial order of the EMF wave is n = vR ± vs . It is a common  
knowledge that the main source of electromagnetic vibration noise in motors is caused 
by the interaction of the vR harmonic of the permanent magnet field of the rotor with 
the first order permeability harmonics. According to Vi = p ± i Z  (i = 1, 2, · · ·), the  
number of pole pairs of the first harmonic of the stator teeth of the 8 pole 48 slot 
motor is 52 and−44. Therefore, for the 8 pole 48 slot permanent magnet synchronous 
motor, the 0 order 12 f , −8 order 10 f , 8 order 14 f and 0 order 12 f electromagnetic 
force waves generated by the interaction of the first-order tooth harmonic V1 = 52 
or V1 = −44 and the rotor permanent magnet magnetic field vR = 44 or vR = 52 
harmonics are the main reasons for the electromagnetic vibration noise of the motor 
under no-load and load conditions. As shown in Table 1, it is the spatial order of 
radial electromagnetic force versus frequency for this motor with spatial order no 
greater than eight. 

The minimum non-zero order of the electromagnetic force wave from for a PMSM 
with an integer number of slots can be expressed as: 

rmin = GC D(Z/m, 2 p) (3)

Table 1 Spatial order and frequency of radial electromagnetic force 

vR vs 

4 −20 28 −44 52 

4 0/0 

12 8/2 f −8/4 f 

20 0/6 f −8/4 f 

28 8/8 f 0/6 f 

36 8/8 f −8/10 f 

44 0/12 f −8/10 f 

52 8/14 f 0/12 f 
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where GC D represents the largest common divisor; Z represents the number of 
stator slots; m is the number of phases. Therefore, the minimum non-zero order of 
8 pole 48 slot motor is 8. Also, Since the stator deformation is in inverse proportion 
to the fourth power of the spatial order of the electromagnetic force, the smaller the 
order of the electromagnetic force, the greater the deformation caused and the greater 
the noise generated. Therefore, it is only necessary to consider the rmin = 0 order 
electromagnetic force corresponding to the breathing mode [7]. From Table 1, we  
can see that the primary frequencies of the 0-order electromagnetic force are 12 f 
and 6 f , which correspond to the 48 order and 24 order noise respectively. It can 
be seen from literature [8] that torque ripple and zero-order radial force wave both 
originate from the same order air-gap magnetic density and have the same frequency 
characteristics. For the built-in integral slot motor, the torque ripple is related to 
the important harmonic component in the zero-order radial force wave and the tooth 
harmonic component in the airgap magnetic density. Therefore, the radial and tangen-
tial force wave components can be suppressed simultaneously by weakening the tooth 
harmonic of the rotor magnetic potential to decrease the electromagnetic vibration 
noise. 

3 Optimum Design of Motor Rotor Structure 

This paper is about a double U-rotor IPMSM, and a notch is added between the two 
adjacent poles on the rotor surface as the optimization design. The radial schematic 
illustration of the motor is shown in Fig. 1, and the main parameters of the motor 
are shown in Table 2. Where l1 is the radial depth of the notch, l2 is the external arc 
length width of the notch expressed by the electrical angle, and l3 is the internal arc 
length width of the notch expressed by the electrical angle. 

Fig. 1 Schematic diagram 
of motor radial direction
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Table 2 Basic motor design parameters 

Parameter Value Parameter Value 

Number of slots/poles slots/poles 48/8 Stator core length, mm 100 

Stator outer diameter, mm 250 Stator inner diameter, mm 175 

Rotor outer diameter, mm 174 Voltage rating, VDC 400 

Power rating, kW 150 Continuous torque, Nm 240 

Rated speed, rpm 6000 Phase number 3 

4 Multi-objective Optimization Algorithm Based 
on Particle Swarm Optimization 

4.1 Multi-objective Optimization and Particle Swarm 
Optimization Theory 

Multi-objective optimization (MOP) was first proposed by economist V. pareto [9]. 
The core idea is that multiple optimization objectives can be optimized within a given 
range. The solution for multi-objective optimization is usually an optimal collection 
of many Pareto optimal solutions. Each element of the collection is described as 
either a Pareto optimal solution or a non-inferior optimal solution [10]. PSO was 
first developed by Eberhart and Kennedy in 1995 [11]. It was designed by simulating 
the predation of birds. Assuming that there is only one piece of food in a certain area 
(that is, the optimal solution), the task of birds is to search for this food. 

4.2 Multi-objective Optimization Process 

Theoretically, all parameters of the motor can be used as optimization variables, but 
doing so will increase the workload of calculation. From the above, it is observed 
that the zero-order radial force wave is the main cause of the electromagnetic vibra-
tion of the motor. Torque ripple and zero-order radial force wave are derived from 
the same order airgap magnetic density and have the same frequency characteristics. 
Therefore, the torque ripple can be directly optimized to reduce the electromagnetic 
vibration noise. Throughout this paper, to explore the effect of adding notches on elec-
tromagnetic performance, electromagnetic vibration noise and other performances 
of the motor rotor surface, the efficiency and torque ripple are set as the optimization 
objectives, and the constraint conditions of the optimization objectives are defined 
as the maximum torque at the rated speed. With the help of Ansys Optislang multi-
objective optimization software, the three parameters of the motor rotor surface notch 
shown in Fig. 1 are selected as the optimization variables for parametric modeling. 
Following the principle that the size of the rotor notch does not affect the size of the
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magnetic isolation bridge, the values of the optimization variables are determined as 
illustrated in Table 3. 

As shown in (a), (b) and (c) of Fig. 2, the response surfaces of l1, l2, l3 and torque 
ripple TRipple are obtained. Under the premise of ensuring the average torque at rated 
speed, the purpose of optimizing torque ripple TRipple can be achieved by selecting the 
optimal structural parameters of l1, l2 and l3. As shown  in  (d) of Fig.  2, through the 
multi-objective optimization based on PSO, it is evident that the results of rotor notch 
optimization and Pareto front (shown in the red line), it can be seen that the efficiency 
of the motor basically shows a downward trend with the increase of torque ripple. 
After considering various factors, the corresponding point at the five-pointed star in 
the figure is taken as the best solution. At this time, the corresponding values of rotor 
notch optimization parameters l1, l2 and l3 are 1.51, 24.27 and 17.36 respectively. 

Table 3 Optimize parameters 

Optimize variables Initial value Value range 

Depth of concave diameter l1/mm 0 0–3 

Outer arc length width of notch l2 (ED)/(°) 0 0–30 

Internal arc length width of notch l3 (ED)/(°) 0 0–30 

(a) Response surface of 1l and 2l (b) Response surface of 1l  and 3l 
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(c) Response surface of 3l and 2l     (d) Pareto diagram 

Fig. 2 Optimized parameter response surface and Pareto Diagram
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4.3 Comparison of Optimization Effects 

According to the above, the design without notch on the rotor surface of the motor 
is selected as the pre-optimization scheme, and the corresponding point of the five-
pointed star in Fig. 2(d) is selected as the post-optimization scheme. The two solu-
tions were compared with the assistance of the FEM simulation software. The main 
electromagnetic performance comparison diagram is shown in Fig. 3. 

From Fig. 3(a) it can be seen that the radial magnetic density of the motor changes 
as the rotor structure changes. Simultaneously, the radial air gap magnetic density 
of the load decreases in amplitude from 1.50 to 1.11 T, the amplitude of the radial 
airgap magnetic density of the load decreases from 1.50 to 1.11 T, and the average

(a) Load radial air gap magnetic density             (b) Output torque 

(c) Rotor iron loss             (d) Optimized magnetic dense cloud diagram 

Fig. 3 Comparison of main electromagnetic properties before and after optimization 

(a) before optimization  (b) after optimization 

Fig. 4 Cloud diagram of rotor stress distribution 
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value of the air gap magnetic density greater than 0 is 0.448 and 0.443 T, respectively. 
The electromagnetic force will also decrease according to Maxwell tensor method. 
In Fig. 3(b), the average torque after optimization is 242.70 Nm, which is almost 
the same as the average torque before optimization 243.97 Nm, but the torque ripple 
decreases from 9.71 to 7.61%, which proves that the optimized structure has a minor 
effect on output torque of the motor and has a noticeable improvement effect on the 
torque ripple of the motor. Because the structural optimization involved in this paper 
is mainly for the rotor, it has the greatest impact on the rotor iron loss. From Fig. 3(c), 
It is evident that the optimized motor rotor iron loss amplitude has decreased from 
86.69 to 73.29 W, which has played a positive role in improving the motor efficiency 
and reducing the motor temperature rise. It is evident from Fig. 3(d) that the magnetic 
density of the stator and rotor yoke of the motor is less than the material saturation 
point, and there are few saturation areas at the stator teeth, but they are within the 
acceptable range (Fig. 4. 

Because the notch of the motor rotor is located between the two adjacent poles 
and is relatively close to its magnetic isolation bridge, it will make its stress more 
concentrated to a certain extent. As shown in Fig. 5, the stress nephogram distribution 
of the motor rotor structure before and after optimization is shown. At the maximum 
speed of 10,000 rpm, the maximum stress of the motor rotor structure before and 
after optimization is 373.24 and 375.63 MPa, respectively, which are smaller than 
the yield strength of the material 455 MPa, Therefore, the rotor structure before and 
after optimization meets the mechanical requirements. 

Through the FEM element simulation software, Images of the density of radial 
electromagnetic forces on the stator teeth before and after optimisation of the motor 
under rated working conditions are obtained as illustrated in Fig. 5(a) and (b), and 
vary with time and space, and perform an FFT decomposition to obtain a time-
harmonic Fourier specification of the radial electromagnetic force density, as shown 
in Fig. 5(c). The amplitude of radial electromagnetic force density decreased from 
9.79 × 105 N/m2 to 7.16 × 105 N/m2 before and after motor optimization. The 
second harmonic component after optimization is slightly larger than that before 
optimization, but the sixth harmonic component that plays a major role is signifi-
cantly decreased, and the 12th harmonic component is also slightly decreased. The 
optimised structure has been proven to weaken the electromagnetic radial forces on 
the stator tooth surfaces.

(a) Before optimization           (b) After optimization          (c) FFT decomposition 

Fig. 5 Comparison of radial electromagnetic force before and after optimization 
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Fig. 6 Order analysis of 
noise at full speed 

Through the coupling calculation of the structural field and the sound field, the 
order analysis diagram of the noise at the full speed of the motor before and after 
optimization is obtained. As shown in Fig. 6, A1–C2 represent the noise curve of 
the whole after optimization, the whole before optimization, the 0 order 6f before 
optimization, the 0 order 6 f after optimization, the 0 order 12f before optimization, 
and the 0 order 12f after optimization as the speed changes. As can be seen from the 
graph, the noise profile relative to the optimised 0th order 6f has dropped significantly, 
and the optimized 0-order 12f has a downward trend before 6000 rpm, and then 
slightly increased, but the impact is very small, which is completely consistent with 
the conclusion analyzed in Fig. 5. As for the motor as a whole, the optimized noise 
curve significantly decreased, and the amplitude decreased from 74.40 to 72.29 dB. 
Because every 10 dB increase in the decibel value means that the volume increases 
by 10 times [12], so the effect of this optimization scheme is obvious. 

5 Conclusion 

This paper is based on an 8-pole 48-slot IPMSM for electric vehicles, and the elec-
tromagnetic force on the surface of the stator teeth is calculated and analyzed analyt-
ically. The improvement measure of adding slots to the rotor surface is proposed 
in order to reduce electromagnetic vibration and noise, and a multi-objective opti-
misation design method based on PSO is used to optimise the motor with torque 
ripple and efficiency as the optimisation objectives and the maximum value of the 
average torque at rated operating conditions as the constraint. Finally, an optimal 
scheme is obtained. Through simulation analysis, the optimisation can be seen to 
reduce torque ripple, radial air gap magnetic density and rotor iron loss, weaken 
the stator tooth surface radial electromagnetic force and also decrease the vibration 
noise, while satisfying the condition of basically constant average torque, proving 
that the optimisation is effective and feasible.
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Analysis and Simulation 
of Electromagnetic Vibration Under 
Fault-Tolerant Control of Marine 
Six-Phase Permanent Magnet 
Synchronous Motor 

Lin Tan, Wei Xie, and Yunkai Guo 

Abstract Six-phase permanent magnet synchronous motors are often used in 
marine electric propulsion systems because of their strong fault tolerance and other 
advantages. In order to ensure that the ship’s electric propulsion system can still 
output torque smoothly in the case of open-phase, the six-phase permanent magnet 
synchronous motor often uses a fault-tolerant control algorithm. In this paper, by 
setting fault-tolerant control current with minimum copper loss as compensation 
target, establishing a two-dimensional electromagnetic field model, the Maxwell 
stress tensor method is used to calculate the electromagnetic force density of the 
motor with open-phase. Then, the electromagnetic force is imported into the three-
dimensional model of the motor stator core to solve the vibration response spectrum 
of the motor. Comparing the vibration values under operational load, open-phase, and 
fault-tolerant control, it is found that the electromagnetic force density is the largest 
and the vibration velocity is the smallest, and the distribution of the maximum vibra-
tion velocity is relatively scattered under full load. The electromagnetic force density 
is reduced and the vibration speed increases, and the maximum vibration speed is 
distributed in one place under the open-circuit of phase and fault tolerance. The 
research results show that machine fault-tolerant control algorithm needs to consider 
the relevant performance index of vibration response. 
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1 Introduction 

In recent years, multiphase motors are widely used in marine electric propulsion 
systems, of which multiphase PMSM are the most reliable. In the absence of phase, 
this motor can still have a smooth output torque driven by the fault-tolerant control 
algorithm [1, 2]. At present, the fault-tolerant current optimization constraint method 
of multiphase PMSM has been improved. Ref. [3] solves the fault-tolerant control 
current based on the principle of constant magnetomotive force of the stator, aiming 
at the minimum copper loss. Ref. [4] proposes a fault-tolerant control strategy after a 
full-range minimum loss fault for a multi-phase motor with sinusoidally distributed 
windings to minimize the loss of the entire motor. In this paper, the minimum copper 
loss criterion is used to solve the fault-tolerant current. 

The three-phase permanent magnet motor should stop running immediately when 
the phase is missing, otherwise it will cause huge vibration [5]. The vibration and 
noise performance indicators of the motor must be tested when the motor leaves the 
factory. Long-term high specification vibration of the motor reduces motor insulation 
and bearing life [6]. Ref. [7, 8] proposes that radial electromagnetic force in this motor 
is the main cause of electromagnetic vibration and noise. The electromagnetic forces 
of motors with sinusoidal and non-sinusoidal sources are calculated and exported 
to the structural field model to solve the electromagnetic vibration spectrum [9]. 
Ref. [10] introduces a fast calculation method of electromagnetic force of built-in 
permanent magnet synchronous motor powered by a voltage source inverter, and 
uses a small-signal time-harmonic finite element algorithm. Ref. [11] establishes 
the internal relationship between electromagnetic force, stator structure mode and 
electromagnetic vibration. The vibration of the motor is simulated by the modal 
superposition method, and a 10-pole 12-slot permanent magnet motor is used to carry 
out the no-load electromagnetic vibration experiment, and the experimental data and 
the simulation data are well matched [12]. Ref. [13] analyzes the electromagnetic 
force of a two-phase induction motor in the absence of phase tolerance. 

The reliability and service life requirements of marine multiphase permanent 
magnet motors are different from those of ordinary three-phase motors. In this paper, 
the vibration of surface-mount six-phase permanent magnet synchronous motors 
under different working conditions when used as marine electric propulsion motors 
is studied. In the face of complex offshore environments, multiphase permanent 
magnet motors operate reliably even in the absence of phase. Although the vibration 
of a three-phase PMSM is studied in the absence of phase in [5], the vibration of a 
multiphase PM under fault-tolerant control is not studied. Therefore, it is necessary 
to study the vibration of multiphase permanent magnet motors. In this paper, the 
fault-tolerant current is solved by the fault-tolerant control algorithm, substituted 
into the two-dimensional electromagnetic field finite element model of the motor,
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Table 1 Details of the motor 
Parameter Value 

Outer diameter of the stator core 1101 mm 

Inner diameter of the stator core 881 mm 

Air gap length 2 mm  

Outer diameter of the rotor core 877 mm 

Inner diameter of the rotor core 390 mm 

Permanent magnet thickness 10.98 mm 

Number of stator slots 72 

Core length 411 mm 

Number of permanent magnets 20 

the electromagnetic force is solved, and then the electromagnetic force is derived 
to the structural finite element analysis module to find the response spectrum of the 
motor vibration. For the selection of the corresponding surface mechanical properties 
of the insulation winding as a reference. 

2 Analysis of the Structure and Electromagnetic Vibration 
Mechanism of Six-Phase Permanent Magnet 
Synchronous Motor 

2.1 Modeling of the Motor 

The ship’s electric propulsion system requires a low-speed, high-torque motor, so 
the rotor structure of the marine motor is surface-mounted. There are two types of 
neutral points in the six-phase PMSM’s winding structure: single and double. This 
paper only analyzes a motor with a single neutral point, and the winding uses an 
asymmetrical structure to shift the double Y phase by 30°, which can eliminate the 
5th and 7th harmonics and 6th torque pulsations in the operation of the motor. The 
motor parameters are shown in Table 1. 

2.2 Electromagnetic Vibration Mechanism Analysis 

Under the condition of the sine wave power supply, the magnetic field harmonics 
generated by the stator current and the magnetic field harmonics generated by the 
rotor permanent magnet are coupled with each other to form an air gap magnetic field. 
The air gap magnetic field interacts with the stator core, which in turn generates an
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electromagnetic force, which acts directly on the stator tooth root. Both radial and 
tangential electromagnetic forces exist, with radial electromagnetic forces serving 
as the primary sources of electromagnetic vibration [7, 8]. 

According to the Maxwell stress tensor method, the radial electromagnetic force 
per unit area is calculated as follows: 

Fr = 
B2 
r − B2 

t 

2μ0 
(1) 

The following formula is used to compute the tangential electromagnetic force 
per unit area: 

Ft = 
Br Bt 

μ0 
(2) 

where: Fr is the radial electromagnetic force density; Ft is the tangential electro-
magnetic force density; Br is radial air gap flux density; Bt is tangential air gap flux 
density; μ0 is the air gap permeability. 

Radial air gap flux density [14]: 

Br = Bx cos θ + By sin θ (3) 

Tangential air gap flux density [14]: 

Bt = By cos θ − Bx sin θ (4) 

where: Bx is the air gap magnetic density along the x-axis at a certain point in the 
air gap; By is the air gap magnetic density along the y-axis at a certain point in the 
air gap; θ is the circumferential angle. 

They are calculated by editing the above formula in the electromagnetic field finite 
element software calculator. 

3 Electromagnetic Solutions Under Different Working 
Conditions 

3.1 Motor Excitation Source Setting Under Load 

The electromagnetic solution of the simulation motor is completed in the two-
dimensional electromagnetic field calculation software. The air gap magnetic tight-
ness may be properly calculated using the finite element approach. In order to simu-
late the operation of the ship motor, the speed is now set to 300 r/min under three 
operating conditions.
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In the process of solving, the current excitation is first set in the calculation 
software, and the excitation expression is as follows: 

iA = 
√
2Im sin 100πt (5) 

iB =
√
2Im sin(100πt − 

4π 
3 

) (6) 

iC =
√
2Im sin(100πt − 

2π 
3 

) (7) 

iD =
√
2Im sin(100πt − 

5π 
6 

) (8) 

iE = 
√
2Im sin(100πt − 

π 
6 

) (9) 

iF =
√
2Im sin(100πt + 

π 
2 

) (10) 

The Im is the rated current. IA, IB, IC, ID, IE, IF is the excitation current of the 
six-phase windings. 

3.2 Motor Excitation Source Setting After Open-Phase 

In this paper, the six-phase PMSM has six windings. When setting up a phase loss 
fault, this article sets normal full load operation, A or AF phase open circuit faults 
respectively, and then solves the electromagnetic field model. When phase A is open, 
the phase A current is set to zero. When the AF phase fails, the AF phase current is set 
to zero. The above method is used as an excitation source to solve the electromagnetic 
force density. 

3.3 Motor Excitation Source Setting After Single-Phase 
Open-Circuit Fault-Tolerant Control 

After the phase failure of the six-phase PMSM, the fault-tolerant control system 
was quickly put into operation. When phase is missing, the current of phase F drop 
to zero. The fault-tolerant control algorithm is based on the principle of constantly 
composite magnet-motive force. The magnet-motive force of the remaining 5 phase 
windings is added up to the composite magnet-motive force before phase loss. Then 
the 4 equations are listed. A constraint equation is listed according to the single 
neutral point current relationship. Finally, the compensation equation is listed with
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the minimum copper loss as the compensation goal [15]. The equation is solved 
by constructing the Lagrange function to find a five-phase current expression. The 
expression is as follows: 

⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

iA = 1.554Imsin(ωt + 0.1022π) 
iB = 1.656Imsin(ωt + 0.5872π) 
iC = 1.217Imsin(ωt − 0.6344π) 
iD = 1.421Imsin(ωt − 0.8333π) 
iE = 1.405Imsin(ωt − 0.1667π) 

(11) 

3.4 Excitation Source Setting After Two-Phase Open-Circuit 
Fault-Tolerant Control 

In the event of a two-phase open-circuit fault, the AF-phase current excitation is set to 
zero. Again, use the single-phase fault-tolerant current solving process to calculate 
the fault-tolerant current after the two-phase open-circuit fault. Set the following 
currents in the winding excitation: 

Fig. 1 F phase open-circuit fault electromagnetic force
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⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

iB = 1.694Imsin(ωt + 0.5266π ) 
iC = 1.132Imsin(ωt − 0.6522π ) 
iD = 1.132Imsin(ωt − 0.8477π ) 
iE = 1.694Imsin(ωt − 0.0266π ) 

(12) 

3.5 Comparative Analysis of Radial Electromagnetic Force 
Finite Element Solution Results 

We set the solution time to 0.06 s with a step size of 0.0002 s. By solving the two-
dimensional electromagnetic transient field finite element model, a time-domain 
waveform graph of the electromagnetic force density in Fig. 1 and Fig. 2 is obtained. 
The green curve in Fig. 1 is the density of the concentrated electromagnetic force of 
one of the individual tooth roots after the F phase is absent. The peak electromag-
netic force density at full load and after fault tolerance is 433315.3546 N/m2 and 
412,963.5631 N/m2 , respectively. After the single-phase phase is missing, the peak 
electromagnetic force density decreases by 3.74% to 417,126.0869 N/m2 , and the

Fig. 2 AF phase open-circuit fault electromagnetic force
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fault tolerance decreases by 1.43% compared with full load. The peak electromag-
netic force density after fault-tolerant control decreases by 0.10% compared with 
the absence of phase. Its phase shift after phase loss. After fault-tolerant control, the 
phase is almost synchronized with the motor which is fully loaded. Through compar-
ison with Ref. [13], it is found that the electromagnetic force loss of the simulation 
model motor is much lower than that of the double three-phase asynchronous induc-
tion motor. The percentage of electromagnetic force lost in the double three-phase 
asynchronous induction motor is 16.7%.

Figure 2 shows the electromagnetic force density before and after AF phase 
loss, and the dark green curve indicates that peak electromagnetic force density 
when the AF phase fault is 410682.5699 N/m2 , and its peak after fault tolerance is 
405816.5876 N/m2 . The peak in full load is 433315.3546 N/m2 , which is 5.22% 
higher than when AF is out of phase. This peak electromagnetic force density after 
fault tolerance is 1.18% lower than the peak electromagnetic force density at full 
load. The ratio of missing two phases to single phase: Even the minimum copper 
loss compensation target fault-tolerant control algorithm cannot compensate for the 
loss of electromagnetic force caused by the increase in the number of missing phases. 

Fig. 3 Spectrum of electromagnetic force density before and after F phase open-circuit fault
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Fig. 4 Spectrum of electromagnetic force density before and after AF phase open-circuit fault 

Figure 3 shows the Fourier analysis of the electromagnetic force density before 
and after the F-phase is absent. Filter out frequency bands with large amplitudes. The 
fundamental frequency is 100 Hz. The fundamental electromagnetic force density at 
full load is 179969.80 N/m2 . When the F phase is absent, the electromagnetic force 
density becomes 230,737.83 N/m2 . It is 181383.74 N/m2 after fault tolerance. 

Figure 4 shows the results of the Fourier analysis of the electromagnetic force 
before and after the two-phase open circuit failure. The fundamental electromagnetic 
force at full load is 184218.38 N/m2 . When the AF phase is absent, the electromag-
netic force becomes 180,105.02 N/m2 . Post-fault tolerant 182,280.47 N/m2 . The  
fundamental electromagnetic force density is higher when two are missing than when 
the one-phase winding fails. But they are all lower than the peak of electromagnetic 
force density in rated operation.
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4 Magneto-Solid Interaction Physics Field Simulation 

4.1 Stator Core Surface Vibration Response Analysis 

In the three-dimensional structural harmonic response analysis, the stator core mate-
rial DW465 Poisson ratio is set to 0.28; Young’s modulus is 1.683 × 1011 Pa; density 
is 7600 kg/m3. Since the introduced radial electromagnetic force is a concentrated 
force, the root plane of the tooth is selected as the introduction position of the force, 
and when the point of action of the force is not in the center of the root surface of 
the tooth, the point of action is offset to the center of the root surface of the tooth 
by setting the distant force. The core surface velocity response is calculated by the 
complete method. 

Figure 5 shows that the maximum vibration speed of the F phase is 0.0020744 m/ 
s, which is significantly higher than the vibration speed of 0.0017758 m/s in rated 
operation in Fig. 7. Through the velocity cloud map, it is found that the maximum 
speed in rated operation is distributed in three places on the surface of the core. 
The maximum velocity cloud map after F-phase absence and fault-tolerant control 
is distributed in only one place. Figure also shows that the maximum vibration speed 
decreases after fault-tolerant control. 

Figure 6 shows that the maximum vibration rate when the AF is out of phase is 
also higher than the maximum vibration speed in rated operation in Fig. 7. In Fig.  6, 
it shows that the maximum vibration speed is 0.0032264 m/s in rated operation. In 
the same condition, the maximum vibration speed is distributed in only one place. 
The maximum vibration speed is reduced to 0.0021054 m/s by fault-tolerant control. 
At this point the frequency is 500 Hz.

Fig. 5 F phase open-circuit 
fault vibration velocity 
before and after fault-tolerant 
control nephogram 
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Fig. 6 AF phase open-circuit fault vibration velocity before and after fault-tolerant control 
nephogram 

Fig. 7 Rated operating vibration velocity nephogram 

5 Conclusions 

For marine motors, the reduction of air gap magnetic density when the phase is 
missing and after fault tolerance leads to a decrease in radial electromagnetic force 
density and uneven distribution, which in turn leads to a severe vibration response. 
When it is in open phase, after the fault-tolerant control, its density should be less than
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the electromagnetic force density at rated operation. The density value of the two-
phase open circuit is lower than the electromagnetic force density of the single-phase 
open circuit, which also includes in fault-tolerant. The maximum vibration speed in 
full load is distributed on multiple core surfaces, and the maximum vibration speed 
is concentrated in one place when the single-phase or the two-phase is lost. In rated 
operation, the vibration speed is less than that of single-phase open circuit and two-
phase open circuit. When the two phases are open, the vibration is abnormal, and 
the vibration speed has been significantly reduced in the low frequency band after 
fault-tolerant control. 
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Research on PWM Rectifier Extending 
DC Working Voltage Range 

Danyang Xie, Gang Zhang, Yunda Wang, and Wei Wei 

Abstract PWM rectifier has the excellent characteristics of bidirectional energy 
transmission and controllable power factor, which becomes the key equipment for 
constructing flexible traction power supply system. The PWM rectifier based on the 
traditional unit power factor control is a boost converter. Its DC side voltage has a 
minimum limit, which can not maintain normal operation when the DC voltage falls 
due to sudden conditions. It has become a technical difficulty that must be broken 
through. In this paper, based on the original control strategy, constant power control 
and power reduction control methods are introduced to broaden the voltage range of 
the DC side of the PWM rectifier, ensure that during the DC voltage sag period, the 
PWM rectifier keeps running in the network, and provides active power output to the 
maximum extent, assist the DC network voltage recovery, and realize the low voltage 
through the DC side. Through simulation, the method can effectively broaden the 
DC side voltage range of PWM rectifier, and has practical application significance. 

Keywords PWM rectifier · constant power control · reduced power control · low 
voltage through 

1 Introduction 

PWM rectifier has many excellent performance, in the converter process can achieve 
two-way power transmission, grid side current is sine wave, unit power factor control, 
and has a good dynamic control response [1]. 

With the growing size of urban rail system, traction power supply system with 
PWM rectifier as the core is also faced with some challenges [2]. When multiple trains 
pull at the same time, the required power will be greater than the power provided by
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the PWM rectifier, and then the DC voltage will drop rapidly. The network topology 
of PWM rectifier determines that it is a booster converter, so the DC side voltage has 
a minimum value. When the output power cannot meet the load demand, it cannot 
cope with the DC voltage drop caused by the multi-train traction condition, and then 
the grid withdrawal, which further worsens the situation. 

To solve this problem, Ren Zengtian et al. [3] improved the circuit topology and 
changed the booster structure into the booster structure by adding circuit components. 
Zhang Xingliang et al. [4] broadened the range of output voltage regulation by 
controlling the power factor on the AC side. 

In this paper, on the premise of not changing the topology structure of the PWM 
rectifier circuit, constant power control and power reduction control are adopted. In 
different control stages, different voltage ranges are adjusted to ensure that during 
the DC voltage drop period, the PWM rectifier keeps running on the network, and 
provides maximum active power output to assist the DC network voltage recovery. 

2 Modeling and Control of PWM Rectifier 

The main topology of the PWM rectifier is shown in Fig. 1 [5]. ea, eb and ec are 
respectively the electromotive force of the AC side power supply, R is the line equiv-
alent resistance, L is the AC inductance, C is the DC side capacitance, a, b and c are 
the midpoint of each phase bridge arm, and O is the midpoint of the AC side power 
supply. 

Three-phase PWM rectifier adopts PWM modulation when it works normally. 
According to the basic principle of PWM modulation strategy, the state of two full 
control tubes on each bridge arm cannot be the same at any time. Therefore, a binary 
logic switching function can be established for each full control tube, as Eq. (1) is  
shown: 

sk =
{
1 The upper bridge arm is on, and the lower bridge arm is off 
0 The upper bridge arm is off, and the lower bridge arm is on 

(1) 

The mathematical model of three-phase PWM rectifier based on switching 
function model in d-q coordinate system is shown in Eq. (2) [6].

Fig. 1 Main topology of 
PWM rectifier 
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Fig. 2 Schematic diagram 
of decoupling control of 
PWM rectifier 
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As can be seen from Eq. (2), the mathematical model of PWM rectifier located in 
the rotating coordinate system still has the effect of coupling between d and q axis 
components [7]. Therefore, it is necessary to design the control system for decoupling 
control. 

The current state feedback method is selected for decoupling, and the grid side 
voltage disturbance is considered, and the grid voltage vector eq and ed feedforward 
are used to eliminate the disturbance and the governing Eq. (3) is:  [8]

{
vq = −(

KiP + KiI 
s

)(
i∗q − iq

)
− ωLid + eq 

vd = −(
KiP + KiI 

s

)(
i∗d − id

) + ωLiq + ed 
(3) 

where K iP and K iI are the proportional gain and integral gain of the current loop PI 
regulator respectively. i∗q and i∗d are the command values of the current component 
iq and id. 

The decoupling control of PWM rectifier is shown in Fig. 2. 

3 Method Analysis of Broadening DC Side Voltage Range 
of PWM Rectifier 

The PWM rectifier can control the amplitude and phase of the three-phase alternating 
current at the output end by using the pulse-width modulation technology. Figure 3 
shows the single-phase equivalent circuit of PWM rectifier [9].

The mathematical expression of single-phase equivalent circuit of PWM rectifier 
is as follows: 

ea − ua = L 
dia 
dt  

(4)
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Fig. 3 Single phase 
equivalent circuit of PWM 
rectifier iL 
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Fig. 4 PWM rectifier single 
phase equivalent circuit 
vector diagram 
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The vector diagram corresponding to the single-phase equivalent circuit of the 
PWM rectifier is shown in Fig. 4. 

It can be seen that the PWM rectifier has the ability to work in four quadrants. 
By adjusting Ua, the working mode of the PWM rectifier can be adjusted, which 
provides the basis for regulating the DC side voltage. 

The PWM rectifier that adopts the SVPWM modulation strategy has the relation 
shown in Eq. (5) [10]: 

Ua = 
mUdc √

6 
(5) 

where, Ua is the effective value of the AC side phase voltage of the PWM rectifier, 
m is the modulation ratio (m ≤ 1), and Udc is the DC side voltage [11]. 

With the increase of the demand traction power, a low voltage crossing control 
strategy is derived. The control strategy divides the working area of the PWM rectifier 
into four parts: constant voltage area, constant power area, power reduction area and 
uncontrolled rectifier area. The external characteristic curve is shown in Fig. 5 

Under the constant voltage control strategy and the constant power control 
strategy, in order to ensure that the PWM rectifier output as much as possible with 
active power, unit power factor control should be adopted, as shown in Fig. 6(a) and 
(b). Under the power reduction control strategy, in order to further reduce the DC 
side voltage and broaden the adaptive range, the power reduction control strategy

Fig. 5 The low voltage 
traverses the characteristic 
curve outside the control 
policy 
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voltage Constant 

power 
Power 

reduction 
not 

controlled 



Research on PWM Rectifier Extending DC Working Voltage Range 311

U a 

E a 

Ia 

U L 

U a 

E a 

Ia 

U L 

U a 

E a 

Ia 

U L 

φ 

(a) Constant voltage area         (b) Constant power area      (c)Power reduction area 

Fig. 6 Working principle of PWM rectifier 

Fig. 7 Block diagram of 
voltage-current double 
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should be adopted to make the PWM rectifier work in the non-unit power factor 
rectification state, as shown in Fig. 6(c). 

The realization of the switching of the three working areas is based on the voltage-
current double closed-loop control strategy [12]. The control block diagram is shown 
in Fig. 7. The values of Udc*, Id and iq are determined through the calculation of 
boundary conditions, and the sub-regional control varies with the load is realized. 
Due to space limitation, the calculation process will not be described here. 

4 Simulation Analysis 

The simulation model was built according to the topology shown in Fig. 1. The  
parameters of the simulation model were set as shown in the table below. Regardless 
of the influence of the resistance on the AC side, the controlled current source was 
selected for the load to simulate the load of the train (Table 1).

As can be seen from Fig. 8, with the increase of load current, the output of PWM 
rectifier appears to be unchanged after the first increase in power, while its DC side 
voltage is first constant and then gradually decreases, experiencing constant voltage 
zone, constant power zone, reduced power zone and uncontrolled rectifier zone.
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Table 1 Simulation model 
parameters Parameter Value 

The rated power of PWM rectifier is S/MW 3 

Grid voltage amplitude Ea/V 367.42 

Grid voltage frequency f1/Hz 50 

Ac side filter inductance L/mH 0.001 

Power source load slope k/(A/s) 500 

Switching frequency f2/Hz 2000
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Fig. 8 Curve of voltage and current 

Fig. 9 Curve of DC voltage 
and load current in constant 
voltage region 
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4.1 Constant Voltage Region 

It can be seen from Fig. 9 that in the constant-voltage region, DC voltage maintains a 
constant value of 850 V with the increase of load current. It can be seen from Fig. 10 
that in the operating range of the constant-voltage region, the current at the AC side 
is in the same phase as the voltage, and the current at the AC side increases with the 
increase of load current.

4.2 Constant Power Region 

It can be seen from Fig. 11 that in the constant power region, as the power of the PWM 
rectifier has reached the upper limit, the DC voltage changes in reverse proportion 
with the increase of load current, and the modulation ratio m gradually increases.
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Fig. 10 Curve of AC voltage and current in constant voltage region

Fig. 11 Curve of DC 
voltage and load current in 
constant power region 
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Fig. 12 Curve of AC voltage current in constant voltage region 

Considering the safety margin, when it increases to 0.93, the DC voltage decreases 
to the lowest value 750 V. 

It can be seen from Fig. 12 that in the constant voltage working range, the current 
at the AC side is in the same phase as the voltage, and the current at the AC side does 
not increase with the increase of the load current. 

4.3 Power Reduction Region 

As can be seen from Fig. 13(a), DC voltage of PWM rectifier drops rapidly with the 
increase of load current in the working section of the power reduction zone. When 
DC voltage drops to 608 V, PWM rectifier is in a critical state in the working section 
of the power reduction zone. After that, the output active power cannot meet the
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Fig. 13 Curve of DC voltage and load current in power reduction region 
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Fig. 14 Curve of AC voltage and current in power reduction region 

needs of the load, so it is necessary to block the pulse of IGBT module and adopt 
diode uncontrolled rectifier mode. 

It can be seen from Fig. 14 and Fig. 13(b) that in the working interval of the power 
reduction zone, the current of the AC side does not change, but lags the AC voltage 
at a certain phase. At this time, the PWM rectifier works in the state of non-unit 
power factor. With the continuous decrease of DC voltage, the iq of active current 
decreases and the id of reactive current increases, and the power factor decreases to 
further broaden the range of DC voltage. The phase of AC current lagging behind 
AC voltage also becomes larger and larger. 

5 Conclusion 

In this paper, on the basis of the original PWM rectifier control, the method of 
constant power control and power reduction control is introduced to broaden the DC 
side voltage range of the PWM rectifier, and realize the low voltage crossing. 

The simulation results show that the PWM rectifier including constant power 
control and power reduction control strategy is adopted to realize the switching work 
in multiple working intervals under the condition that the load demand current is 
gradually increasing.
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Deep Learning + Complex Physics Field 
Modeling: Illustrated by the Example 
of Numerical Investigation on Low 
Temperature Plasma 

Chaoqun Zhao , Jie Pan, Bin Li, and Yun Liu 

Abstract In deep learning field, the appropriate selection of constraints directly 
affects the learning efficiency and learning results of a network. Partial differential 
equations (PDEs) which are extremely accurate compared to the constraint methods 
employed in traditional neural networks are natural constraint models in complex 
physical fields. In this paper, based on this premise we propose a new method to 
solve complex physical field simulation problems. We approximate the variables in a 
complex physical field by building a feedforward deep neural network while applying 
the chain rule of calculus to encode the corresponding PDEs into the loss function 
to add constraints. It is worth noting that we have only used part of the equations of 
the physical process rather than all of them. In other words, instead of solving the 
equations we learn the whole physical process via the partial PDEs constraints and a 
few data points. We verify the effectiveness of the deep learning method via learning 
low-temperature plasma model that is composed of complex physical processes. This 
technique presents a paradigm for the simulation of complex physical field problems. 

Keywords Deep Learning · Complex Physics Field · Partial Differential 
Equations · Low Temperature Plasma · Numerical Investigation 

1 Introduction 

Currently, with the development of Moore’s Law, the computing power of computers 
has increased dramatically, while deep learning algorithms for artificial neural 
networks have emerged in the field of artificial intelligence [1–3]. Recently, deep 
learning has made considerable achievements in different industries, such as residen-
tial, medical, education, finance, industry and agriculture fields, while relatively little 
research has been done in basic science, especially in complex physical fields that are
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in initial research stages [4]. Interdisciplinary complex physical fields that mix mathe-
matics, physics, scientific and engineering applications, and applied topics in numer-
ical analysis are processes or systems coupled with multiple simultaneous physical 
features [5, 6]. They contain several complex physical processes and complex partial 
differential equations (PDEs), including fluid dynamics equations, electrodynamics 
equations, and electromagnetic field equations [7, 8]. Due to the very large computa-
tional effort required by traditional simulation methods, such as the finite difference 
method (FDM), finite element method (FEM) and finite volume method (FVM), 
whether deep learning can be applied to complex physical fields has become the 
main topic of our research [1]. 

Solving scientific problems with deep learning is not a new inspiration but neural 
networks have made significant progress in solving PDEs are shown by current 
experience [4, 9–12]. Physics-informed neural networks, as function approximators, 
are the most important of these networks, and the key is to reasonably add physical 
information to the neural network [13]. According to the differentiation function 
within a program, the partial differential terms of the equations in complex physical 
fields can be conveniently calculated and incorporated the equations as constraints 
in the iterative process. A partial differential equation is extremely accurate as a 
natural constraint term. Instead of neural networks solving equations, our model 
adds physical information into a program as constraints which enhance the learning 
ability of neural networks on data [1]. More importantly, we are unaware of the full 
equations of physical quantities involved in physical processes under experimental 
conditions. Our approach proves that only some of the equations are required to be 
programmed into the neural network as physical constraints to obtain fairly accurate 
results with the addition of a small amount of data. The method has made significant 
progress in modeling problems in complex physical fields. Compared with traditional 
numerical simulation methods, this approach not only saves simulation time but also 
breaks the curse of dimensionality [14]. 

To demonstrate this framework, the chapters of the paper are arranged as follows. 
In Sect. 2, A general complex physical field model construction algorithm based on 
deep learning is described in detail. In Sect. 3, the validity of the framework is verified 
by examples of numerical studies of low-temperature plasma. Finally, conclusions 
and further research are provided in Sect. 4. 

2 Methodology 

A complex physical field that is mathematically represented as multiple nonlinear 
and parameterized partial differential equations is a multidimensional space–time 
system. Its general form is as follows: 

f (t, x, u, v,  ut , ux , vt , vx , · · ·  , ∇u, ∇ ·  u, ∇v, ∇ ·  v, · · ·  ;  λ) = 0 (1)
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where u = u(x, t) and v = v(x, t) ∈ R2×n are the potential multidimensional 
characteristic solutions of the equation. u· and v· denote the first-order derivative of 
the space–time domain, where t ∈ [0, T ] indicates time and x ∈ Ωm×n indicates 
space. f (·) is a complex nonlinear equation formed by u, v, u· and v· after permuting 
and weighting. The λ parameters represent physical properties, e.g., the mass density, 
diffusion coefficient, electrical conductivity, thermal conductivity, and reaction rate 
coefficient. ∇ is the Hamiltonian operator. Due to the specificity of solving PDEs, 
the constraints of the initial and boundary conditions are needed. 

B(t, x, u, v)  = 0, I (x, u, v)  = 0 t ∈ [0, T ], x ∈ Ωm×n (2) 

In complex physical fields, the expressions of Eq. (1) are often complex and 
coupled. For simplicity, we can treat Eq. (1) as the sum of several equations f (·) =∑

i fi (·), in which fi (·) can denote equations of specific physical significance, 
e.g., continuity equation, conservation of momentum equations, and conservation 
of energy equations. 

With the development of the TensorFlow framework, an open-source machine 
learning library developed and maintained by Google Brain, the automatic differ-
ential solver in TensorFlow makes it easy to program complex partial differential 
equations. As illustrated in Fig. 1, we developed a neural network topology based on 
this theory. The neural network outputs the characteristic solution h∗ = (t, x, θ ) for 
f (·) when x and t are randomly selected as the total input in the space-time domain. 
The parameter θ is θ = (w, b), where w is a set of weights randomly initialized or 
employed some specific techniques in the neural network, such as the Xavier initial-
ization is applied before training the neural network, and b is a set of biases that are 
initialized as a zero matrix. These are all parameters in the neural network, and their 
values are continuously optimized through network iteration.

To involve physical constraints in the neural network iterative process, we define 
the loss function as [15]: 

L(θ ) = 1 √
Nu

∑

m 
αm

∥
∥h∗(ti , xi , θ ) − h(ti , xi )

∥
∥
2 +

1 
√
N f

∑

n 
βn

∥
∥ fn (t j , x j )

∥
∥
2 + γ ∥Ʌ∥2 (3) 

where {ti , xi }Nu 
i=1 and {ti , xi }N f j=1 denote the sets of corresponding initial and boundary 

points. n and m are the number of characteristic solutions of h and equation f (·), 
respectively. ∥ · ∥2 denotes the second-order norm. (α, β) ∈ R are relative weights.
Ʌ is the regularization parameter whose coefficient γ is set to zero in this study. The 
L-BFGS algorithm is finally chosen to optimize the loss function [16, 17].
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Fig. 1 Diagram of the neural network for complex physical fields. The main body is a neural 
network topology with two inputs and multiple outputs. The output is used to represent the solution 
of the equation

At this point, the neural network design is completed while the neural network 
and PDEs are optimized in coordination. With the help of automatic differentiation, 
PDEs provide the neural network with an exact physical model as a constraint while 
the neural network in turn finds the corresponding closed-form solution for the PDEs. 

3 Deep Learning for Low Temperature Plasma Simulation 

Low-temperature plasma has an applied electric field, a constantly changing internal 
electric field, and numerous and complex physicochemical reactions [7, 8], which are 
hard to solve using classical methods. The advantages of our method are demonstrated 
as an example of a complex physical field in a low-temperature plasma model.
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In the complex physical field of low temperature plasma, we model the electric 
field, electron density and electron temperature with the following PDEs: 

∂( 3 2 KBTe(x, t)Ne(x, t)) 
∂t

+ ∇  ·  W (x, t) = −eΓ e(x, t) · E(x, t) (4) 

where 

W (x, t) = −λe(x, t)∇Te(x, t) + 
5 

2 
KBTe(x, t)Γ e(x, t) 

λe(x, t) = 
5 

2 
KB De Ne(x, t) 

and 

Γ e(x, t) = −μe E(x, t)Ne(x, t) − De∇Ne(x, t) 

where KB is the Boltzmann constant, μe is the migration rate, De is the diffusion 
coefficient, W is the electron energy flux density, E is the electric field intensity, 
Ne the electron density, and Te is the electron temperature. Because the method in 
this paper is more locally applicable, the space-time region for our simulations is 
x : 0.06 ∼ 0.5 cm  and t : 6.5 × 10−5 ∼ 2.6 × 10−4 μs, and these values are chosen 
randomly. We define the boundaries of the selected region as the initial and boundary 
conditions. 

Since the low-temperature plasma reaction process is complex and the PDEs in 
it are numerous and coupled, we employ 8-hidden-layer with 130 neurons per layer 
deep neural networks to simulate this complex physical field. All the source data 
are obtained via FEM using a program we wrote in Fortran. After several attempts, 
we determined the activation functions of all neural networks as hyperbolic tangent 
functions. A randomly selected eight hundred points in the space-time domain are 
employed as training data while PDEs are used as loss function constraints. The 
comparison of the learning results of our method and the various types of results are 
shown in Fig. 2, 3 and 4, the electric field intensity, electron density and electron 
temperature of the low-temperature plasma are chosen as outputs. It can be seen that 
the curves of the three physical quantities simulated by the method overlap with the 
curves of the exact results to a high degree, even in the region near the boundary 
where the data vary drastically. To make the results more convincing, we give the 
errors of electric field strength, electron density, and electron temperature, which are 
6.93 × 10−4, 2.15 × 10−3 and 2.14 × 10−3. In contrast to PINN under the same 
conditions [4], even though PINN is relatively strong in solving PDEs, it becomes 
weak when encountering problems with more coupled and incomplete equations, 
especially in regions with abrupt changes. Similarly, classical deep learning without 
PDE constraints learns well in smooth regions but not in regions with abrupt changes
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Fig. 2 Prediction of the electric field intensity of low temperature plasma via our method while 
comparing with those obtained by other methods. PINN is a physics-informed neural network 
that solves equations. The classical solution is obtained by a standard feedforward neural network 
without an equation

under the same conditions. In summary, our approach is superior to other methods 
in modelling complex physical fields [12]. 

We further analyze the performance of the network from three aspects. The effects 
of the number of hidden layers, the number of neurons and the number of training 
data on the electric field intensity, electron density and electron temperature accuracy 
were studied by using the control variable method.
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Fig. 3 Prediction of the electron density of low temperature plasma via our method while comparing 
with those obtained by other methods

Firstly, as shown in Fig. 5(a), we explore the effect of varying the number of 
training points on the final error, holding all other conditions constant. Obviously, 
the error changes significantly as the number of points increases with a low number of 
training data. This is because a highly robust deep learning model requires sufficient 
data to learn. However, as the amount of training data increases, the model becomes 
more computationally heavy, and the performance gain when increasing the number 
of points is slight. Secondly, as shown in Fig. 5(b) and Fig. 5(c), we explore the effect 
of varying the number of training points and neurons on the final error, holding all 
other conditions constant. From these two figures, it can be seen that the prediction 
accuracy does not change significantly with the number of hidden layers and neurons 
increasing. A qualitative change in the results cannot be achieved by the above 
parameters, but by exploring a better topologic structure of the network.
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Fig. 4 Prediction of the electron temperature of low temperature plasma via our method while 
comparing with those obtained by other methods

Fig. 5 a Effect of the amount of training data on the error for simulating low temperature plasma 
with the deep learning method. b Effect of the number of hidden layers on the error. c Effect of the 
number of neurons in each hidden layer on the error
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4 Conclusion 

In this paper, we present a deep learning method for complex physical field simula-
tion. Treating the partial differential equation as a natural constraint brings machine 
learning more in line with the laws of physics. The power of our method in this kind of 
task is illustrated by modeling numerical investigations on low-temperature plasma. 
This approach could provide a prospective and new numerical tool for complex phys-
ical fields. In future work, simulations based on this method could be extended from 
local to global simulations while maintaining the simulation performance in areas 
with abrupt changes. 
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Multi-objective Coordinated Charging 
Strategy for Electric Vehicles 
Considering Dynamic Time-of-Use 
Electricity Price 

Zeyu Hou, Yong Li, Yixiu Guo, Xuebo Qiao, Zhenyu Zhang, and Yijia Cao 

Abstract Large-scale electric grid connection of electric vehicles will affect the 
reliable and economic operation of power grid. Meanwhile, the traditional time-
of-use price is relatively fixed and not flexible. Aiming at the above problems, the 
paper comprehensively considers the time-of-use price, load variation and users’ 
willingness to charge, and proposes a multi-objective coordinated charging strategy 
for electric vehicles (EVs) considering dynamic time-of-use electricity price. Firstly, 
the EVs charging behavior characteristics are analyzed using the measured EVs 
charging data of a public charging station in Hunan Province, and the dynamic time-
of-use price model is given. Secondly, an EV orderly charging optimization model 
is constructed, which is aimed at minimum peak-valley difference, minimum daily 
load variance, minimum user charging cost of distribution network. Then, a Genetic 
Simulated Annealing Particle Swarm Optimization (GSAPSO) algorithm based on 
adaptive inertial weight is proposed. Finally, the rationality and effectiveness of the 
proposed strategy are verified by simulation of typical scenarios. The simulation 
results show that the coordinated charging strategy solved by dynamic time-of-use 
price and GSAPSO algorithm can better reduce the peak-valley difference, the daily
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load variance, and the charging cost of users. As the responsiveness of electric vehi-
cles participating in the coordinated charging strategy increases, the optimization 
effect is more obvious. 

Keywords Electric vehicles · Dynamic time-of-use price · coordinated charging ·
GSAPSO algorithm 

1 Introduction 

Under the strategy of “carbon peak and carbon neutrality”, our country is actively 
building a low-carbon energy system to reduce carbon emissions. At the same time, 
it is imperative to implement green transportation. On the one hand, the promotion 
of EVs can reduce the use of traditional fossil energy, on the other hand, it can 
effectively regulate the demand-side energy structure [1, 2]. According to statistics, 
the scale of EVs in my country is developing rapidly every year. The number of EVs 
in 2020 is about 4 million units. In 2021, the number of EVs is about 6.4 million 
units. Due to the uncertain and intermittent characteristics of EV users’ charging 
behavior [3, 4], EVs charging is regarded as a new form of power load. Large-scale 
EVs unordered access to power grid charging will have an impact on the reliable 
and economic operation of the grid. It is prone to problems such as the increase of 
power grid peak value due to the coincidence of load peak period, the transformer 
load exceeding the limit, and the load fluctuation increasing. Therefore, formulating 
an orderly charging strategy for EVs will help to improve the security and reliability 
of the grid and promote its economic operation [5–7]. 

It is usually necessary to consider various factors such as electricity price 
type, optimization model and solving algorithm in order to realize EVs coordi-
nated charging. In terms of electricity price types, the reference [8] proposed a 
dual-sequence valley period orderly charging method considering time-of-use elec-
tricity price. This method effectively reduced the peak-valley difference and user 
charging costs. Reference [9] realizes EVs optimal scheduling through dynamic non-
cooperative game. The dynamic electricity price proposed in this paper is jointly 
determined by parameters such as total load, transformer load rate and electricity 
price coefficient. Reference [10] proposes a distributed control method for EVs 
charging based on a multi-agent system, and iteratively corrects the virtual electricity 
price to realize EVs orderly charging. In terms of optimization model and solution 
algorithm, reference [11] establishes a dual-objective optimization model to control 
charging costs and reduce grid fluctuations, and used the TOPSIS ranking method to 
quantitatively analyze the charging demand of users, realizing orderly charging and 
reducing users’ charging costs and power grid fluctuations. Reference [12] propose 
a charging model that takes the owners’ charging demand and the safe operation of 
distribution equipment as constraints, and aims to “peak cutting and valley filling” 
and improves operators’ profits, and finally achieves EVs orderly charging optimiza-
tion. Reference [13, 14] all start from the interests of both the power grid and users,
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and build EVs coordinated charging optimization methods related to the owners’ 
demand and distribution network load, and use the improved CS algorithm and GA 
to solve the problem. 

In terms of electricity price types, most of the above literature only consider 
the orderly charging strategy guided by the traditional time-of-use price, while the 
orderly charging strategy guided by the dynamic price does not fully consider EV 
users’ willingness to charge and load changes. In terms of optimization model and 
solution algorithm, some literatures currently use traditional optimization algorithms, 
which have certain limitation in solving optimization models. The solution process 
is easy to stay in local optimum, resulting in the final result is not the best result. 

Therefore, this paper proposes a multi-objective coordinated charging strategy for 
electric vehicles considering dynamic time-of-use electricity price. Firstly, using the 
actual charging data of EV users in a public charging station in Hunan Province, the 
characteristics of charging behavior are analyzed. Secondly, considering the dynamic 
time-of-use price, the EV coordinated charging optimization model is established to 
reduce the load peak-valley difference, reduce the variance of daily load, and reduce 
the users’ charging cost. Then, the paper proposes a GSAPSO algorithm based on 
adaptive inertia weight, and the algorithm is used to solve the charging strategy. 
Finally, the effectiveness and feasibility of the proposed method are verified for 
several typical scenario simulations. 

2 EV Charging Behavior Characteristics and Dynamic 
Time-of-Use Electricity Price 

2.1 The EV Charging Behavior Characteristics 

The data used in this experiment is the EV charging data measured by a public 
charging station in a certain area of Hunan Province. The data mainly include start 
charging time, end charging time, the initial state of charge (SOC), end charging SOC, 
charging capacity, charging current, etc. By sorting and analyzing the measured data, 
the following four main EV charging behavior characteristics are obtained. 

1. The EVs starting charging time ts in one day approximately obeys N
(
μTi , σTi

)

distribution. Its expression is as follows: 

fT (ts) = 
n∑

i=1 

αi 

σTi 

√
2π 

e

[

− (
ts−μTi )

2 

2σ 2 
Ti

]

(1) 

where, the mean values μT 1, μT 2, and μT 3 of EV charging time are 33.65, 61.42, 
and 80.98, respectively; the standard deviations σT 1, σT 2, and σT 3 are 8.70, 4.52, 
and 6.47, respectively; the coefficients α1, α2, and α3 are 0.352, 0.208, and 0.440.
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2. The EVs start charging SOC approximately obeys N (μs, σs) distribution. Its 
expression is as follows: 

fs(SOCs) = 1 

σs 

√
2π 

e

[
− (SOCs−μs )2 

2σ 2 s

]

(2) 

where, the mean value μs of the start charging SOC is 0.47; the standard deviation 
σs is 0.22. 

3. The EVs end charging SOC approximately obeys Beta distribution. Its expression 
is as follows: 

fe(SOCe) = �(a + b)
�(a)�(b) 

SOCa−1 
e (1 − SOCe)

b−1 (3) 

where, a and b are respectively expressed as parameters of the Gamma function, 
a is 127.46, and b is 0.19. 

4. The EV charging time is calculated as follows: 

Ti =
(
SOCi,end − SOCi,start

)
Ci 

ηc Pc 
(4) 

where, Ti represents the charging time of the i-th EV; SOCi,start  represents the 
SOC of the i-th EV at the start charging; SOCi,end is the SOC after the expected 
charging end of the i-th EV; Ci represents the rated battery capacity of the i-th EV; 
Pc represents the charging power of the charging pile to charge EV; ηc represents 
the charging efficiency. 

2.2 The EV Charging Behavior Characteristics 

The traditional time-of-use price is usually divided into three periods, consisting of 
peak period, normal period and valley period, and the price flexibility is not high. 
Compared the traditional price, the dynamic time-of-use price is more flexible and 
accurate. It can change with the changes of load and other factors. 

This paper uses the time-of-use price in Table 1 as the basis to formulate the 
dynamic time-of-use price. This price combines the time-of-use price, the current 
load change and the users’ willingness to charge, so that the feedback between the 
users’ charging choice and the electricity price becomes bidirectional. The dynamic 
time-of-use price model consists of Eqs. (5)–(7). The electricity price floating factor 
in the model consists of the ratio of the overall load to the maximum capacity of the 
transformer and the EV charging willingness. In addition, EV charging willingness 
also considers the proportion of disordered charging in the entire charging. When 
the overall load and disordered charging proportion are too high, the electricity price 
will increase accordingly, and vice versa.
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Table 1 Division of 
time-of-use price Time 

divisions 
Periods The time-of-use price (¥/ 

kWh) 

valley 
period 

00:00–08:00 0.365 

normal 
period 

12:00–14:30 
、21:00–24:00 

0.687 

peak period 08:00–12:00 
、14:30–21:00 

0.869 

ξi,w(t) = 1 − 
SOCi,w(t) 
SOCi,wend 

(5) 

ξEV  (t) = 

Nw∑

i=1 
ξi,w(t) 

N∑

i=1 
xi,t 

(6) 

R(t) = RS(t) + 

⎛ 

⎜⎜ 
⎜ 
⎝ 

Pb(t) + 
N∑

i=1 
Pexi,t 

Pmax 
+ ξEV  (t) 

⎞ 

⎟⎟ 
⎟ 
⎠ 
RS(t) (7) 

where, SOCi,w(t) represents the SOC of the i-th disordered charging EV at time t; 
SOCi,wend represents the SOC after the expected charging end of the i-th disordered 
charging EV; ξi,w(t) represents the personal charging willingness of the i-th disor-
derly charging EV at time t; ξEV  (t) is the overall vehicle charging willingness at 
time t; RS(t) represents the time-of-use price at time t; Pb(t) represents the grid base 
load at time t; Pe represents the EV charging power; N is the total number of EVs; 
Nw represents the total number of disordered charging EVs; Pmax is the maximum 
capacity value of the transformer; R(t) is the dynamic time-of-use price at time t; 
xi,t is the EV charging state. 

3 EVs Coordinated Charging Strategy Model 

3.1 EVs Coordinated Charging Strategy 

In the first stage, users choose whether to participate in the coordinated charging 
strategy according to the price information and their own charging habits. If EV 
user does not participate in the coordinated charging, the conventional charging 
strategy is implemented. If the user participates in the coordinated charging, it is 
judged whether EV enters the charging station and starts charging whether it is in
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Fig. 1 Flow chart of 
coordinated charging 
strategy 

Start 

Obtain  the base load  data of  distribution  
network and the time-of-use price 

Whether to participate in the orderly 
charging coordinated strategy 

Obtain the charging information of the 
connected vehicle 

According to the  objective  function and  
constraints, the GSAPSO algorithm is used for 

optimization calculation 

Yes 

Implement regular 
charging strategies 

No 

Make charging arrangements 

Output EV charging curve, total load curve, dynamic 
time-of-use electricity price and other information 

End 

Whether it is in the valley periods 
Yes 

No 

the valley period. If it is in the valley period, it will arrange to charge; otherwise, 
it will enter the second stage of charging optimization. In the second stage, the 
second-stage is charging optimization for all the remaining EVs, and the GSAPSO 
algorithm is used to optimize the charging according to the objective functions and 
constraints. Through two-stage process, the entire EV charging strategy is realized. 
The coordinated charging strategy flow is shown in Fig. 1. 

3.2 EVs Coordinated Charging Strategy 

The Objective Functions. This paper starts from the impact of the charging cost of 
users and large-scale EVs on the distribution network. Based on the dynamic time-
of-use price, EVs coordinated charging optimization model is constructed, which is 
aimed at minimum peak-valley difference, minimum daily load variance, minimum 
user charging cost of distribution network. 

1. The minimum peak-valley difference 

F1 = min

(

max 
t∈[1,T ]

(

Pb(t) + 
N∑

i=1 

Pexi,t

)

− min 
t∈[1,T ]

(

Pb(t) + 
N∑

i=1 

Pexi,t

))

(8) 

2. The minimum daily load variance
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F2 = min 

⎛ 

⎝ 1 
T 

T∑

t=1

(

Pb(t) + 
N∑

i=1 

Pexi,t − 
1 

T 

T∑

t=1

(

Pb(t) + 
N∑

i=1 

Pexi,t

))2 
⎞ 

⎠ 

(9) 

3. The minimum charging cost for users 

F3 = min

(
T∑

t=1 

N∑

i=1 

PeTc R(t)xi,t

)

(10) 

This paper normalizes the above three objective functions F1, F2, and F3 to form 
a consistent objective function. 

min F(x) = 
n∑

k=1 

λk fk(x) (11) 

s.t. 

⎧ 
⎨ 

⎩ 

0 ≤ λk ≤ 1 
n∑

k=1 
λk = 1 (12) 

where, fk(x) is the normalized function; λk is the weight coefficient. 

The Constraints 

1. The constraint on the number of charging EVs 

N (t) ≤ N (13) 

2. The constraint on EVs charging time

(
SOCi,end − SOCi,s

)
Bi 

ηPe 
≤ Ti,end − Ti,start (14) 

where, Ti,end is the charging end time of the i-th EV; Ti,start  represents the charging 
start time of the i-th EV; Bi represents the rated capacity of the i-th EV battery. 

3. The constraint on EVs battery capacity 

SOCi,s Bi ≤ SOCi,s Bi + 
T∑

j=1 

PeTcxi,t η ≤ Bi (15) 

where, SOCi,s represents the initial SOC of the i-th EV; η represents the charging 
efficiency. 

4. The constraint on the maximum capacity of transformers
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Pb(t) + 
N∑

i=1 

Pexi,t ≤ Pmax (16) 

4 Genetic Simulated Annealing Particle Swarm 
Optimization 

4.1 The Algorithm Improvement 

Particle Swarm Optimization (PSO) is a traditional optimization algorithm based on 
the simulation of bird predation behavior. PSO has some advantages of fast conver-
gence speed and high precision in the solution process, but the particles are easy to 
“premature” and stay in the local optimum. 

This paper is to solve the shortcomings of PSO, a Genetic Simulated Annealing 
Particle Swarm Optimization (GSAPSO) algorithm based on adaptive inertia weights 
is proposed. The algorithm introduces the Genetic Algorithm (GA) and the Simulated 
Annealing (SA) into the PSO algorithm. Through the crossover and variation in GA, 
the population becomes diverse. The Metropolis criterion in SA enables particles to 
jump out of the local optimal solution, so as to improve the ability of the algorithm 
to search for the global optimal solution. At the same time, the inertia weight ω 
in PSO algorithm is adjusted to an adaptive mechanism, so that the particle swarm 
movement speed is more suitable. The flow chart of GSAPSO algorithm is shown in 
Fig. 2.

4.2 The Algorithm Parameter Setting 

1. Inertia weight setting 

ω = ωmax − (ωmax − ωmin)

(
k 

kmax

)2 

(17) 

where, ωmax and ωmin are respectively the maximum values and minimum values 
of inertia weights in GSAPSO. Set ωmax and ωmin to 0.9 and 0.4 respectively; k 
is the k-th iteration number; kmax is the total number of iterations. 

2. Initial temperature setting 

Tstart  = 
f (Gbest ) 
ln 5 

(18) 

where, f (Gbest ) represents the optimal fitness of the initial particle swarm. 
3. Annealing coefficient setting
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Fig. 2 Flow chart of 
GSAPSO algorithm
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No 
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f 
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Yes 

No 

No 
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End 

Yes 

Annealing 
operation 

T = δt (19) 

In order to enhance the probability of finding the global optimum, the simu-
lated annealing process was slowed down, and the annealing coefficient δ was 
set to 0.95. 

5 Analysis of Examples 

In the simulation case, the typical conventional load data of a region in Hunan 
Province is used as the basic load. Considering the charging characteristics of the 
actual EVs, the EV charging start time, the starting charging SOC, and the ending 
charging SOC satisfy the EV charging behavior characteristics in Sect. 1.1, and are 
obtained by sampling. The maximum capacity of the transformer is set to 1200kVA. 
In addition, according to the actual situation, the EV time-sharing charging fee 
consists of the electricity purchase cost and the service cost. The electricity purchase 
cost is the time-of-use prices in Table 1. The charging service fee is ¥0.6. The prices 
for EV charging during peak periods, normal periods, and valley periods are ¥1.469, 
¥1.287, and ¥0.965, respectively. In order to verify the feasibility and effectiveness of 
the proposed method, four typical scenarios with different electricity price strategies,
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different vehicle numbers, different responsiveness and different algorithms are set 
up for comparative analysis. 

5.1 Optimization Results Under Different Electricity Price 
Strategies 

Based on a setting scenario of 800 EVs and 70% responsiveness, the orderly charging 
strategy under the time-of-use price and the dynamic time-of-use price are simulated. 
The time-of-use price and dynamic time-of-use price curve are shown in Fig. 3. The  
ordered charging load curves under the guidance of two different electricity price 
strategies are shown in Fig. 4, the comparison results are shown in Table 2. 

According to Fig. 3, compared with the time-of-use price, the dynamic time-of-
use price is more flexible. During the valley periods, due to the low current load and 
a small proportion of disordered charging, the dynamic time-of-use price is lower.

Fig. 3 The time-of-use price 
curve and the dynamic 
time-of-use price curve 

Fig. 4 Coordinated charging 
load curves under different 
electricity price strategies 

Table 2 Optimization 
comparison results under 
different electricity price 
strategies 

Parameters The dynamic 
time-of-use price 

The time-of-use 
price 

The peak valley 
difference/kW 

391.79 447.89 

The user charging 
cost/¥ 

24,766.62 28,129.38 

The load variance/ 
kW2 

1.27 × 104 1.81 × 104 
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During the peak periods, due to the large proportion of disordered charging and the 
peak load period, the dynamic time-of-use price is higher. During the normal periods, 
the two electricity prices are equal. From the perspective of the whole-day prices, 
the average of the two prices is similar. 

As can be seen from Fig. 4 and Table 2, the two different electricity price strate-
gies can effectively reduce daily load variance, the peak-valley difference and user 
charging cost. However, the peak-valley difference of the dynamic time-of-use price 
is smaller, which is reduced by 12.53% compared with the other one. The variance 
of daily load is smaller, which is reduced by 29.83% compared with the time-of-use 
price. The charging cost for users are lower, which is 11.95% less than the other 
one. During the peak periods, the load of the dynamic time-of-use price is almost 
lower than the other price. During the valley periods, the load is basically higher than 
that of the time-of-use price. The coordinated charging effect under the guidance of 
the dynamic time-of-use price is better, and the effect of peak regulation and load 
fluctuation is better. 

5.2 Optimization Results for Different Numbers of Vehicles 

In the future, EVs will continue to increase and the scale will gradually expand. 
In this paper, 500, 800 and 1000 EVs are analyzed under disordered charging and 
ordered charging with 70% responsiveness. The coordinated charging load curves 
under different numbers of vehicles are shown in Fig. 5, and the comparison results 
of disordered charging and coordinated charging are shown in Table 3. 

According to Fig. 5 and Table 3, with the continuous expansion of EVs scale, 
the coordinated charging strategy has a more obvious effect, and the charging load 
during the peak periods is effectively transferred to the valley periods. Under the 
setting of 1,000 EVs, the peak-valley value of coordinated charging is reduced by 
775.10 kW, and the charging cost is reduced by 31.54%. In the case of 500 EVs, the 
peak-valley value of coordinated charging is reduced by 422.36 kW, and the charging 
cost is reduced by 38.41%. In addition, when the EVs scale is larger, the larger the 
range of which can be used as a regulated load, the more obvious the peak regulation 
effect, the more stable the load change, and the more conducive to regulating the 
load size of the distribution network.

Fig. 5 Coordinated 
charging load curves under 
different numbers of vehicles
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Table 3 Optimization 
comparison results under 
different numbers of vehicles 

Parameters 500 EVs 
disordered 
charging 

800 EVs 
disordered 
charging 

1000 EVs 
disordered 
charging 

The peak valley 
difference/kW 

925.01 1042.09 1139.09 

The user 
charging cost/¥ 

24,084.76 40,030.69 51,695.76 

The load 
variance/kW2 

8.28 × 104 1.09 × 105 1.32 × 105 

Parameters 500 EVs 
coordinated 
charging 

800 EVs 
coordinated 
charging 

1000 EVs 
coordinated 
charging 

The peak valley 
difference/kW 

502.65 391.79 363.99 

The user 
charging cost/¥ 

14,834.82 24,766.62 35,389.01 

The load 
variance/kW2 

1.91 × 104 1.27 × 104 1.02 × 104

5.3 Optimization Results Under Different Responsiveness 

Based on the setting of 800 EVs, the coordinated charging strategies under three 
scenarios of responsiveness of 30%, 50% and 70% are analyzed. The coordi-
nated charging load curves under different responsivities are shown in Fig. 6, the  
comparison results are shown in Table 4. 

Fig. 6 Coordinated 
charging load curves under 
different responsivities 

Table 4 Optimization comparison results under different responsivities 

Parameters 30% responsiveness 50% responsiveness 70% responsiveness 

The peak valley difference/ 
kW 

747.23 589.46 391.79 

The user charging cost/¥ 35,315.97 29,873.23 24,766.62 

The load variance/kW2 5.80 × 104 3.44 × 104 1.27 × 104
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According to Fig. 6 and Table 4, compared with disordered charging, the coor-
dinated charging strategy proposed can effectively transfer of charging load. It can 
significantly reduce the peak-valley difference and the load variance. The operating 
pressure of the transformer is effectively reduced. When the EVs responsivity is 
higher, the peak-valley difference is smaller, the load variance is smaller, and the 
charging cost of the user is reduced. In a scenario of 70% responsiveness, the peak-
valley difference is 391.79 kW, which is 62.40% lower than the case of disordered 
charging, and the user cost is saved by ¥15,264.07. When the responsivity is 30%, 
the peak-valley difference, load variance, and user charging cost are reduced by 
28.30%, 46.79%, and 11.78% respectively. To a certain extent, the effect of “peak 
cutting and valley filling”, load fluctuation leveling and user charging cost saving 
can be achieved. 

5.4 Optimization Results Under Different Algorithms 

In order to verify the effectiveness of the GSAPSO algorithm, the optimization results 
of the proposed GSAPSO algorithm, GAPSO algorithm and PSO algorithm are 
respectively compared under the scenario setting of 800 EVs and 70% responsive-
ness. The coordinated charging load curves under different algorithms are shown in 
Fig. 7, the comparison results are shown in Table 5. 

As can be seen from Fig. 7 and Table 5, the peak-valley difference after the 
optimization of the GSAPSO algorithm reduces by 23.36% compared with the PSO 
optimization result, and reduces by 16.32% compared with the GAPSO optimization 
result. In terms of user charging cost, it is ¥1179.56 less than the GAPSO algorithm 
result, and ¥1821.18 less than the PSO algorithm result. In terms of load variance,

Fig. 7 Coordinated 
charging load curves under 
different algorithms 

Table 5 Optimization comparison results under different algorithms 

Parameters PSO GAPSO GSAPSO 

The peak valley difference/kW 511.24 468.22 391.79 

The user charging cost/¥ 26,587.80 25,946.18 24,766.62 

The load variance/kW2 2.22 × 104 1.88 × 104 1.27 × 104 
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the result of GSAPSO algorithm is 32.45% lower than that of GAPSO algorithm, 
and 42.79% lower than that of PSO algorithm. In general, the optimization effect of 
the GSAPSO algorithm is better than the other two algorithms, which enhances the 
global search ability, and can avoid staying in the local optimum and find the global 
optimum. The effectiveness of the proposed GSAPSO algorithm is verified. 

6 Conclusion 

This paper proposes a multi-objective coordinated charging strategy for EVs consid-
ering dynamic time-of-use prices. Based on the measured data of a charging station in 
Hunan Province, the 24 h EV load demand was simulated. The coordinated charging 
scenarios under different electricity price strategies, different numbers of vehicles, 
different responsiveness and different algorithms are analyzed, and the feasibility 
and effectiveness of the proposed coordinated charging strategy are verified. The 
simulation analysis draws the following conclusions: 

1) Compared with the coordinated charging based on the time-of-use price, the 
proposed dynamic time-of-use price strategy is more flexible and accurate. It 
can better guide EVs to participate in the coordinated charging, reduce the peak-
valley difference, save users’ charging cost, and make the load curve smoother. 

2) Using the proposed GSAPSO algorithm based on adaptive inertia weight, the 
optimization effect is significantly improved compared with the PSO and GAPSO 
algorithms, and it effectively avoids staying in local optimum. 

3) As the responsiveness of EVs participating in coordinated charging increases or 
the increase of vehicle size, the greater the range of EVs as regulated load, the 
better the optimization effect, and the more obvious the “peak cutting and valley 
filling” of the grid. 

In future research, the authors will analyze the coordinated charging of large-scale 
EVs in complex scenarios such as different charging modes. In order to improve the 
utilization rate of each charging station, the information exchange of multiple public 
area charging stations will be considered, and unified management will guide EVs 
to achieve more economical and safe coordinated charging. 
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Coordinated Control of Commutation 
Failure Prevention Under UHVDC 
Multi-infeed System 

Zhiwei Wang, Yangchen Tan, Xin Liu, Wenzhuo Wang, Zheng Li, 
Zhaoyang Wei, Biao Su, and Jiahao Wang 

Abstract Firstly, this paper analyzes the impact of AC failure at different electrical 
distance on the start-up time of commutation failure prevention control (CFPREV). 
It is found that the startup time of CFPREV far from the AC failure point is later 
than the time of commutation failure of the inverter valve group, so the commutation 
failure can not be effectively suppressed. Based on the research above, this paper 
puts forward a coordinated control of CFPREV in UHVDC multi-infeed system. The 
coordinated controller uses the information of CFPREV near the AC fault point to 
advance the startup time of CFPREV far from the AC fault point. So it can improve 
the effect of CFPREV far from the AC fault point to suppress the commutation failure 
of the inverter valve group. A simulation model is built with reference to a UHVDC 
multi-feed system in construction. The example results verify the effectiveness of 
the coordinated controller. 
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1 Introduction 

The electric power generation resources of China are concentrated in the western 
region, and the load center is located in the eastern coastal area. The mismatch 
of resources and demand has led to flourishing the UHVDC transmission whose 
advantages are large transmission capacity and long transmission distance. With the 
extensive construction of UHVDC transmission in China, multiple UHVDC lines 
are fed into the same AC system. Power Grid of east China has become a typical 
UHVDC multi-infeed system. 

The receiving end of the UHVDC multi-infeed system is located in the same 
AC grid, and the electrical coupling between different DC systems is close. At 
present, relevant literatures have studied the mutual coupling mechanism between 
UHVDC multi-infeed systems. In reference [1], the reactive power coupling rela-
tionship between the inverter stations of adjacent DC systems was studied after the 
fault of the receiver AC system of the multi-infeed DC system. In reference [2], the 
influence of sending and receiving end AC system fault on inverter valve groups 
commutation failure was analyzed. [3] proposed that the CFPREV increases the 
reactive power demand of the DC system on the receiving AC system. The CFPREV 
action will affect the adjacent DC system through the electrical coupling of the AC 
system. [4] and [5] proposed that the control aim of DC current is ambiguous in stage 
2 and sending end AC faults can both cause commutation failure. 

The detection and suppression methods of commutation failure have been studied 
in some literatures. [6] used the short circuit ratio of DC multi-infeed system and the 
critical commutation failure impedance boundary to determine whether the inverter 
valve groups fail commutation or not. [7] analyzed the influence of DC current and 
inverter bus voltage on the turn off angle comprehensively, and calculated the crit-
ical voltage change rate that caused commutation failure. [8] proposed an improved 
CFPREV method based on waveform similarity detection. [9] proposed a new LCC-
UHVDC topology, which uses controllable capacitors to generate reactive power 
during commutation to help commutation. In reference [10], the interaction mech-
anism of commutation failure of high and low end valve groups under UHVDC 
hierarchical connection to AC grid was studied, and a coordinated CFPREV was 
proposed. [11] proposed a commutation failure suppression method based on voltage 
time commutation area prediction. In reference [12], a dynamic compensation control 
method for turn off angle is proposed by comprehensively considering the influence 
of DC current, commutation failure voltage amplitude and commutation voltage 
offset angle to suppress subsequent commutation failure.
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Fig. 1 UHVDC multi-infeed structure 

2 Structure and Control Strategy of UHVDC Multi-infeed 
System 

2.1 Structure of UHVDC Multi-infeed System 

The research model is based on the UHVDC project under planning and construction 
which is shown in Fig. 1. UHVDC1 and UHVDC2 are fed into the same AC system. 
HVDC1 is a unique structure that high end inverter valve groups are fed into inverter 
bus A, meanwhile low end inverter valve groups are fed into inverter bus B. UHVDC2 
is normal UHVDC structure that all inverter valve groups are fed into one same 
inverter bus C. 

2.2 CFPREV Control Strategy of UHVDC Multi-infeed 
System 

The function of CFPREV is to prevent commutation failure by advancing the trigger 
time of the valve group control system when the inverter bus voltage is detected to 
reduce. Under normal circumstances, every inverter valve group has independent 
valve group control system. Considering that CFPREV is a part of the inverter valve 
group control system, the CFPREV of each valve group in the UHVDC system are 
also independent. 

The basic structure of CFPREV is shown in Fig. 2. Ua, Ub and Uc are the instan-
taneous AC voltage values of the converter bus connected to the valve group; DIFF_ 
LEVEL and ABZ_LEVEL are the threshold value of asymmetric fault detection and 
symmetric fault detection respectively; CFPREVk is the proportion coefficient of 
CFPREV output and voltage drop degree; AMIN_CFPREV is the output of CFPREV, 
which can determine the trigger angle phase shift of inverter valve group.
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Fig. 2 Structure of 
CFPREV 

Symmetric fault detection and asymmetric fault detection are used to detect AC 
faults. If the voltage drop of inverter bus reaches the action threshold after a AC fault, 
CFPREV sends an advance trigger signal to the trigger control of valve group, which 
is determined by the voltage drop of inverter bus (Table 1). 

The fault detection of CFPREV is divided into two parts: asymmetric fault detec-
tion and symmetric fault detection. The principle of asymmetric fault detection is to 
judge an asymmetric fault of AC system by monitoring the zero sequence voltage 
drop. 

3U0 = Ua + Ub + Uc (1) 

where:3U0 is the zero sequence voltage of three-phase voltage instantaneous value; 
Ua, Ub and Uc are the instantaneous values of three-phase voltage of the converter 
bus. 

The principle of symmetrical fault detection is to judge a symmetrical fault of 
AC system according to the drop of the root mean square of Uα and Uβ under 
the two-phase coordinate system which are converted by the instantaneous value of 
three-phase voltage. 

⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

Uα = 
2 

3 
Ua − 

1 

3 
(Ub + Uc) 

Uβ = 
√
3 

3 
(Ub − Uc) 

Uαβ =
/

U 2 
α + U 2 

β 

(2) 

where: Uα is α phase coordinate under two-phase coordinate system; Uβ is β phase 
coordinate under two-phase coordinate system; Uαβ is the root mean square of the 
above two coordinates.
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3 The Coordinated Control of CFPREV in UHVDC 
Multi-infeed System 

3.1 The Strategy of Coordinated Control of CFPREV 
in UHVDC Multi-infeed System 

According to the different electrical distance between the inverter valve group and the 
AC fault point, this paper names the inverter valve group that is close to the AC fault 
point as the near fault inverter valve group, and the inverter valve group that is far 
from the AC fault point as the far fault inverter valve group. The fault of AC system 
will lead to voltage drop of inverter bus, which will cause commutation failure of 
inverter valve group. The influence of AC fault on the near fault inverter valve group 
is greater than that on the far fault inverter valve group, which leads to that the start 
time of CFPREV of the near fault inverter valve group is earlier than that of the far 
fault inverter valve group. In extreme cases, the start time of CFPREV of the far fault 
valve group is later than the time of commutation failure, so that the CFPREV can 
not be able to effectively suppress the occurrence of commutation failure. In order 
to improve the suppression effect of the commutation failure of the far fault valve 
group CFPREV, this paper uses the information of the near fault inverter valve group 
CFPREV to increase the start time of the far fault inverter valve group CFPREV, 
which will effectively improve the suppression effect of the commutation failure of 
the far fault valve group. 

The coordinated control of CFPREV in UHVDC multi-infeed system is shown 
in Fig. 3. 

CO_CFPREV1 and CO_CFPREV2 are the output of the coordinated CFPREV, ka1 
and ka2 are the coordinated control coefficients between CFPREV1 and CFPREV1 
respectively. For example, CO_CFPREV1 is the maximum value of AMIN_ 
CFPREV1and AMIN_CFPREV2 multiplied by ka1.

Fig. 3 Coordinated 
CFPREV under UHVDC 
multi-infeed system 
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Fig. 4 The comparison 
diagram of the output of 
independent CFPREV and γ 

3.2 The Effect of the Coordinated Control on Suppressing 
Commutation Failure under Symmetric Faults 

In example 1, the CFPREVs of inverter valve groups of the UHVDC multi-infeed 
system are independent from each other. Three phase grounding short circuit fault is 
set near 500 kV converter bus C. The electrical distance between the AC fault point 
and the 500 kV converter bus C is equivalent to 0.36H reactor. The time of fault 
occurrence is 1.000 s, and the fault duration is 0.1 s. 

The inverter valve groups of UHVDC1 are far from the AC point. The output of 
the independent CFPREV and the γ angle of the far fault inverter valve groups are 
shown in Fig. 4. 

The γ angle is an important parameter reflecting commutation failure, and the 
commutation failure occurs to the valve group after the γ angle drops to 0. The 
simulation results show that the inverter valve group has a commutation failure at 
1.014 s, and the start time of CFPREV is 1.021 s. The start time of CFPREV is 
later than the time of commutation failure, so that the commutation failure cannot 
be suppressed. 

In example 2, the inverter valve groups of UHVDC multi-infeed system adopts 
the coordinated CFPREV, and the fault is consistent with example 1. Figure 5 shows 
the comparison between the output of the coordinated CFPREV and the independent 
CFPREV. The start time of the coordinated CFPREV is 1.006 s, and the start time of 
the independent CFPREV is 1.021 s. The startup time of the coordinated CFPREV 
is advanced by 15 ms.

Figure 6 shows the comparison of γ angles between inverter valve group with 
the independent CFPREV and that with the coordinated CFPREV. The coordinated 
CFPREV advances the start time, which makes the trigger time of inverter valve 
groups earlier, so that the commutation failure of inverter valve groups is suppressed 
effectively.
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Fig. 5 Comparison of the 
output of independent 
CFPREV and coordinated 
CFPREV
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In order to get more simulation examples for verification, the paper sets a series 
of comparison examples of the coordinated CFPREV and the independent CFPREV. 
The controller parameters of the above examples are the same as those of examples 1 
and 2, and only different three-phase grounding fault parameters are set. Considering 
that the occurrence time and severity of the AC system fault the will affect the 
commutation failure of the inverter valve groups, the time range of the AC system 
fault is 1.000–1.009 s, and the equivalent electrical distance between the AC fault 
point and the near fault converter bus is 0.2–0.5H. 

Figure 7 is a comparison diagram of the effect of the coordinated CFPREV and the 
independent CFPREV in suppressing commutation failure in a series of simulation 
examples of three-phase ground fault. The white square represents that CFPREVs 
with or without coordinated control both can avoid commutation failure of far fault 
inverter valve groups. The light blue square represents that the coordinated CFPREV 
avoids commutation failure of far fault inverter valve groups, while the independent 
CFPREV cannot avoid commutation failure. The dark blue square represents that 
CFPREVs with or without coordinated control cannot avoid commutation failure 
of far fault inverter valve groups either. For the examples shown in the light blue, 
the coordinated CFPREV is superior to the independent CFPREV in suppressing 
commutation failure of inverter valve groups. In the above series of simulation exam-
ples, the coordinated CFPREV of most examples is more effective in suppressing 
commutation failure.
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Fig. 7 Comparison of 
suppression effect of 
commutation failure between 
coordinated CFPREV and 
independent CFPREV under 
a series of examples 

Fault time/s1 1.002 1.004 1.006 1.008 

Fault grounding reactance/H 

0.3 

0.4 

0.5 

0.2 

Coordinated CFPREV avoid commutation failure 

NO commutation failure 

Both commutation failure 

Table 1 Main CFPREV 
parameters of inverter valve 
group 

DIFF_LEVEL ABZ_LEVEL CFPREVk 

0.1405 0.15 0.075 

4 Conclusion 

Based on the analysis of CFPREV mechanism, a coordinated CFPREV strategy for 
UHVDC multi-infeed system is proposed. A large number of comparative examples 
are studied for the above coordinated CFPREV, and the following conclusions are 
obtained: 

• For the independent CFPREV under UHVDC multi-infeed system, the far fault 
inverter valve groups are less affected by AC fault, and the start time of CFPREV 
may be later than the time of commutation failure, which cannot effectively 
suppress the occurrence of commutation failure. 

• This paper proposes a coordinated CFPREV under UHVDC multi-infeed system. 
The controller uses the CFPREV information of the near fault valve group to accel-
erate the start time of the CFPREV of far fault valve group, which improves the 
suppression effect of commutation failure of the far fault valve group effectively. 
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Research on Multi-modal Track 
Association and Fusion Algorithm in Air 
Defense Weapon System 

Zhengzheng Yang , Tong Yao, Yong Hou, Xiaolong Su, Hao Bai, 
Xiutang Geng, and Binyi Wang 

Abstract In the air defense integrated cooperative operation, a multi-modal track 
association and fusion algorithm is proposed to meet the needs of multi-sensor data 
fusion of air defense weapon systems. The algorithm constructs a virtual point on 
a known two-dimensional vector, and then constructs a space triangle with known 
coordinates of the three vertices based on the point and the vector. Based on the space 
triangle, calculate the distance from the space point to the straight line, and then obtain 
the correlation coefficient between any three-dimensional coordinate point in space 
and two-dimensional vector, and then complete the multi-mode track association 
fusion processing between three-dimensional air situation and two-dimensional air 
situation. Simulation experiments show that the algorithm has high track association 
accuracy, small fusion error, fast processing speed, and advanced technical indicators. 
It can effectively deal with multi-mode track association and fusion problems in 
different application scenes, improve the situation awareness and information sharing 
ability of air defense weapon system, and provide useful reference for the intelligent 
development of air defense weapon system. 

Keywords Air Defense Weapon System · Multi-modal · Track Association and 
Fusion · Triangle Method 

1 Introduction 

The air defense weapon system is composed of air defense missiles and anti-aircraft 
guns, which is an important terminal defense weapon equipment in the air defense 
system [1–3]. With the rapid development and application of information technology 
and high-precision fixed point strike technology, as well as the development and 
improvement of airspace combat mode, the traditional air defense weapon system is
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Fig. 1 Schematic diagram 
of multi-sensor track 
association and fusion 

Sensor 1 Sensor 2 

Redundant target information 

Complementary target information 

facing severe challenges, such as the integration of air and ground multiple equip-
ment, the increasingly complex battlefield geographical environment and electro-
magnetic interference [4, 5]. In the future information battlefield, the integrated and 
cooperative operation of air ground multiple equipment and the complex battle-
field geographical environment and electromagnetic environment have put forward 
higher requirements for the air defense weapon system to achieve rapid association 
and fusion of target air information within the defense area [6]. Multi-mode track 
association and fusion is a multifunctional process that uses multi-sensor data fusion 
technology to associate and fuse information and intelligence detected by different 
types of sensors of multiple equipment. Therefore, more accurate and complete target 
information and battlefield situation can be obtained, providing better decision infor-
mation for commanders, as shown in Fig. 1 [7]. At present, research shows that three-
dimensional track and three-dimensional track association and fusion algorithm have 
been applied in air defense weapon system, and basically meet the requirements. 
However, there are few researches in the association and fusion algorithms of three-
dimensional track and two-dimensional track. Therefore, it is necessary to propose 
effective algorithms to solve the challenge faced by multi-sensor data fusion in air 
defense system [8, 9]. 

In this paper, we present a multi-mode track association and fusion algorithm to 
solve the problem of three-dimensional and two-dimensional target track association 
and fusion in air defense weapon system. The proposed algorithm is based on the 
triangle method to complete the three-dimensional and three-dimensional target track 
fusion. The application of this algorithm in air defense weapon system can effectively 
improve the situation awareness and information sharing capabilities of air defense 
weapon system, and provide a useful reference for the future development of air 
defense weapon system informatization and intelligence. 

2 Background 

The air defense weapon system consists of anti-aircraft guns, air defense missiles, 
command vehicles and other equipment. In the system, the target information can be 
detected through a variety of different types of sensors, such as the three-dimensional 
information (range, azimuth, elevation) of the target can be detected by the target 
indication radar, and the two-dimensional information (azimuth, elevation) of the 
target can be detected by the photoelectricity sensor. Track association and fusion



Research on Multi-modal Track Association and Fusion Algorithm … 355

Track 1 
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Track association Track fusion 

Sensor 1 

Sensor 2 
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Track association and fusion algorithm 

Fused track 
· 
· 
· 

Fig. 2 Track association and fusion structural framework 

technology is associate and fuse target information detected by different sensors to 
obtain more stable and reliable information data closing the real target, as shown in 
Fig. 2. In the air defense weapon system, track association and fusion technology 
is used to associate and fuse the target air information detected by multi-sensor to 
obtain target location, situation awareness and other information. Thus, it can provide 
strong support for commander to conduct command and decision on the battlefield, 
and further improve the combat capability of the air defense weapon system [10]. 

In the cooperative operation of air defense weapon system, the important problem 
to be solved is multi-mode track association and fusion, which is an important 
research field of the system. In a multi-sensor target detection environment, each 
sensor has collected a large amount of target track information. How to determine 
whether multiple tracks from different sensors are from the same target is the problem 
of track association and fusion [11]. The track association problem is easy to solve 
when the tracks are far away from each other and there is no interference or clutter. 
However, when multiple targets appear in the scene and there are many interference, 
clutter or forked tracks, the problem of track association becomes quite difficult. 
In addition, the difference of detection data dimension (three-dimensional or two-
dimensional), deployment location and detection accuracy between different sensors, 
coordinate transformation error and other factors make effective track association and 
fusion more challenging [12]. 

3 Multi-modal Track Association and Fusion Algorithm 

When the air defense weapon system cooperates with multiple equipment, the vehicle 
not only receives the three-dimensional air information from the target indication 
radar, but also receives the two-dimensional air information data from other sensors. 
Therefore, the vehicle needs to perform track association and fusion for the received 
three-dimensional tracks and two-dimensional tracks. For the problem, the multi-
mode track association and fusion algorithm is proposed in this paper. The proposed 
algorithm is composed of a three-dimensional and two-dimensional track association 
and fusion model based on the triangle method, which can realize the track association 
and fusion of three-dimensional and two-dimensional track, as shown in Fig. 3.
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Fig. 3 Multi-modal track association and fusion algorithm 

3.1 Three-Dimensional and Two-Dimensional Track 
Association Fusion Model Based on Triangle Method 

By constructing a virtual point on a known two-dimensional vector, a spatial triangle 
with known coordinates of three vertices based on the point and vector is constructed. 
Based on the space triangle, the distance from the space point to the straight line can 
be calculated, and then we can obtain the correlation coefficient between any three-
dimensional coordinate point in space and two-dimensional vector. Thus, the multi-
mode track association fusion processing between three-dimensional air situation 
and two-dimensional air situation can be completed. 

The processing flow of this model is shown in Fig. 4. 
The model takes the radar position, photoelectric position, three-dimensional posi-

tion information of the target detected by radar, two-dimensional position informa-
tion of the target detected by photoelectric as the input, and the associated and fused 
track points as the output. Finally, the multi-mode track association and fusion can 
be effectively completed. The specific steps are as follows:

Fig. 4 Model processing 
flow
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Fig. 5 Spatial relationship 
diagram

P0 0 0 0 

P2 x2 y2 z2 

Coordinate origin 

Radar position 

Photoelectric 
position 

P1 x1 y1 z1 

P3 x3 y3 z3 

P4 x4 y4 z4 

P x y z 

Step 1: Initialize the model. 
Set the correlation coefficient as D0, and establish a new three-dimensional rect-

angular coordinate system, that is, take the radar position coordinate as the origin of 
the new three-dimensional rectangular coordinate system. It is known that under the 
geodetic rectangular coordinate system, the radar position is P0'(x0', y0', z0'), the  
corresponding detected three-dimensional target point position is P1'(x1', y1', z1'), 
the photoelectric position is P2'(x2', y2', z2'), and the corresponding detected target 
azimuth is α' and the elevation is β '. 

Step 2: Conduct position and vector space registration [13]. 
Let the origin of the new three-dimensional rectangular coordinate system be 

P0(0, 0, 0). 
Then the three-dimensional coordinate of the detected target is P1(x1, y1, z1), the  

position of the photoelectric is P2(x2, y2, z2), and the corresponding detected target 
azimuth angle is α, and the elevation angle is β. The formula is converted as follows: 

P1(x1, y1, z1) = P1(x1' −  x0', y1' −  y0', z1' −  z0') 
P2(x2, y2, z2) = P2(x2' −  x0', y2' −  y0', z2' −  z0') 
α = α'
β = β'

(1) 

Step 3: Build a point on the photoelectric two-dimensional coordinate vector P3. 
Here, the distance from point P3 to point P2 is l, which is about twice the distance 

from the real detected target point P1 to the photoelectric position P2. The spatial
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relationship is shown in Fig. 5. The formula of point P3 is as follows. 

x3 = x2 + l × cos β × cos α 
y3 = y2 + l × cos β × sin α 
z3 = z2 + l × sin β 

(2) 

Step 4: Build a spatial triangle plane P1 P2 P3. 
The spatial triangle plane is shown in Figure 6, and the three side la , lb, lc are 

described as follows. 

la =
√

(x1 − x3)2 + (y1 − y3)2 + (z1 − z3)2 

lb =
√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 

lc =
√

(x2 − x3)2 + (y2 − y3)2 + (z2 − z3)2 
(3) 

Step 5: Calculate the internal angle of the point P3. 

A = arccos
(
l2 b + l2 c − l2 a 

2lblc

)
(4) 

Step 6: Calculate the length l34 of the line segment P3 P4. 
Let the intersection point of point P1 and vertical side P2 P3 be P4(x4, y4, z4). The  

length of l34 is calculated as follows. 

l34 = la cos A (5) 

Step 7: Calculate the distance D from the point P1 to the straight line P2 P3. 

D =
/
l2 a − l2 34 (6) 

Step 8: Judge the correlation between point P1 and vector P2 P3. 
If D < D0, point P1 is related to vector P2 P3, go to step 9; Otherwise, point 

P1 and vector P2 P3 are irrelevant, and multi-mode track association and fusion is 
completed. 

Step 9: Calculate the coordinate of the shortest distance point P4(x4, y4, z4) from 
point P1 to line P2 P3. 

x4 = x2 + (x3 − x2) 
(lc − l34) 

lc 

y4 = y2 + (y3 − y2) 
(lc − l34) 

lc 

z4 = z2 + (z3 − z2) 
(lc − l34) 

lc 

(7)
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Step 10: Calculate the coordinates P(x, y, z) of the midpoint P1 P4. 

x = 
(x4 + x1) 

2 

y = 
(y4 + y1) 

2 

z = 
(z4 + z1) 

2 

(8) 

Here P(x, y, z) is the track point after association and fusion. 

4 Simulation Experiment 

In order to verify the effectiveness of the multi-mode track association and fusion 
algorithm proposed in this paper, simulation experiments are carried out. Set the 
following two typical application scenes, as shown in Fig. 7. The computer hardware 
configuration of the simulation experiment is 3.2 GHz CPU and 8.0 GB memory. 

Application Scene I: 

(a) Detection point 1 is the location of radar detection equipment, detection point 
2 is the location of photoelectric detection equipment, and the distance between 
radar detection point and photoelectric detection point is 4 km; 
(b) Simulate that the three target tracks are parallel to each other and parallel to the 
X axis. The starting position is shown in Fig. 7. There are five kinds of simulated 
tracks, with the step size of 200 m to 1000 m in horizontal and vertical directions.

Fig. 6 Space triangle plan.
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Fig. 7 Application scenes
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Application Scene II: 

(a) The position settings of radar detection points and photoelectric detection 
points are consistent with the application scene I; 
(b) Simulate that the three target tracks are parallel to each other and parallel to the 
Y axis. The starting position is shown in Fig. 7. There are five kinds of simulated 
tracks, with the step size of 400 m to 2000 m in vertical direction. 

According to the position coordinates of radar detection points and photoelectric 
detection points in the two application scenes, and the detected target tracks, multi-
mode track association and fusion algorithm is used to calculate track association and 
fusion on the simulation computer. The final experimental data are shown in Table 1. 
The simulation experiment indicators in this paper include the association accuracy 
of three-dimensional track and two-dimensional track (point-line), the measurement 
average deviation distance, the association fusion processing time, etc. [14].

As is shown in Table I, the multi-mode track association and fusion algorithm 
proposed in this paper can effectively process the association and fusion of three-
dimensional and two-dimensional tracks, in which the point an line association accu-
racy is more than 94%, the fusion deviation distance is less than the average detec-
tion deviation distance of a single three-dimensional detection equipment, and the 
average processing time is 0.01 Ms. Therefore, the proposed algorithm can deal with 
the multi-mode track association and fusion problem in air defense weapon system 
effectively, in real time and quickly.
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Table 1 Performance indicators of multi-modal track association fusion algorithm in two applica-
tion scenes 

Examples Accuracy of 
point-line 
association 

Average deviation distance Processing 
timeScene Spacing 

distance 
Average deviation of 
three-dimensional 
detection 

Fusion 
deviation 
distance 

Scene I: 
Distance 
increase in 
horizontal and 
vertical 
directions 

200 m 94.1957% 90.3973 m 74.4841 m 0.011 ms 

400 m 100.000% 90.5235 m 69.2853 m 0.009 ms 

600 m 100.000% 90.7034 m 69.3424 m 0.011 ms 

800 m 100.000% 90.9373 m 69.4419 m 0.009 ms 

1000 m 100.000% 91.2257 m 69.5840 m 0.010 ms 

Scene II: 
Distance 
increase in 
vertical 
direction 

400 m 97.6783% 91.6435 m 71.3335 m 0.010 ms 

800 m 100.000% 91.8386 m 69.0268 m 0.010 ms 

1200 m 100.000% 92.1067 m 69.2132 m 0.010 ms 

1600 m 100.000% 92.4494 m 69.4576 m 0.010 ms 

2000 m 100.000% 92.8694 m 69.7630 m 0.010 ms

5 Conclusion 

In this paper, a multi-mode track association and fusion algorithm is proposed to solve 
the multi-mode track association and fusion problem derived from multi-sensor target 
detection trick in the field of air defense weapon system. The proposed algorithm first 
constructs a virtual point on a known two-dimensional vector. Then, a space triangle 
with known coordinates of three vertices based on the point and the vector. Based 
on the triangle, the distance from the point to the line in space can be calculated, and 
the correlation coefficient between a three-dimensional coordinate point and a two-
dimensional vector can be obtained. Finally, multi-mode track association and fusion 
can be completed. We evaluate the effectiveness of the proposed algorithm in dealing 
with multi-mode track association and fusion in different application scenes by simu-
lation experiments. The simulation results show that the algorithm has high track 
association accuracy, small fusion track error, fast processing speed and advanced 
technical indicators when dealing with three-dimensional and two-dimensional track 
association and fusion. This algorithm can provide reference for multi-modal data 
fusion in air defense weapon system, and it should be further verified and optimized 
in real air defense operations. This algorithm can effectively improve the situation 
awareness and information sharing ability of air defense weapon system when applied 
to air defense weapon system, and provide useful reference for the modernization 
and intelligent development of air defense weapon system.
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Harmonic Analysis of Grid-Connected 
Electric Vehicle Charging Stations 

Ziyi Yang 

Abstract With the strong support of national policies, wholesale grid connection 
of this new type of load electric vehicles, will inject harmonics into the distribution 
network. Based on this, this article examines the grid-connected harmonic charac-
teristics of electric vehicle charging stations(EVCSs) and analyzes its corresponding 
suppression measures under various charging scenarios in urban EVCSs. 

Firstly, based on the construction status of EVCSs in China and the different 
scale and capacity of EVCSs and geographical locations, more typical charging 
station categories are selected for analysis and research. To realize the simulation of 
these different charging scenarios, an EVCS model is built, and then the harmonic 
characteristics are simulated and analyzed after its connection to the city distri-
bution network. By studying the harmonic characteristics under different charging 
scenarios, the impact of charging stations access on the power quality of the power 
grid after connection is analyzed, and effective measures for harmonic suppression 
are proposed, and suggestions for the configuration of compensation and treatment 
devices are given to provide a basis for the further building of charging facilities and 
the planning and operation of distribution grid. 

Keywords Electric Vehicle Charging Station · Distribution Network · Harmonics 

1 Introduction 

As the world’s largest energy-consuming country and an important force in envi-
ronmental protection, China actively implements electric vehicle science and tech-
nology strategies, promotes the upgrading of the industrial structure of the automobile 
industry and the transformation of the electric power system, cultivates and develops 
the electric vehicle market, and the electric vehicle industry has been elevated to a 
national strategy, becoming one of the strategic emerging industries that the country
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focuses on developing [1]. With national policy support and the progress of social 
development, the growth of electric net cars, electric official cars, and electric shuttle 
buses in scenic spots is also becoming more and more rapid, and the demand for 
charging stations will also increase significantly. 

Electric vehicle charger are nonlinear loads consisting of electrical and electronic 
devices, which can inject harmonics into the distribution network and cause harm 
to the secure and stable operation of power grid and equipment. [2–4]. In large and 
medium-sized charging stations, there are many harmonic source chargers, which 
will cause harmonic pollution and other adverse effects on the grid after large-scale 
grid connection [5]. The literature [6] analyzes the characteristics of harmonics in 
terms of both equivalent load changes in electric vehicle charging and changes in 
the number of charging piles connected to the grid, and proposes a method based 
on an improved wavelet neural network to meet the accurate detection of harmonics 
in EVCSs, laying the foundation for electric vehicle harmonic suppression. Liter-
ature [7] obtained that charging piles mainly increase the 5th and 7th harmonics 
based on the modeling and simulation analysis of EV charging piles, and proposed 
the introduction of active power filters to suppress harmonics. [8] proposes two 
methods to manage harmonics and reduce their impact on power quality, based on 
the analysis of the system of charging stations connected to the grid and the design 
of switching stations, with multi-pulsation rectification techniques and filtering tech-
niques. The literature [9] analyzes the impact of some uncertainties associated with 
nonlinear residential loads and electric vehicles on voltage harmonic distortion and 
voltage imbalance in distribution networks, thus proposing a probabilistic approach 
to comprehensively assess the impact of power quality in networks with electric 
vehicles, nonlinear loads and photovoltaics. The literature [10] evaluates and allevi-
ates the impact of different EV chargers on distribution transformers and distribution 
system voltage quality based on weighted arithmetic mean and optimal harmonic 
power flow algorithms. [11] studied the impact of large-scale EV penetration on 
low-voltage distribution and proposed several charging schemes for EV integra-
tion into the utility grid, considering power demand, voltage profile, power quality 
and system adequacy. The literature [12] pointed out that an adaptive neuro-fuzzy 
controlled distribution static compensator can effectively improve the power quality 
in the electric vehicle distribution grid and designed a sustainable bi-directional 
EVCS in the distribution grid based on this. 

Therefore, in order to reduce the harmonic pollution to the electricity network grid 
and improve the power quality of the distribution network, it is necessary to study the 
harmonic influence on the distribution network when charging EVCSs is connected 
to the grid, especially the change law and characteristics of the harmonics generated 
during the charging process, and to formulate a reasonable harmonic management 
plan, so as to provide a theoretical basis for the construction of large-scale EVCS and 
power quality management, and to ensure the secure, economic and reliable operation 
of the power grid. In this article, we investigate the harmonics changes in different 
charging scenarios. In this paper, we study the harmonics characteristics of grid-
connected EVCSs under different charging scenarios and analyze the corresponding 
suppression measures. Firstly, we analyze the construction status of EVCSs in China,
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and select several typical charging stations, such as urban public charging stations, 
bus charging stations and highway charging stations, according to the different scale 
and capacity of EVCSs and geographical locations. Further, a model of EVCS is built 
to realize the simulation of these different charging scenarios, and the harmonic char-
acteristics of different types of charging stations after grid connection are simulated 
and analyzed. Then, according to the harmonic limitation standards of public power 
grid and electrical equipment, the impact of charging stations on the power quality of 
power grid after connection is analyzed by studying the harmonic characteristics of 
different charging scenarios, and effective measures for harmonic suppression and 
suggestions for the configuration of harmonic compensation treatment devices are 
proposed. 

2 Typical City Electric Vehicle Charging Station 

2.1 Classification of EV Charging Stations in Typical Cities 

The development of electric vehicles has been strongly supported by national poli-
cies in recent years, and a series of national and local policies have been introduced 
to promote new energy vehicles and charging infrastructure. 2012 saw the State 
Council issue the “Energy Conservation and New Energy Vehicle Industry Develop-
ment Plan (2012–2020)”, and in 2013 four ministries and commissions jointly issued 
the “Notice on Continuing the Promotion and Application of New Energy Vehicles”. 
In 2014, the country has intensively introduced policies to increase the promotion 
efforts. Five ministries and commissions issued the Implementation Plan for the 
Purchase of New Energy Vehicles by Government Agencies and Public Institutions, 
the General Office of the State Council issued the Guiding Opinions on Acceler-
ating the Promotion and Application of New Energy Vehicles, the Development 
and Reform Commission issued the Notice on Issues Related to Electric Vehicle 
Pricing Policy, and four ministries and commissions issued the Notice on Incen-
tives for the Construction of New Energy Vehicle Charging Facilities. In November 
2015, four ministries and commissions jointly issued the “Electric Vehicle Charging 
Infrastructure Development Guide (2015–2020)”[13] and the General Office of the 
State Council issued the “Guidance on Accelerating the Construction of Electric 
Vehicle Charging Infrastructure”, China will accelerate the construction of charging 
infrastructure. 

EVCSs can be divided into special charging stations, urban public charging 
stations and intercity traffic charging stations according to the scale capacity and 
geographic location, etc. Special charging stations serve the charging needs of vehi-
cles for environmental protection, logistics and police; urban public charging stations 
serve the charging needs of social electric vehicles; intercity traffic charging stations 
serve the charging needs of electric vehicles to and from highways.
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Table 1 Electric vehicle charging station classification and its characteristics 

Classification Service 
Users 

Charging 
mode 

Charging features 

Urban public 
charging 
stations 

Service for 
social 
vehicles 

Regular and 
fast charging 

More electric vehicles charging at the same 
time, less power battery power 

Bus charging 
station 

Dedicated to 
bus service 

General 
charging 

The power battery has a large capacity and 
requires a relatively high voltage and current 
for charging 

Highway 
charging 
stations 

Service for 
vehicles 
passing 
through the 
highway 

Fast charging Longer distance from substation and longer 
distribution lines 

Urban public charging stations are oriented to social electric vehicles with large 
demand and different scales, among which the large-scale grid connection of electric 
vehicles will change the load characteristics and structure of the distribution network 
and have a large impact on the urban power grid; buses, as an electric vehicle that 
occupies a certain position in public travel, and bus charging stations are mostly 
built in bus hubs and other places with large charging demand, and the charging 
power is large, which will inject large harmonics into the power grid. Considering 
the intercity travel and travel charging demand for tourism, vacation, sightseeing 
and leisure, highway charging stations, as an important member of intercity trans-
portation charging stations, also need to be studied for their grid-connected harmonic 
characteristics (Table 1). 

2.2 EV Charger Model 

The current working principle of widely used chargers is that the three-phase bridge 
rectifier carries out uncontrolled rectification and filtering of the three-phase AC 
voltage, and then passes through a high-frequency DC/DC power converter, and 
then provides DC power to the power battery after output filtering, as shown in 
Fig. 1.

Among them, the high-frequency power conversion device is complicated to 
model and computationally intensive, which needs to be approximated as equiv-
alent. The charging process of an electric vehicle can take as fast as half an hour, 
and conventional charging generally takes 4–6 h, so the output voltage U0 and output 
current I0 of the charger can be considered as constant DC in the industrial frequency 
cycle, i.e., the DC/DC power converter is in a constant power operation during this 
period. Therefore, a nonlinear time-varying resistive element Rc can be equated to the 
equivalent input impedance of this power converter [14]. The simplified equivalent 
model of an electric vehicle charger is shown in Fig. 2. The nonlinear time-varying
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Fig. 1 Single charger charging schematic

Fig. 2 Charger Equivalent 
Circuit 
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resistor is equivalent to the electric vehicle battery charging characteristics and its 
analytical equation is shown in Eq. (1). 
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= 
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= 

ηU 2 
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PO 
= 

ηU 2 
I 

UO IO 
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where η is the charger efficiency. Based on the above analysis, it is clear that building 
the charger equivalent circuit model requires studying the charging characteristics of 
the EV battery to obtain the specific variation of the nonlinear time-varying resistance. 

In order to improve charging efficiency and save charging time, a two-stage 
constant-current voltage-limiting/constant-voltage current-limiting charging method 
(CC/CV) is widely used [15], i.e., the current first charges the battery at a constant 
current at the beginning, when the voltage is gradually rising, and when the charging 
voltage rises to a certain stage, it enters the constant-voltage charging mode, and the 
charging current slowly decreases to prevent the excessive current from damaging the 
battery at the late stage of charging. The specific charger output parameters change 
as shown in Fig. 3 below, and the nonlinear resistance Rc will also change with the 
change of charging output power.

For conventional charging, the typical charger conventional charging output power 
curve was obtained in the literature [16] based on the battery data recorded during 
the actual charging process and then by data fitting, where the maximum output 
power was 9 kW and the variation law is shown in Fig. 3, where the output power 
is a segmentation function that rises in the first half and drops significantly after
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Fig. 3 Typical curves of 
power cell charging 
parameters during charging

reaching the maximum value. Therefore, the relationship between the charger output 
power and charging time under two-stage charging mode is obtained as shown in the 
following equation. 

PO (t) =
{

0.79POmax t0.048, 0 < t ≤ TC 
POmaxe−0.021(t−TC ) , TC ≤ t ≤ T 

(2) 

where POmax is the maximum output power of the charger, TC and T are the constant 
current charging time and complete charging cycle of the charger, respectively. 

The electric vehicle charging pile model built based on the equivalent simpli-
fied model of the charging station above is shown in Fig. 4, taking a typical 9 kW 
conventional charger as an example [16], the power supply is supplied at 10 kV, the 
transformer is of 10/0.4 kV voltage level, dy11 connection, the inductor-capacitor 
value is used a common charger parameter, and the harmonic analysis is performed 
using the FFT module with each harmonic analysis module. 

Fig. 4 Charger simulation model
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3 The Impact of Urban Charging Station Access 
on the Harmonics of the Distribution Network 

3.1 Harmonic Analysis Model for Urban EVCSs 

Due to the different charging objects and geographical locations, they can be divided 
into various types of charging stations such as urban public charging stations, bus 
charging stations, highway charging stations, etc. The characteristics of the service 
areas of the distribution networks accessed by these charging stations are very 
different, including: 

1. Various load types and different load levels such as residential, commercial and 
industrial. 

2. Different total three-phase and single-phase loads. 
3. Network topology variations including different single-phase and three-phase 

line lengths and differences between total lengths. 
4. Different network voltage levels, substation MVA ratings, etc. 

When electric vehicles are charged through the charging pile’s access to the grid, 
the impact caused by battery charging can be expressed as the impact of the charging 
pile or charging station on the grid from the perspective of the grid side. The power 
supply voltage of large electric vehicle charging station is 10 kV, usually using special 
line or double-loop way to supply power; medium-sized charging station uses 10 kV 
single-way often supplying special transformer power supply; small charging station 
can usually directly connect to 0.4 kV low-voltage line. In this paper, we mainly study 
the harmonic influence generated by urban EVCSs connected to the medium and low 
voltage distribution network, whose structure is shown in Fig. 5. 

Fig. 5 The overall layout 
structure of EVCSs 
connected to the city 
distribution network
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Table 2 Electric vehicle charging station parameters and grid connection location 

Parameter Charging pile 
power/kW 

Maximum number 
of charging 
stations/pc 

Charging 
method 

Access location 

Urban public 
charging station 

5 8 Conventional 
charging, fast 
charging 

380 V busbar 

Bus charging 
station 

90 4 Conventional 
charging 

10 kV busbar 

Highway 
charging station 

15 4 Fast charging Long distance 
transmission line 

With reference to the actual parameters of charging facilities currently under 
construction in Huzhou City, this paper builds a simulation model of different 
charging stations connected to the distribution network, and the capacity configura-
tion of each type of electric vehicle charging station, as well as the grid connection 
location, are shown in Table 2 below. 

3.2 Harmonic Analysis of Different Charging Scenarios 

According to the electric vehicle charger model built above and different types 
of charging station parameters, build charging station grid-connected models for 
different charging scenarios, simulate the operation to the peak electric vehicle 
charging period, measure the harmonic voltage and current on the 10 kV common 
connection point and 380 V bus of the distribution network, and use the FFT module 
to analyze the voltage content of each harmonic, the simulation results are as follows 
(Fig. 6) and (Table 3). 

(a) At 10KV busbar                                 (b) At 380V busbar 
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Fig. 6 Harmonic voltage and current diagram of urban public charging stations
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Table 3 Harmonic voltage content of 10 kV and 380 V in urban public charging stations 

Urban public charging stations Voltage harmonic content/% 

5 times 7 times 11 times 13 times THD 

10 kV 2.18% 0.33% 0.09% 0.12% 2.21% 

380 V 0.53% 0.82% 0.32% 0.54% 1.22% 

(1) Urban public charging stations. 

(2) Bus charging station. 

(3) Highway charging station. 

The total harmonic distortion rate of voltage on the common connection point of 
10 kV and 380 V bus of the distribution network is measured and compared with 
GB/T 14,549–1993 standard to compare and analyze the harmonic pollution of the 
charging station grid-connected to the distribution network under different charging 
scenarios, and the comparison of the results is shown in Figs. 9 and 10. 

As can be seen the main number of AC side voltage harmonics during the charging 
process of EVCSs are the 5th, 7th, 11th and 13th harmonics i.e. the 5th harmonic, 
of which the 5th harmonic voltage content is the largest. Among different charging 
scenarios, the bus charging station connected to the grid causes the most serious 
harmonic pollution, which exceeds the allowable value of 10 kV bus harmonic voltage 
content in GB/T 14,549–1993 standard. It can be seen that bus charging stations, as 
high-power charging stations, need to be equipped with special distribution trans-
formers for power supply, and their harmonic impact on the grid is more serious, 
and centralized management measures should be taken to cope with the harmonic 
problem of charging loads (Fig. 7) and (Table 4). 

(a) At 10KV busbar                                 (b) At 380V busbar 

VI 

x 2.920 2.930 2.940 2.950 2.960 2.970 2.980 

-2.0 
-1.0 
0.0 
1.0 
2.0 

V

-0.200 

0.200 
I 

VIB2 

x 2.520 2.530 2.540 2.550 2.560 2.570 2.580 2.590 

-0.100 

0.100 
VB2

-0.200 

0.200 
IB2 

Fig. 7 Harmonic voltage and current diagram of bus charging station
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Table 4 Harmonic voltage content of 10 kV and 380 V in bus charging station 

Bus charging station Voltage harmonic content/% 

5 times 7 times 11 times 13 times THD 

10 kV 4.01% 0.79% 0.55% 0.34% 4.15% 

380 V 1.95% 1.00% 1.06% 0.89% 2.64% 

Table 5 Harmonic voltage content of 10 kV and 380 V in highway charging station 

Bus charging station Voltage harmonic content/% 

5 times 7 times 11 times 13 times THD 

10 kV 2.95% 0.16% 0.30% 0.25% 2.98% 

380 V 0.80% 0.20% 0.58% 0.66% 1.21% 

Comparing with the bus charging station, it is easy to find that the harmonic 
voltage content of 10 kV and 380 V bus after the city public charging station and 
highway charging station are connected to the distribution grid does not exceed the 
standard allowable value. Therefore, the simulation of the scenario where the city 
public charging station and the highway charging station are connected to the grid 
at the same time is carried out, and the results are shown in the table (Fig. 8) and 
(Table 5). 

As the data in the table shows, when urban public charging stations and highway 
charging stations are connected to the distribution network at the same time, the 
harmonic voltage content of 10 kV bus is greatly increased compared with that 
without charging stations, far exceeding the national standard value. Therefore, when 
a large number of urban EVCSs are connected to the grid, the harmonic pollution 
problem to the distribution network cannot be ignored, and reasonable construction 
planning of charging stations should be adopted to study how to achieve the best 
configuration of charging stations with the least impact on the distribution network;

(a) At 10KV busbar                                 (b) At 380V busbar 
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Fig. 8 Harmonic voltage and current diagram of highway charging station
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Fig. 9 Harmonic voltage content at 10 kV under different charging scenarios

and appropriate compensation and treatment devices should be configured to meet 
the harmonic requirements of the connected network (Table 6).
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Fig. 10 Harmonic voltage content at 380 V under different charging scenarios

Table 6 10 kV bus charging harmonic voltage under different charging scenarios. 

Charging scene Voltage harmonic content/% Total voltageharmonic distortion 
rate/%5 times 7 times  11 

times 
13 
times 

City and highway 
charging station 

26.7 0.08 0.11 0.19 26.7 

No charging station 2.52 0 0 0 2.52 

Parameter 
allowance 

3.2 3.2 3.2 3.2 4.0 

4 Conclusion 

In this paper, according to the construction status of EVCSs in China and the differ-
ence of their scale capacity and geographical location, representative urban public 
charging stations, bus charging stations and highway charging stations are selected 
for analysis and research. Then a model of electric vehicle charging station is built 
to simulate and analyze the harmonic characteristics of different types of charging 
stations after they are connected to the city distribution network. The harmonic
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characteristics of urban EV charging stations under different charging scenarios are 
studied and analyzed to obtain the impact of charging stations on the power quality 
of the power grid after connection, and effective measures for harmonic suppression 
are proposed, and suggestions for the configuration of compensation and treatment 
devices are given to provide a basis for the further construction of charging facilities 
and the planning and operation of the distribution grid. 
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Two-Tier Demand-Side Response 
for Hydrogen Producing and Hydrogen 
Selling Integrated Hydrogenation Station 

Jiajia Huan, Xin Huang, Mintong Zhao, and Yunxia Xu 

Abstract As a kind of clean secondary energy, hydrogen energy has the advan-
tages of extensive acquisition methods, low carbon terminal energy and abundant 
application scenarios. The development of hydrogen energy has been promoted to 
national energy strategy, and studying the economy of hydrogen energy development 
and utilization is currently one of the urgent needs to optimize energy consumption 
structure and energy transformation in China. This paper presents a demand-side 
response model for hydrogen generation and hydrogenation integrated parent station 
of hydrogen fuel cell vehicle. Electrolysis of water system is adopted in the model 
of methanol and hydrogen production link, and consider the peak valley price and 
methanol prices external environment, build a hydrogen mother standing demand side 
response behavior model of integrated energy system, accounting mother hydrogen 
filling station integrated energy system for demand side response of the peak valley 
price analysis, for the hydrogen fuel cell car hydrogen production for the cost opti-
mization of hydrogenation mother standing support, It provides decision support 
for hydrogen production and hydrogenation parent station to face methanol price 
fluctuation and electricity price change. 
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1 Introduction 

With the deterioration of the global environment, the world has launched a series 
of discussions on economic development and environmental protection, and China 
has pledged to lay out a comprehensive green energy industry and implement the 
two major goals of carbon peaking and carbon neutrality in order to help solve 
global environmental problems [1]. In the context of double carbon, various produc-
tion industries are looking for clean energy to achieve the emission reduction target 
and seek the possibility of low carbon emission reduction energy transition. As a 
renewable energy source, hydrogen has the advantages of wide access, low carbon 
end-use, and rich application scenarios, and will become a secondary energy source 
that cannot be ignored in the future low-carbon energy transition, and is an effective 
alternative to fossil energy for achieving deep decarbonization in difficult emission 
reduction areas such as power, industry, and transportation sectors [2]. The trans-
portation sector, as one of the important areas to achieve carbon emission reduction, 
countries have continuously replaced the existing fossil energy vehicles by clean 
energy vehicles to achieve zero carbon transportation, and the development of new 
energy vehicles has become a possibility of replacement [3]. Among the ranks of 
new energy vehicles, hydrogen-fueled tram cars, which use hydrogen energy as a 
power source, have become an important part of hydrogen energy development and 
have been developed and applied by many countries and companies. 

The main energy consumed by hydrogen fuel cell vehicles is hydrogen. Nowadays, 
the main ways of hydrogen production are coal to hydrogen, natural gas to hydrogen, 
methanol to hydrogen, industrial by-production of hydrogen, and electrolysis of 
water to hydrogen [4]. While hydrogen is used as an energy source for fuel cells, the 
supply of hydrogen to transportation fuel mainly adopts centralized hydrogen supply 
mode and distributed hydrogen supply mode. The distributed hydrogen supply model 
adopts the ready-to-use concept and is present in most of the hydrogen refueling 
stations because of its abundant hydrogen production methods, low safety risk, and 
better total cost of hydrogen use than the centralized hydrogen supply. In terms of 
raw materials, distributed hydrogen production can be divided into three categories: 
natural gas hydrogen, methanol hydrogen, and electrolytic water hydrogen, among 
which methanol hydrogen is the preferred source of distributed hydrogen supply 
because of its lower cost compared with the other two, while electrolytic water 
hydrogen can achieve zero carbon emission compared with the other two and has 
been further developed and applied [5]. Currently, there are different new models for 
the operation of hydrogen refueling stations. For example, in the literature [6], the 
concept of mother-son station is proposed, where the mother station is integrated with 
hydrogen production and hydrogen refueling, and the son station is used as a pure 
hydrogen refueling station. For example, the paper [6] proposed the concept of child-
mother station, where the mother station is integrated with hydrogen production and 
refueling, and the child station is a pure hydrogen refueling station.
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At present, the hydrogen production mode in hydrogen refueling stations mainly 
adopts proton exchange membrane electrolytic water production, i.e., the conver-
sion of electrical energy into hydrogen energy. With the difference between peak 
and valley prices in the peak-to-valley tariff, this PEM hydrogen production has 
the potential to respond to the fluctuation of electricity prices and to reduce the 
peaks and fill the valleys. However, the fluctuation of hydrogen demand makes 
hydrogen production demand-side responsive mainly because of the fluctuation of 
electricity price. Currently, studies on the demand-side response of hydrogen energy 
are mainly covered in integrated energy systems. For example, literature [7] proposed 
a wind-light-hydrogen multi-energy complementary microgrid optimal configura-
tion method that takes into account demand-side response to solve the problem 
of optimal economic cost of multi-energy complementary microgrid; literature [8] 
proposed a multi-objective optimization model of regional integrated energy system 
that takes into account integrated demand response to solve the problem of balancing 
multiple scheduling objectives such as energy cost, pollution emission and wind 
power consumption in regional integrated energy system. However, the demand-side 
response research for the integrated hydrogen production and hydrogen processing 
mother station is less, and the demand-side response mechanism and model for the 
integrated hydrogen production and hydrogen processing mother station need further 
research. 

Accordingly, this paper proposes a demand-side response model for an integrated 
hydrogen production and hydrogen refueling mother station for hydrogen fuel cell 
vehicles, which is relatively little studied and analyzed in hydrogen production and 
hydrogen refueling mother stations. The model uses electrolytic water and methanol 
reforming to produce hydrogen, and takes into account the external price environ-
ment of peak and valley electricity prices and methanol prices to build a demand-side 
response behavior model for the integrated energy system of hydrogen production 
and hydrogen refueling mother station, to realize the demand-side response anal-
ysis of the integrated energy system of hydrogen production and hydrogen refueling 
mother station for peak and valley electricity prices, to support the cost optimization 
of hydrogen production and hydrogen refueling mother station for hydrogen fuel cell 
vehicles, and to provide a decision for the hydrogen production and hydrogen refu-
eling mother station for methanol price fluctuations and electricity price changes. The 
model provides decision support for the price fluctuation of methanol and electricity 
price change.
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2 Two-Tier Demand-Side Response System Structure 
and Demand-Side Response Mechanism 

2.1 Integrated Energy System Structure of the Integrated 
Hydrogen Production and Hydrogen Refueling Mother 
Station 

At present, hydrogen refueling stations in China are mainly integrated energy supply 
stations with refueling, hydrogen refueling, charging and photovoltaic power genera-
tion [9], and hydrogen refueling stations with integrated hydrogen production, trans-
portation and sale in a “child and mother station”. For hydrogen production and 
hydrogen refueling mother stations actively participate in the peak and valley tariff 
mechanism in the demand to change the electricity consumption behavior. The system 
constructed in this paper is an integrated energy system for hydrogen production and 
sale “mother station” hydrogen refueling station to meet hydrogen demand through 
electrolytic water hydrogen production system and methanol hydrogen production 
system, as well as considering energy storage unit and hydrogen production link 
to participate in demand-side response. The energy flow diagram of this integrated 
energy system is shown in Fig. 1. 

In the system, the electrolytic water hydrogen production system adopts the proton 
exchange membrane electrolytic water hydrogen production equipment, which is 
supplied by the photovoltaic power generation unit, the energy storage unit and 
the superior power grid, and the hydrogen produced is directly supplied to the 
hydrogen load; the methanol hydrogen production system adopts the methanol and 
water vapor reforming hydrogen production process, and the hydrogen produced is

Fig. 1 Energy flow diagram of integrated energy system 
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directly supplied to the hydrogen load, and the raw material for hydrogen production, 
methanol, comes directly from the methanol market. 

2.2 Link Model of Integrated Energy System Structure 
of Hydrogen Production and Hydrogen Refuelling 
Integrated Mother Station 

2.2.1 Hydrogen Production by Electrolysis of Water. 

The electrolyzer in the electrolytic water hydrogen production system converts elec-
trical energy into hydrogen by electrolyzing water. Hydrogen production from elec-
trolytic water is the most promising hydrogen production technology because of 
its high purity and no carbon dioxide emission during the process. According to the 
different diaphragms, electrolytic water technology can be divided into alkaline elec-
trolytic water hydrogen production, proton exchange membrane electrolytic water 
hydrogen production and solid oxide electrolytic water hydrogen production, among 
which alkaline electrolytic water hydrogen production is the most mature and highly 
commercialized; proton exchange membrane electrolytic water hydrogen produc-
tion has high current density and good input dynamic response, which is suitable for 
renewable energy generation with obvious fluctuations, but the investment cost of 
equipment is high, and it has been initially commercialized. The solid oxide elec-
trolytic water hydrogen production has high conversion efficiency, but requires high 
temperature heat source and high requirement for material anti-aging ability in high 
temperature environment [10–12]. 

In this paper, the mathematical model of [13] is proposed to be used for hydrogen 
production by electrolysis of water using a proton exchange membrane, as shown in 
Eq. (1). 

m P2H t = εηP2H P P2H t (1) 

where m P2H t is the hydrogen production of the electrolyzer at time t , in  kg/h. ε 
is the electro-hydrogen conversion factor in Nm3/(kWh). ηP2H is the efficiency of 
electrolyzer. P P2H t is the input power of the electrolyzer at time t , in  kW . 

2.2.2 Methanol Reforming to Hydrogen 

Methanol hydrogen production has the advantages of flexible hydrogen production 
scale, low construction investment cost, easy to obtain raw materials, and high energy 
density per unit of methanol, easy to store and transport, and low carbon emission 
in the process of hydrogen production, which is “blue hydrogen”. Methanol water 
vapor reforming is a relatively mature methanol to hydrogen technology, which is a



382 J. Huan et al.

reaction between methanol and water vapor under certain pressure and temperature 
conditions, using Cu, Pd, etc. as catalysts to convert to hydrogen and carbon dioxide. 
This type of hydrogen production has the advantages of mild reaction conditions, 
high hydrogen yield, and low CO content [14]. Methanol reforming for hydrogen 
production is not only applied in hydrogen refueling stations for hydrogen produc-
tion, but also in some new energy vehicles where on-board methanol reforming for 
hydrogen production is adopted to supply hydrogen fuel cell consumption directly 
[14]. 

The mathematical model proposed in this paper [15] is shown  in  Eq. (2). 

mM2H 
t = ηM2H min  

t (2) 

where mM2H 
t is the methanol reformer hydrogen production at time t , in  kg/h. 

ηM2H is the efficiency of methanol reformer hydrogen production. min  
t is the mass of 

methanol consumed by methanol reformer hydrogen production at time t , in  kg/h. 

2.3 Two-Layer Demand-Side Response Mechanism 
of the Integrated Hydrogen Production and Hydrogen 
Refueling Mother Station 

The two-layer demand-side response of the integrated hydrogen production and 
hydrogen refueling mother station proposed in this paper is not only reflected in 
the demand-side response of traditional electric energy storage, but also in the 
demand-side response of cross-energy forms. 

The energy storage unit serves as the first layer of a two-tier demand-side response 
for the integrated hydrogen production and hydrogen refueling mother station. In the 
price-based demand-side response [10] the batteries of the energy storage unit are 
charged at the valley price of the peak-valley tariff to obtain electricity from the grid, 
and discharged at the peak price of the peak-valley tariff to provide electricity to 
the electricity-using load, which does not obtain electricity from the grid until the 
batteries are completely discharged. Such a response can, on the one hand, help the 
load to reduce the cost of electricity and, on the other hand, reduce the peak-to-valley 
difference of the power system. 

The second layer of the two-tier demand-side response of the integrated hydrogen 
production and refueling mother station is reflected in the cross-energy form of 
demand response. This layer of demand response occurs only when the peak 
hydrogen cost is higher than the methanol reforming cost and when the valley 
hydrogen cost is lower than the methanol reforming cost. When the peak-to-valley 
tariff is in the peak range, the customer will be motivated to use electrolytic water to 
produce hydrogen; when the peak-to-valley tariff is in the valley range, the customer 
will be motivated to use methanol reforming to produce hydrogen.
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3 Two-Tier Demand-Side Response Model 

The two-tier demand-side response model proposed in this paper considers the factors 
of electricity price and methanol price, and the integrated hydrogen production and 
hydrogenation mother station operates the system with the pursuit of minimizing its 
own operation cost. Therefore, the two-tier demand-side response model given in 
this section will find the appropriate independent variables to construct the objective 
function with the objective of minimizing the system operation cost and determine 
the optimal decision scheme. 

3.1 Objective Function 

In this model, three independent variables are selected to construct the objective 
function. These include the battery charging and discharging power Pb 

t at time t . 
The input power P P2H t of the electrolyzer at time t . And the methanol mass min  

t 
consumed in methanol reforming for hydrogen production at time t . 

The objective function of this paper is to minimize the sum of the operating cost 
F1 of electric hydrogen production and the operating cost F2 of methanol hydrogen 
production, and the detailed formula is shown in Eq. (3). 

⎧ 
⎪⎨ 

⎪⎩ 

Min  F  = F1 + F2 

F1 = CPh + CB + CP2H 

F2 = CM 

(3) 

where MinF is the sum of objective functions F1 and F2, and CPh , CB and CP2H 

are the operating costs of PV unit, energy storage unit and electrolyzer, respectively. 
CM is the operating cost of methanol to hydrogen. 

Where CPh, CB , CP2H and CM , the detailed equations are shown in Eq. (4). 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

CPh = −  
T∑

t=1 

C P t · PV 
t · � t 

CB = −  
T∑

t=1 

C P t · P B t · � t 

CP2H = 
T∑

t=1 

C P t · P P2H t · � t 

CM = 
T∑

t=1 

C M 
t · min  

t · � t 

(4)
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where T is the dispatch period in h. C p t is the purchased power price in time period 
t . PV 

t is the PV output in time period t in kW . � t is the dispatch time per unit in h. 
C M 
t is the purchased power price in time period t . 

3.2 Constraints 

3.2.1 Energy Storage Device Constraints 

The operation of the two-tier demand-side response system model needs to satisfy 
three constraints on the battery operating state of the energy storage equipment, the 
charging and discharging power constraints, and the energy storage capacity. 

Among them, the first constraint is the battery operation state constraint, as shown 
in Eq. (5), which indicates that the total discharge of the battery in a dispatch cycle 
is equal to the total charge. 

T∑

t=1 

P B t · � t =0 (5)  

The second constraint is the battery charging and discharging power constraint, 
as shown in Eq. (6), which indicates that the battery charging and discharging power 
must not exceed certain upper and lower boundaries during t time periods. 

−P B max ≤ P B t ≤ P B max (6) 

where, P B max is the upper and lower limits of battery charging and discharging power 
in kW . 

The third constraint is the battery storage capacity constraint, as shown in Eq. (7), 
which indicates that the battery capacity must not exceed certain upper and lower 
boundaries. 

0 ≤ I ni t  B + 
k∑

t=1 

P B ≤ BEmax, ∀k ∈ 1, 2, · · ·, T (7) 

where, I ni t  B is the initial storage capacity of the battery in kW · h. BEmax is the 
upper capacity limit of the battery in kW · h. 

3.2.2 Hydrogen Production and Storage Equipment Constraints 

The constraints to be satisfied by the hydrogen production equipment model in 
the two-layer demand-side response model are three constraints: hydrogen supply



Two-Tier Demand-Side Response for Hydrogen Producing … 385

and demand balance constraint, electrolyzer input power constraint, and methanol 
reforming hydrogen production power constraint. As well as the operating state 
constraint of the hydrogen storage equipment, and the stock constraint. 

Among them, the hydrogen supply and demand balance constraint of the hydrogen 
production equipment model, as shown in Eq. (8), which indicates that the total 
amount of hydrogen produced by the hydrogen production equipment in a dispatch 
cycle is equal to the hydrogen demand. 

T∑

t=1 

(m P2H t + mM2H 
t ) = 

T∑

t=1 

mHR  
t (8) 

where, mHR  
t is the hydrogen demand in kg for time period t . 

The electrolyzer input power constraint for the hydrogen production equipment 
model is shown in Eq. (9), which indicates that the electrolyzer input power in time 
period t must not exceed a certain upper and lower bound. 

P P2H min ≤ P P2H t ≤ P P2H max (9) 

where P P2H min and P P2H max are the lower and upper limits of the input power of the 
electrolyzer. 

The methanol reformer hydrogen production power constraint constraint for the 
hydrogen production equipment model, shown in Eq. (10), indicates that the methanol 
input to the methanol reformer hydrogen production at time t must not exceed a certain 
upper and lower bound. 

P P2H min ≤ P P2H t ≤ P P2H max (10) 

where min  
min and m

in  
max are the lower and upper limits of methanol input per unit time 

to the methanol reforming hydrogen plant. 
The operating state constraint of the hydrogen storage equipment, as shown in 

Eq. (11), indicates that the input quantity of the hydrogen storage equipment is equal 
to the output quantity in one scheduling cycle. 

T∑

t=1 

SH 
t = 0 (11) 

where SH 
t is the net intake of hydrogen storage equipment at time t , in  kg. 

The stock constraint of the hydrogen storage equipment, as shown in Eq. (12), 
which indicates that the hydrogen stock in a dispatch cycle must not exceed a certain 
upper and lower bound. 

0 ≤ I ni t  H + 
k∑

t=1 

SH 
t ≤ SH 

max, ∀k ∈ 1, 2, · · ·, T (12)
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where I ni t  H is the initial hydrogen storage capacity in kg, and SH 
max is the upper 

limit of hydrogen storage capacity in kg of the hydrogen storage equipment. 

4 Example Analysis 

4.1 Background of the Algorithm 

To test the validity of the model proposed in Sect. 2, two typical numerical studies 
are conducted in this section, namely, feasibility experiments and sensitivity experi-
ments. The feasibility experiment is used to test the reasonableness of the model and 
the solution algorithm, and to obtain relevant data for evaluating the enhancement 
effect of the model. The sensitivity experiments are used to analyze how the change 
of some important variables in the model will affect the demand-side response and to 
analyze the feasible range of the model. In the sensitivity analysis experiment of this 
paper, the volatility of methanol price is considered, and the change of demand-side 
response is observed by adjusting the methanol price from ¥0.5 to ¥5 continuously, 
and the feasible range of the demand-side response model proposed in this paper is 
obtained. 

This example takes into account the actual situation of peak and valley tariffs of 
the power grid, sets the dispatching period to 24 h, the unit dispatching time to 1 h, and 
the tariff adopts the peak and valley tariff of Guangzhou City set by the Development 
and Reform Commission of Guangdong Province, the tariff for peak hours (10–12, 
14–19) is 1.1008 Yuan/(kWh); the tariff for low hours (0–8) is 0.2461 Yuan/(kWh) 
The tariff is 0.6475 Yuan/(kWh) for the rest of the day. The daily hydrogen output 
is set at 1000 kg/day with reference to the daily demand of a hydrogen refueling 
station in Guangzhou. The peak-valley tariff curve and hydrogen demand curve are 
shown in Fig.  2 below, the PV output curve is shown in Fig. 3, and the basic data of 
the calculation case are shown in Table 1.

4.2 Feasibility Experiment Results and Analysis 

In the experiments, we obtained the changes of various data of the system under two 
demand-side responses by scheduling the system with the objective of the lowest 
production cost while satisfying the production tasks of the users. The specific 
changes of each data of the system in the feasibility experiment are shown in Table 
2, and the changes of various parameters and variables are shown in Figs. 4, 5, 6 and 
7.

As can be seen from Table 2, compared with the traditional demand-side response 
model, the two-tier demand-side response model proposed in this study reduces the 
total daily power purchase from 22,947 kWh to 17,761 kWh, a reduction of up to
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Fig. 2 Peak-valley electricity price and hydrogen demand curve 

Fig. 3 PV output curve

5,186 kWh, while the methanol consumption increases from 5,644 kg to 6,876 kg, an 
increase of 1,232 kg. The maximum daily peak-to-valley difference increases from 
185 to 1985 kW, indicating that the system will have a large amount of electrical 
load demand shifted from the peak to the trough section of the tariff, and the effect 
of peak reduction and valley filling is more obvious. As for the cost, the daily power 
purchase cost of the system is reduced by 8,857 Yuan, while the methanol cost is 
increased by 3,079 Yuan, thus the total cost is reduced by 5,778 Yuan, and thus the 
unit cost of hydrogen production is reduced from 28.4 Yuan to 22.6 Yuan, and the 
production cost of 1 kg of hydrogen is reduced by up to 5.8 Yuan. 

From the charging and discharging power curves of the energy storage unit in 
Fig. 4, it can be seen that under both demand-side responses the energy storage unit
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Table 1 Basic data of the 
algorithm Battery capacity limit 300 kW.h 

Initial energy storage of the battery 30 kW.h 

Battery charging and discharging power 
limit 

± 30 kW/h 

Electric hydrogen power upper and 
lower limits 

lower limit:200 kW 
upper limit:2000 kW 

Methanol to hydrogen power upper and 
lower limits 

lower limit:20 kg/h 
upper limit:1000 kg/ 
h 

Storage limit of hydrogen tank in the 
station 

312 kg 

Storage limit of hydrogen tank in the 
station 

18 kg

Table 2 Comparison of results under two-tier demand-side responses 

Project Traditional 
demand-side 
response model 

Two-tier 
demand-side 
response model 

Amount of 
change 

Total daily power purchase of the system 
(kWh) 

22,947 17,761 reduce 5186 

Total daily methanol consumption of the 
system (kWh) 

5644 6876 Increase 
1232 

Total system electricity consumption at 
the peak of the daily tariff (kWh) 

6326 795 reduce 5531 

Total system electricity consumption at 
the peak of the daily tariff (kWh) 

8086 15,541 Increase 
7455 

Maximum peak-to-valley difference of 
daily electrical load of the system (kW) 

185 1985 Increase 
1800 

System day power purchase cost (Yuan) 14,480 5623 reduce 8857 

System day methanol cost (Yuan) 14,110 17,189 Increase 
3079 

Total system day cost (Yuan) 28,590 22,812 reduce 5778 

System hydrogen production unit cost 
(Yuan/kg) 

28.4 22.6 reduce 5.8

is charged at maximum power in the valley section of the tariff, and then discharged at 
maximum power after reaching the peak section of the tariff, and the excess electricity 
continues to be released in the flat section until the energy storage unit resumes its 
initial energy storage situation. Therefore, under the two-tier demand-side response 
model proposed in this study, the energy storage unit still maintains the charging 
and discharging situation under the traditional demand-side response model, which 
is not affected by the hydrogen production link.



Two-Tier Demand-Side Response for Hydrogen Producing … 389

Fig. 4 Charging and discharging power of energy storage unit under two-tier demand-side 
responses 

Fig. 5 Changes of input electric power and methanol consumption in hydrogen production link
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Fig. 6 Hydrogen production and stock under two-tier demand-side responses 

Fig. 7 Purchasing power of the system under two-tier demand-side responses

Combining Figs. 5 and 6, it can be seen that under the traditional demand-side 
response model, the input electric power of the hydrogen production link and the 
methanol consumption in each time period remain the same throughout the day, so the 
hydrogen production remains constant, while the hydrogen stock rises continuously 
from 0:00 to 6:00, and then decreases gradually from 6:00 to 24:00. In the two-layer 
demand-side response mode, the algorithm automatically identifies the lowest cost of 
hydrogen production in the valley of electricity price, so from 0:00 to 6:00, although



Two-Tier Demand-Side Response for Hydrogen Producing … 391

the hydrogen demand is 0, the electric hydrogen production runs at full power and 
the methanol hydrogen production runs at the lowest power, and the hydrogen is 
produced in advance and stored in the storage tank, and the hydrogen stock keeps 
increasing until all the storage tanks are full, and the hydrogen is mainly produced 
by the electric hydrogen production in this period. From 6:00 to 8:00, when the 
electricity price is still in the trough, the electric hydrogen production runs at full 
power and consumes part of the hydrogen stock to meet the hydrogen demand, while 
the methanol hydrogen production still runs at the lowest power. From 8:00 to 12:00 
both electric and methanol hydrogen production run at minimum power and hydrogen 
demand is mainly met by hydrogen stock during this period, which is decreasing. 
At 12:00 to 24:00, the hydrogen stock will reach a low point, and hydrogen demand 
will be mainly met by methanol hydrogen production during this period, with electric 
hydrogen production running at the lowest power. 

From the system power purchase in Fig. 7, it can be seen that, compared with 
the traditional demand-side response model, most of the electrical loads in the flat 
and peak segments are shifted to the valley segment of the tariff under the two-layer 
demand-side response model proposed in this study, and the peak-valley difference 
is more obvious, which results in better peak-shaving and valley-filling effects. 

The conclusions we can draw from the feasibility experiments are as follows: 
The demand-side response model proposed in this study, the response of the 

energy storage unit to the tariff curve is consistent with the results under the traditional 
demand-side response model, so the model does not change the demand-side response 
of the energy storage unit. 

In addition, the model enables the energy storage unit and the hydrogen produc-
tion link to participate in demand-side response at the same time, realizing cross-
energy form of demand-side response. Since hydrogen production consumes more 
electricity, compared with the traditional demand-side response, the participation 
of hydrogen production in the demand-side response shifts a large amount of elec-
trical load to the tariff valley section, and the electricity consumption in the tariff 
peak section is significantly reduced, and the peak-valley difference increases from 
1,442 kW to 1,920 kW, which is more effective in cutting the peak and filling the 
valley. For users, the cost of hydrogen production without affecting the normal supply 
of hydrogen is reduced from 28.4 Yuan/kg to 22.6 Yuan/kg, which is 20.4% lower 
than that under the traditional mode, and can bring greater economic benefits to users 
and meet the interests of users. Combining all the above results, the model proposed 
in this study is proved to be effective. 

4.3 Analysis of Sensitivity Test Results 

With the change in methanol prices [15], the various types of data presented in this 
study for the two-layer demand-side response are shown in Table 3 below.

From Table 3, it can be seen that the total daily cost of the system increases with 
the increase of methanol price, while the results such as the daily power purchase of
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Table 3 Various types of demand-side response data under different methanol prices 

Methanol Price (Yuan) 0.5 1.0 1.1 2.5 2.8 4.6 4.7 5.0 

Total daily power 
purchase of the system 
(kWh) 

3985 3985 17,761 17,761 33,961 33,961 44,689 44,689 

Total daily consumption 
of methanol in the system 
(kg) 

10,148 10,148 6876 6876 3028 3028 480 480 

Total system electricity 
consumption in the peak 
period of daily tariff 
(kWh) 

795 795 795 795 795 795 11,523 11,523 

Total system electricity 
consumption in the valley 
section of the daily tariff 
(kWh) 

1765 1765 15,541 15,541 15,541 15,541 15,541 15,541 

Maximum peak-to-valley 
difference of daily 
electrical load of the 
system (kW) 

185 185 1985 1985 1985 1985 1985 1985 

Total system day cost 
(Yuan) 

7306 12,380 13,186 22,812 24,590 30,041 30,177 30,321

the system can be divided into three cases according to the change of methanol price 
as follows. 

In the case that the cost of methanol hydrogen production is lower than the cost of 
electric hydrogen production in the valley of electricity price, as the cost of electric 
hydrogen production is always higher than the cost of methanol hydrogen production, 
the total daily power purchase of the system is only 3985kWh. The hydrogen demand 
of the system is mainly met by methanol hydrogen production, and the methanol 
consumption is up to 10,148 kg. At this time, electric hydrogen production operates 
at the lowest power with a small peak-to-valley difference of 185 kW. 

In the case that the cost of methanol hydrogen production is between the cost 
of electric hydrogen production in the valley and peak segments of the electricity 
tariff, the daily power purchase of the system increases more than the daily power 
purchase when the cost of methanol hydrogen production is lower than the cost of 
electric hydrogen production in the valley segment of the electricity tariff, from 3985 
kWh to 17,761 kWh. When the cost of methanol hydrogen production is above the 
cost of electric hydrogen production in the flat segment of the electricity tariff, the 
power purchase further changes to 33,961 kWh when the cost of methanol hydrogen 
production is lower than the cost of electric hydrogen production in the flat segment 
of the electricity tariff. At this time, according to the change of electricity price and 
methanol price, the system will meet the hydrogen demand with electricity when the 
electricity hydrogen cost is low, and will meet the hydrogen demand with methanol 
when the methanol hydrogen cost is low, and the power consumption in the valley
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section is larger, 15541kWh, and the maximum peak-to-valley difference changes 
from 185 to 1985 kW. 

In the case that the cost of methanol hydrogen production is higher than the cost of 
electric hydrogen production in the peak section of the electricity tariff, the total daily 
power purchase of the system reaches the maximum value of 44,689 kW-h because 
the cost of electric hydrogen production is always lower than the cost of methanol 
hydrogen production, and the hydrogen demand of the system is mainly met by 
electric hydrogen production, and the methanol hydrogen production is maintained 
at the lowest power operation possible, and the daily methanol consumption is only 
480 kg. At this time, the power consumption in the peak section of the electricity tariff 
is higher than the cost of methanol hydrogen production. The electricity consumption 
and the maximum peak-to-valley difference of the system are still the same as the 
corresponding values when the cost of methanol hydrogen production is between the 
cost of electricity in the valley and the cost of electricity in the peak section of the 
tariff, which are 11,541 kW-h and 1985 kW-h, respectively. kW-h and 1985 kW. 

From the analysis of the above three cases, it can be seen that when the cost of 
methanol hydrogen production is lower than the cost of electric hydrogen production 
in the trough of electricity price or higher than the cost of electric hydrogen production 
in the peak of electricity price, electric hydrogen production or methanol hydrogen 
production will operate at the lowest possible power in any time, and the hydrogen 
production link will not participate in the demand-side response. Therefore, the 
demand-side response model proposed in this paper is feasible when the cost of 
methanol hydrogen production is located at the cost of electric hydrogen production 
in the electricity price valley and the electricity price peak. 

5 Conclusion 

In this paper, we develop a two-tier demand-side response system model for 
hydrogen production and sale integrated hydrogen refueling station. The system 
mainly consists of renewable energy distributed generation unit, energy storage unit, 
electrolytic water hydrogen production system, and methanol hydrogen produc-
tion system. The model is divided into four parts: mathematical model of equip-
ment, establishment of independent variables, establishment of objective function 
and constraints. Combined with the analysis of the arithmetic results, the following 
conclusions are drawn. 

• The two-layer demand-side response proposed in this paper has a significant 
participation response effect compared to the traditional electric storage demand-
side response. Under the double-layer demand-side response, the peak-section 
electricity consumption is reduced and the valley-section electricity consumption 
is increased significantly. Most of the peak section electric load is shifted to the 
valley section of the electricity price, which is conducive to the power system load
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to achieve peak shaving and valley filling, alleviating the peak-valley difference 
and achieving stable operation of the power system. 

• The two-tier demand-side response proposed in this paper takes into account the 
electricity price and methanol price factors to provide a decision solution for the 
integrated hydrogen production and hydrogen refining mother station to reduce 
the operating cost of the integrated hydrogen production and hydrogen refining 
mother station. When the peak price hydrogen production cost is greater than 
the methanol reforming hydrogen production cost, methanol reforming hydrogen 
production cost is selected; when the valley price hydrogen production cost is 
less than the methanol reforming hydrogen production cost, electrolytic water 
hydrogen production is selected. 
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Visual Defect Detection Method of High 
Voltage Overhead Transmission Line 
Based on rp-CenterNet 

Wenhao Mo, Jie Tong, Yuanpeng Tan, Fangzhou Hu, and Zhuhan Tang 

Abstract Regression box target detection technology based on deep learning is 
widely used in high-voltage overhead line inspection and has been widely used. 
However, the existing detection technology usually has some problems, such as a 
low recall rate and the decline of positioning accuracy with the change of shooting 
angle, especially in the detection of equipment with small size and large length– 
width ratio. In this paper, we propose a direction adaptive anchor-free detection 
method called rp-CenterNet. The main improvements of the network include: 1) To 
implement rotated device detection, we proposed a direction point schema to form 
rotated bounding boxes. 2) Meanwhile, we replaced the fixed-shape Gaussian kernel 
with a category-wise adaptive kernel, which captured devices’ varied appearance 
features better. 3) Use ResNet as a backbone and add the fusion weight of the feature 
graph. We achieved the best speed-accuracy-recall trade-off on the custom dataset 
TRANS2021, which aims at four kinds of defects: falling off of shockproof hammer, 
a self explosion of insulator, corrosion of conductor, and damage of cable joint skin 
with 61% AP and 77% Recall. 

Keywords Patrol inspection · Equipment detection · Direction adaptive 
detection · Anchor-free method 

1 Introduction 

Equipment detection is an important research direction in the field of automatic 
detection of high-voltage overhead lines. At present, the transmission line UAV patrol 
inspection generally adopts the method of combining the edge side UAV acquisition 
with the cloud defect detection and identification [1]. The transmission line tower 
and main equipment images are taken by the operation inspection personnel or the 
UAV independent acquisition method, uploaded to the cloud AI computing platform
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through the business platform, and then processed and analyzed through the GPU 
server. 

According to the network structure, it can be divided into one stage detection 
method [2–4], two stage detection method [5–7] and Anchor-free method. As a 
representative Anchor-Free method, CenterNet has simple network structure and 
good scalability. For rotating target detection, reference [8] adds a rotating detection 
branch to the multitask branch of CenterNet, reference [9] uses the attention pyramid 
block to optimize the feature extraction network, the reference [10] proposes the 
rotating target detection network RCNet based on CenterNet, and proposes to set all 
sampling points in the detection frame when generating the feature heat map. The 
above method realizes rotation detection by adding rotation branches, and has been 
verified on DOTA and other satellite remote sensing image data sets, but has not been 
further studied and improved for the rotation task. 

This paper proposes a directional adaptive high voltage overhead line equipment 
detector rp-CenterNet based on anchored frame network. The detector adopts an 
improved dynamic label allocation strategy, expands an additional rotation angle 
prediction branch, and realizes the rotation angle prediction of the regression box; 
The sample generation method of FCOS is adopted to effectively alleviate the impact 
of the imbalance of positive and negative samples in the data set on the training 
effect; At the same time, a dynamic label allocation strategy is developed to reduce 
the impact of sample imbalance on equipment and defect detection accuracy. On the 
data set TRANS2021, this method achieves the best speed-accuracy-recall tradeoff. 
The AP and recall rates are 61% and 77% respectively. Some test results are shown 
in Fig. 1. 

Fig. 1 Schematic diagram 
of rp-CenterNet
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2 Directional Adaptive Visual Defect Detection Framework 
for High-Voltage Overhead Transmission Lines 

2.1 Application of Directional Adaptive Target Detection 
in Transmission Line Defect Detection 

The directional adaptive target detection technology is applied to the fields of trans-
mission and distribution line inspection, substation equipment status monitoring, 
cable tunnel inspection, etc., which can solve the problems of low accuracy of detec-
tion results, scarcity of defect data, and partial defects relying on business logic 
judgment. 

The scarcity of negative samples is a common problem in the detection of power 
equipment. In engineering, the defect detection task is often divided into multiple 
subtasks in a cascade way to improve the recognition accuracy. Taking the self-
explosion of insulator as an example, the insulator can be located through a large 
number of normal insulator images, and then whether there is self-explosion can be 
identified based on it. In this task, rotating target detection can effectively reduce 
background information interference and improve defect recognition accuracy. 

2.2 TRANS2021 Dataset 

At present, the research on transmission line direction adaptive detection technology 
is relatively small, and no large-scale public data set has been formed. Based on 
the data of overhead transmission lines and cable tunnels collected in Liaoning, 
Shandong, Zhejiang, Tianjin and other places, the data set TRANS2021 is constructed 
by combining horizontal annotation and rotation annotation, which is used for the 
training and verification of the model algorithm. The TRANS2021 data set contains 
6200 images of normal equipment and 2500 images of equipment defects, including 
548 pieces of shockproof hammer falling off, 664 pieces of pin missing, 472 pieces 
of insulator self-explosion, 139 pieces of wire corrosion, 489 pieces of bird’s nest, 
and 188 pieces of cable joint skin damage. 

In terms of defect type selection, shockproof hammer falling off, insulator self-
explosion, wire corrosion, cable joint skin damage are equipment defects with large 
aspect ratio, which are used to detect the accuracy of the algorithm for angle predic-
tion; The length and width ratio of bird’s nest defect is small, which is used to detect 
the accuracy of location prediction of the algorithm; The pin missing character is 
small, which is used to detect the small target detection ability of the algorithm. Take 
the pin missing, shockproof hammer falling off and wire corrosion defects in the data 
set as an example to count the aspect ratio and rotation angle of the rotating label 
box, as shown in Fig. 2. Among them, the average length–width ratio of pin missing 
is 1.28, the average value of shockproof hammer falling off is 4.82, and the average
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Fig. 2 Defect Shape Characteristics of TRANS2021 

value of wire corrosion is 20.6. There are obvious distribution differences between 
different categories. 

3 Visual Defect Detection of Transmission Equipment 
Based on rp-CenterNet 

3.1 Network Structure 

The overall framework of rp-CenterNet takes CenterNet as the benchmark, and forms 
a boundary box by predicting the center point, object size and offset of the object to be 
detected. The network uses ResNet-50 with FPN structure as the backbone network. 
In order to realize the detection of rotating equipment, the direction prediction branch 
is introduced to establish the rotating boundary frame network. It should be pointed 
out that the network structure has better scalability and applicability, and can be 
flexibly deployed in a variety of side devices. The network output characteristic map 
is obtained from the original input image after 4 times of down-sampling. 

The ResNet50 feature extraction network based on improved FPN is adopted, 
the feature map fusion weight α p q is set to improve the target detection rate, and the 
deformable convolution is combined to solve the problem of mismatch between the 
orientation of the receptive field of the feature extraction network and the actual target 
position. An adaptive feature map fusion weight α p q is proposed, which is defined as 
follows: 

α p q = kpq ∗ 
f p 
fq 

(1)
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where kpq is the preset fusion weight, f p is the mean value of non-zero point in the 
feature layer f p, and fq is the mean value of non-zero point in the target feature layer 
fq . 
Another challenge in the design of direction adaptive target detector is the rotation 

alignment of features. The standard convolution kernel extends the receptive field 
horizontally and vertically, and cannot accurately cover the target area. Referring to 
DCN [11], this paper proposes a rotation convolution network with adaptive direction: 

R = {(−1, −1), (−1, 0), ..., (1, 1)} (2) 

y(p0) =
∑

pn∈R 
w(pn) · x

(
p0 + ϑp0 pn

)
(3) 

Among them, R is the sample point set of standard convolution, w is the convolu-
tion kernel parameter, and ϑ is the rotation angle prediction at the center point of the 
current convolution. Its size is the same as that of the feature map. The input feature 
map is predicted by 3 × 3 convolution. 

By presetting or adaptively adjusting the distribution of convolution kernel 
sampling points, the receptive field can be extended to the specified area, which can 
achieve the effect of fitting with the target shape and improve the rotation detection 
accuracy. 

3.2 Equipment Category Prior Check 

Considering the non-uniformity of the distribution of power equipment in aspect 
ratio, this paper proposes a priori kernel of equipment category on the generation 
method of characteristic heat map, optimizes the generation method of characteristic 
map based on Gaussian distribution, and solves the problem of too little effective 
information of characteristic map generated by Gaussian kernel. 

The prior kernel Pm(x, y) = exp
(

− (x−x0)2 

2σ2 x 
− (y−y0)

2 

2σ2 y

)
is used to generate the 

next boundary box parameters and rotation parameters, where
(
x0, y0

)
represents 

the true position of the center of the boundary box of the object to be detected, and 
σ = (

σx, σy
)
is a learnable parameter that affects the shape of the prior distribution. 

Like CenterNet, in order to achieve feature alignment on the low-resolution feature 
map,

(
x0, y0

)
is the equivalent representation calculated by dividing the step size of 

the feature map. 
As shown in Fig. 3 (a), the distribution of the characteristic heat map without a 

priori check of the equipment category has nothing to do with the size and shape of 
the detection target. Moreover, due to the small range of the Gaussian kernel, most 
of the generated heat map points are zero points, which will greatly increase the 
difficulty of model learning. However, the priori kernel of the equipment category
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expands the coverage of the characteristic heat map and is closer to the shape of the 
target itself to increase the learnable information of the model. 

Meanwhile, the direction point prediction method is used to describe the rotation 
angle of the equipment. Different from the direct regression angle value, the direction 
point method reduces the instability of IoU by using the periodic change of the 
angle value, and using the offset prediction method instead of using another thermal 
diagram to predict the direction point can solve the problem of matching the direction 
point with the center point and reduce the calculation amount. As shown in Fig. 4, 
the connection between the shock hammer and the conductor is used as the direction 
point for the shock hammer, and the upper edge of the self-explosion insulator is 
used as the direction point for the self-explosion of the insulator. 

(a) Distribution of characteristic heat map without prior 

check of equipment category 

(b) Distribution of characteristic heat map with prior check 

of equipment category 

Fig. 3 Comparison of adding device prior kernels 

Fig. 4 Rotation Detection 
Frame Based on Pole
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Table 1 Ablation 
experimental of Adding Priori 
kernel on Different Branches 

Classification branch Regression branch AP50 AP90 

0.52 0.24√
0.56 0.25√
0.53 0.27√ √
0.57 0.27 

4 Simulation Experiment and Result Analysis 

4.1 Dataset and Experimental Environment 

The ablation experiment was carried out on the customized data set TRANS2021. 
The training set and verification set (2000 images) were used for training and the test 
set (500 images) was used for evaluation. 

The experimental training server uses Ubuntu 18.04 system, and is based on two 
Yingweida V100 32G GPUs for training. The experimental test equipment adopts 
Ubuntu 16.04 system and is based on Nvidia 2080 GPU for reasoning test. 

4.2 Analysis of Simulation Results 

The validity of rp-CenterNet is verified by adding a device prior module to the 
benchmark method. The fourth row of Table 1 shows that the average accuracy of 
the equipment prior module in the classification branch and regression branch is 
increased from 0.52 to 0.57. 

FCOS, CenterNet, R3Det and YOLOX, which have good performance in general 
data sets and are widely used, are selected as the comparison model for the overall 
experiment. After experiments, the accuracy of the method proposed in this paper 
has been significantly improved, especially in terms of recall rate, which is more 
than 0.2 compared with other networks. The recall rate reaches 0.77, and the mAP 
reaches 0.61 (Table 2).

Table 2 Comparison Between rp-CenterNet with Rotation Detection Model on TRANS2021 

Method Anti-shock 
hammer 
falls off 

Missing 
pin 

Insulator 
self-explosion 

Wire 
rusted 

Nest Cable 
joint skin 
damage 

FPS Recall mAP 

FCOS [12] 0.51 0.25 0.43 0.28 0.64 0.23 22.7 0.40 0.39 

CenterNet [13] 0.48 0.26 0.37 0.26 0.59 0.28 15.4 0.26 0.37 

R3Det [14] 0.60 0.44 0.48 0.29 0.71 0.38 13.6 0.57 0.48 

YOLOX [15] 0.68 0.46 0.53 0.31 0.80 0.42 19.9 0.66 0.53 

rot-CenterNet 0.65 0.41 0.52 0.36 0.74 0.44 14.8 0.48 0.52 

rp-CenterNet* 0.73 0.58 0.65 0.42 0.81 0.47 14.2 0.77 0.61 
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5 Conclusions 

In this paper, a high voltage overhead equipment and its defect detection method 
based on rp-CenterNet are proposed. Through the design of rotation detection module 
and nuclear branch module, a directional adaptive high voltage overhead line target 
detection method is realized. The network has made a great improvement in the 
accuracy of equipment detection and positioning. In the TRANS2021 test set, the 
mAP is 0.61, the recall rate is 0.77, and it is more than 0.13 higher than other common 
target detection methods. It solves the problem that the detection error increases and 
the positioning accuracy decreases with the change of shooting angle in the detection 
of transmission line equipment defect target. 
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Research of Image Recognition 
Technology Based on 3D Point Cloud 
Data in Locomotive Roof Detection 

Jun Guo Wang, Nai Shu Yu, Yao He, and Ning Luan 

Abstract The loco locomotive roof foreign object detection system uses 3D image 
detection technology, 2D/3D image fusion technology and anti-sunlight interference 
technology to collect 2D/3D images of locomotive roofs in an open-air environment. 
The key components of the main locomotive models such as HXD2, HXD3, HXD3C, 
HXD3D are characterized and accurately positioned, so as to realize the recognition 
of foreign objects/abnormal states on the roof, solve the problem that there are many 
types of locomotive models that cannot be recognized by conventional patterns, and 
manually climb the roof. Aim to explore the gradual conversion of the manual summit 
preparation process to human–machine joint inspection. 

Keywords Locomotive Roof Foreign Object Detection · Feature Recognition ·
Image Algorithm · Deep Learning 

1 Introduction 

The presence of foreign bodies on the roof of the locomotive is a safety hazard in the 
operation of the train, such as the damage caused to the inherent equipment of the 
roof, so that the equipment cannot operate normally [1]. Foreign objects on the roof 
include gloves used by staff, forgotten tools, animal carcasses, etc. [2]. We need to 
detect the state of the locomotive roof, correctly analyze and judge the roof foreign 
bodies, and take effective preventive measures to improve the quality of locomotive 
operation [3].
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At present, there are several main methods for detecting the condition of non-
contact roofs without manual work [4]:

• Frame of camera video detection.
• Area or line array 2D image detection. 

The detection method of using camera dynamic video frame extraction is subject 
to the image accuracy limitation of the camera itself, and it is difficult to output 
a stable single frame image for image recognition. Due to the long body of the 
locomotive, the solution using an area scan camera often requires multiple images 
to be stitched together into a vehicle image, and the texture of the locomotive roof 
is complex and the image collected in the open air environment has more noise, 
which is easy to produce deviation after image stitching [5]. At the same time, the 
recognition system based on two-dimensional images needs to be calibrated regularly, 
and post-maintenance is more difficult [6]. 

In this paper, a fully automatic detection system is proposed based on non-contact 
3D image processing technology and automatic control technology. The system can 
collect 2D and 3D images of locomotive roofs, collect and process images in real 
time, and finally upload the inspection data to the database. Through the software 
control platform based on B/S architecture, the remote control center can be manually 
inspected by the roof key components and the roof status. 

2 System Design 

The system plan can cover the locomotive roof improvement inspection work of 
the assembly station, according to the structural characteristics of the maintenance 
section and the maintenance station, the system is designed as three main compo-
nents: site image detection unit, site control unit, remote control center. The site 
control unit is used to collect 3D point cloud and 2D image data of locomotive roof, 
train speed and vehicle number information. The site control unit is used for the 
logic control of the system, equipment power supply, data processing, and the unat-
tended detection process of the system. The remote control center is located in the 
dispatching room and the computer room is mainly composed of server units, which 
are used for the storage of image data and the operation of the software platform. 
The system topology is shown in the following figure (Fig. 1).

2.1 System Workflow 

When the vehicle arrives, the wheel flange contacts the vehicle magnet, the image 
acquisition module, doppler radar, and vehicle number recognition device will be 
triggered into standby. Two symmetrical magnets triggered by the same wheel flange 
contact, the controller captures the rising edge generated by the magnet for delayed
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Fig. 1 System Topology

start. Whenever the wheel flange touches the magnet, the number of axes recorded by 
the system increases by one. When the axle number record reaches the threshold, it is 
judged that the vehicle is driving away. Moreover, the identification logic of separate 
magnet false trigger and reverse entry false trigger is added to accurately identify 
the driving state of the locomotive. When Doppler radar detects that a vehicle is 
passing, it triggers the image acquisition module to scan the roof of the locomotive 
at a collection gap of one millimeter. The vehicle number is collected to the current 
vehicle number and binds to the image data and excludes the model that is not the 
identification target, such as the engineering vehicle. After the roof image is identified 
in the recognition computer, the recognition results are uploaded to the server unit. 
The maintenance personnel access the server on the WEB side to access the image 
recognition results and print the work order for troubleshooting (Fig. 2).

2.2 3D Reconstruction of the Roof Image 

Laser triangulation approximates the surface of a three-dimensional object through 
a set of contour lines containing height information. Laser triangulation mainly uses 
Sheet-of-light technology, the basic principle is that by projecting a slender light-
emitting line (such as a laser line), the laser line is illuminated to the surface of the 
object, so that the surface of the irradiated part of the object is reconstructed, and 
then the laser line image projected onto the surface of the object is obtained with the 
camera. In order to reconstruct the entire surface of an object, a laser is required to 
scan the entire surface of the object. And the camera takes as many images of laser 
lines projected to various locations of the object as possible to obtain a set of object
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Fig. 2 System Work Flow Chart

height profiles, so that the object must move relative to the measurement system 
composed of the laser and the camera [7]. 

First, the laser constructs a plane, called the light plane, as shown in Fig. 3. The  
optical axis and light plane of the camera form an angle, called the triangulation 
angle. The intersection of the laser line and the camera viewpoint depends on the 
height of the object’s surface. Therefore, if the laser line is projected to the object at 
a change in height, due to the movement of the intersection of the laser line and the 
camera viewpoint, the imaging of the laser line on the surface of the object captured 
by the camera is not a straight line, but the outline of the surface of the object. Using 
this profile, we can get the height difference of the object. 

Then, by moving the object relative to the laser and camera, the camera can 
obtain a contour of a certain horizontal line on the surface of the object with each

Fig. 3 Basic Principles of 
Laser Triangulation 
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shot. The laser line image (i.e., the outline image) acquired by the camera is stored 
as a row in the image in turn to obtain a parallax image, as shown in Fig. 4. If  
the measurement system is calibrated, the coordinates of each point in the parallax 
image and its grayscale value represent the X, Y, and Z coordinates of the points on 
the corresponding object surface in the world coordinates. According to the X, Y, Z 
coordinates of each point, the points are drawn in the three-dimensional coordinates, 
and the three-dimensional model of the object can be obtained and visualized. 

During a 3D reconstruction, you need to convert point pw in the world coordinate 
system into a pixel coordinate system. 

First, to transform point pw = (xw,yw,zw)T in the world coordinate system into 
the camera coordinate system using the homogeneous transformation matrixcHw, 
represented by pc = (xc, yc, zc)T : 

pc =c Hw · pw 

Then: 
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The homogeneous transformation matrix cHw is determined by six elements, 
namely the translation component tx,ty,tz on the X, Y, Z axis and the rotation angle 
α, β, γ, also known as the external parameters of the camera. 

Then, convert 3D point pc. in the camera coordinate system to point pi=(u, v)T 

in the image plane coordinate system:

(
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v

)
= f 
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(
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)

The f in formula is the focal length of the camera lens.

Fig. 4 Parallax Image 
Formation 
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2.3 Image Recognition Algorithms 

The system recognition algorithm registers the current figure with the 2D and 3D 
images of the historical map, combines the 3D depth data comparison, and performs 
fault determination criteria at a certain threshold, which can be used for the identifica-
tion of fault types such as key component shedding and surface foreign objects. First 
of all, the template image of each car is collected, and the characteristic area marked 
on the image is saved in the template directory. After the vehicle to be inspected passes 
through the identification system, the identification software parses the annotation 
file, obtains the ROI area of the image to be tested, sets the peripheral search box on 
the basis of this area and extracts the contour characteristics of the key components in 
the area, establishes the image pyramid, traverses step by step, realizes SIFT feature 
matching, and obtains the zoom factor. According to the matching results, on the 
basis of the precise positioning of key components, the intercepted new depth map 
will make the difference (depth) between the map to be tested and the template map, 
and automatically generate fault labels in the areas where the difference exceeds the 
threshold (Fig. 5).

2.4 Image Acquisition Module 

The image acquisition module used in the system uses a 2D line scan camera with 
a 3D area scan camera solution. 2D line scan camera with uniform line laser light 
source to achieve long-distance high-speed image acquisition. Laser light source 
using near-infrared band and the light form is a linear band. Besides, light energy 
concentration with the filter can achieve anti-sunlight interference function. The 3D 
area scan camera is equipped with high-brightness structured light, the shape of 
the light is linear light, the light energy is concentrated, the laser line width is < 
1 mm, the uniformity is high. And the three-digit measurement data is obtained by 
the movement of the measured object relative to the light sheet to reconstruct its 
shape. The 3D structured light uses the 915 nm band to prevent mutual interference 
with the 2D camera light source. The resolution of the 2D line scan camera reached 
4096*2000 pix. The resolution of the XY axis of the 3D area scan camera was 
1.3 mm, and the average accuracy of the Z-axis in the depth of field range was not 
± 5 mm (Fig. 6).
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Fig. 5 Image Algorithm Flow

Fig. 6 Image Recognition 
Module 

2.5 Vehicle Number Recognition Module 

The vehicle number recognition module is used to identify the vehicle number of 
the incoming vehicle. The vehicle number recognition adopts passive electronic tag 
for identification, and the selected label meets the standards of “TB/T 3021–2001
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Railway Locomotive and Rolling Stock Electronic Device” and “TB/T 3070–2002 
Technical Conditions for Automatic Identification Equipment for Railway Locomo-
tive and Rolling Stock”. The passive label does not contain a battery, and is powered 
by the programmer when programming, and is powered by RF excitation feeds when 
read out by the ground reading device. The car number, vehicle type, manufacturing 
information, etc. will be writing in the label (Fig. 7). 

Fig. 7 Roof 2D Image
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2.6 Speed Measurement Module 

The speed measurement module is used to monitor the speed of incoming vehicles 
in real time and trigger 2D and 3D cameras to acquire roof images in real time. 
Speed measurement module using Doppler radar. The movement of the locomotive 
as it approaches and moves away from the detection point is parallel to the radial 
component of the radar. The amount of frequency shift produced by moving toward 
and away from radar is the same, but the symbol is reversed. According to this feature 
of Doppler radar, can identify the direction and speed of the locomotive movement 
(Fig. 8).

2.7 Control Module 

Control Module 
The control module adopts the solution of the embedded control board based 

on sbRIO. The sbRIO-based hardware combines modular, multi-threaded software 
design ideas [8], The following features are implemented: camera control, light 
source control, network communication, real-time data display, data management 
and task configuration functions, real-time reception of AEI messages, radar speed 
pulses processing, communication protocol conversion. 

The entire control software can be divided into three parts, FPGA code, the Real-
Time (RT) code, and the Host code [9]. The FPGA code runs on the FPGA, which 
mainly implements the underlying driver function of the camera. The RT code runs in 
a real-time controller, which mainly implements the UDP communication of data and 
receive instructions and feedback status. Host code runs on the host computer, such 
as PC, Touch Panel, etc., mainly to achieve human–computer interaction functions, 
such as displaying data, sending commands, managing data, etc. Both FPGA and RT 
are integrated in sbRIO, often referred to as the lower computer, and communication 
between the upper and lower host computer is carried out through the standard UDP 
protocol (Fig. 9).
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Fig. 8 Roof Depth Image
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Fig. 9 Control Board Topology 

Fig. 10 Control Board 

3 System Testing 

A total of three fault simulation tests were carried out in the system trial run, and a 
total of 14 foreign body fault points were made for HXD3C and HXD3D models, 
with an identification accuracy rate of 100%, but due to the limited field experimental 
conditions of engineering applications, there are fewer dispatching vehicles available 
for experimentation, and there is too few negative samples for testing, and the follow-
up research will focus on the collection and identification verification of a large 
number of negative samples (Fig. 10). 

During the actual operation of the system, the real bird carcasses appeared on the 
roof, and the system separated the point clouds of the bird carcasses based on the 3D 
image of the original roof and realized accurate positioning and alarm, as shown in 
Fig. 11.
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Fig. 11 Foreign Body Recognition Results 

Fig. 12 True Fault Identification Results
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4 Conclusion 

This paper proposes a roof foreign body detection system scheme based on two-
dimensional combined with three-dimensional image, which gives the identification 
process and mode, which can realize the online dynamic detection of the roof of the 
main locomotive models in the current maintenance section, and can quickly and 
accurately locate the key components and find foreign objects. However, due to the 
large number of key components of the roof and the complexity of the structure, 
the occluded position is prone to visual blind spots, resulting in missing depth data 
in some key areas and missing detection. In subsequent studies, further research is 
needed on better image acquisition protocols. 
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Abstract In wide input and output voltage applications, resonant converters have 
received broad attention due to their high efficiency and high power density. This 
article will provide a topology summary and comparison from single-stage topology 
and other topologies. The topologies are applicable to wide input and output 
voltage range scenarios. For the single-stage topology, the existing voltage regu-
lation improvement strategies will be introduced separately on the primary side, 
transformer side, and secondary side. For other topologies, this paper introduces the 
voltage regulation improvement strategies of two-stage topology, quasi-single-stage 
topology and LCLC resonant topology. This article will compare the advantages and 
disadvantages of different topologies in detail, and provide a reference for wide range 
voltage regulation topology applications. 

Keywords Modified Strategy · Resonant Converter ·Wide Range Voltage 
Regulation

Z. Tang (B) · J. Wen · J. Guan · Y. Yan · C. Chen · Y. Kang 
School of Electrical and Electronic Engineering, Huazhong University of Science and 
Technology, Wuhan 430074, China 
e-mail: tang_ziyan@hust.edu.cn 

J. Wen 
e-mail: m202171915@hust.edu.cn 

J. Guan 
e-mail: jiajiaguan@hust.edu.cn 

Y. Yan 
e-mail: yanyiyang@hust.edu.cn 

C. Chen 
e-mail: caichen@hust.edu.cn 

Y. Kang 
e-mail: ykong@hust.edu.cn 

L. Yang 
Beijing Institute of Precision Mechatronics and Controls, Beijing 100044, China 

© Beijing Paike Culture Commu. Co., Ltd. 2023 
X. Dong et al. (eds.), The proceedings of the 10th Frontier Academic Forum of 
Electrical Engineering (FAFEE2022), Lecture Notes in Electrical Engineering 1054, 
https://doi.org/10.1007/978-981-99-3408-9_37 

421

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3408-9_37&domain=pdf
mailto:tang_ziyan@hust.edu.cn
mailto:m202171915@hust.edu.cn
mailto:jiajiaguan@hust.edu.cn
mailto:yanyiyang@hust.edu.cn
mailto:caichen@hust.edu.cn
mailto:ykong@hust.edu.cn
https://doi.org/10.1007/978-981-99-3408-9_37


422 Z. Tang et al.

1 Introduction 

In recent years, as the energy situation becomes tenser, renewable energy sources, 
for example, wind and solar have rapid development. Due to the fast voltage fluc-
tuations in applications such as electric vehicles, wide range voltage regulation and 
high-efficiency isolated DC-DC plays an important role [1]. For example, on-board 
chargers for electric vehicles require wide range voltage regulation converter to 
control the conversion of 650–1170 V input to 250–450 V output [2]. Due to the influ-
ence of weather, control system, and so on, the output voltage of new energy power 
generation fluctuates up to 100% [3]. 200–400 V DC power distribution systems 
require wide input voltage range DC-DC converters to achieve low output voltage 
[4]. In a communication power system, the input is generally 90 to 264 V AC, while 
its output is 42 to 58 V DC. Generally speaking, converters that operate under wide 
input and output voltage conditions have lower efficiency than that of narrow input 
and output voltage ranges. 

Resonant converters are the most common wide voltage range regulation DC-DC 
converters at present. Dual Active Bridge converters don’t need resonant components 
and can realize ZVS (zero voltage switching) over a wide range with a simple design. 
DAB can adjust the output voltage through single-phase-shift control, double-phase-
shift control, and three-phase-shift control. It’s widely used in energy storage systems 
and microgrid applications. However, while the voltage has a great change, it is 
difficult for DAB to achieve ZVS, and the circulating power increases sharply, which 
will result in current stress increasing and efficiency decreasing [5–7]. 

LLC and CLLC resonant converters can achieve the primary side ZVS and the 
secondary side ZCS within the full load range and achieve wide range voltage regu-
lation through frequency modulation control with high efficiency and high power 
density. LLC and CLLC converters are widely used in DC distribution grids, on-
board chargers, and fuel cell electric vehicles because of their advantages such as 
wide voltage regulation range, high efficiency, and low EMI [8–10]. 

However, LLC and CLLC resonant converters are complex in design. The 
converter gain range is greatly affected by the values of k (Lm/Lr) and Q (quality 
factor) [11–13]. The smaller the k, the larger the maximum voltage gain, but the 
smaller the magnetizing inductance, the bigger the magnetizing current, and the 
bigger the loss; the bigger the k, the smaller the maximum voltage gain and the 
position where the maximum value of the voltage gain occurs moves away from the 
resonant frequency, and the voltage gain curve becomes more and more stable. As 
the Q value raises, the voltage gain at the same frequency becomes smaller. When 
the voltage regulation range is too wide, the frequency regulation range becomes 
too wide, which is not conducive to the design of magnetic components; while the 
switching frequency is far from the resonant frequency, the soft switching may be 
lost, the loss will increase, and the efficiency will decrease [14]. 

Therefore, for the above problems and applications, existing literature has 
proposed many methods to widen the voltage regulation range of the isolated DC-DC 
converter to realize high efficiency and wide-range voltage regulation.
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In this paper, the wide-range voltage regulation topologies proposed in the existing 
literature are reviewed and compared. It is divided into single-stage topology and 
other topology forms for a detailed introduction. The single-stage topology is split 
into three stages: primary side, transformer side, and secondary side. The structure 
of this research is arranged as follows: Sect. 2 introduces the improvement strategies 
of single-stage topology; Sect. 3 introduces other topologies of wide-range voltage 
regulation; Sect. 4 compares and summarizes the topologies mentioned in the liter-
ature, which provides a reference for the selection of wide range voltage regulation 
topology. Finally, Sect. 5 provides a summary of the full text. 

2 Single-Stage Topology 

For single-stage topology, the improvements to widen the voltage regulation range 
mentioned in the existing literature can be divided into three types: primary side, 
transformer side, and secondary side. 

2.1 Primary Side Modified Resonant Converter 

The primary side modified strategies of resonant converters for widening voltage 
regulation range include variable resonant parameter, bridge arm switching, and 
reconfigurable bridge with the asymmetric resonant tank. 

Variable Resonant Parameter. J. Lee et al. proposed a half-bridge LLC with addi-
tional switches and capacitors on the primary side [15], as shown in Fig. 1. The  
structure switches the on or off of the auxiliary switch tube according to the input 
voltage to change the value of the resonant capacitor. When QA is off, the resonant 
capacitor is CRC; when QA is on, the resonant capacitor is CRC + CRA, which means 
Q decreases and maximum voltage gain increases. This structure can narrow the 
frequency modulation range and improve efficiency. However, this circuit introduces 
additional components and switching losses.

Y. Wei et al. proposed a topology that adjusts the magnetizing inductance to 
achieve high efficiency and wide range voltage regulation [16],  as  shown inFig.  2. The  
structure controls the connection of the auxiliary magnetizing inductor by adjusting 
the on–off of the auxiliary switch. While the auxiliary switch is on, the auxiliary 
magnetizing inductor is connected, the magnetizing inductance decreases, the k value 
decreases, and the voltage gain increases, so that the voltage regulation range is 
widened, the frequency regulation range is narrowed, and the efficiency is improved.

Bridge Arm Switching. U. Khalid et al. proposed a bridge arm switching CLLC 
converter [17], as shown in Fig. 3. This structure changes the converter into a half-
bridge or full-bridge structure by controlling the on–off of the additional switch
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Fig. 1 Topology in [15]

Fig. 2 Topology in [16]

tubes. It adopts frequency modulation and phase shift control to narrow the frequency 
modulation range, broaden the system input and output voltage range, and improve 
efficiency. However, this structure introduces four additional switching tubes, and 
the control is complicated. 

The bridge arm switching topology improvement strategy proposed by Z. Liang 
et al. [18] is shown in Fig. 4. This structure controls the primary side bridge arm 
structure by changing the on or off state of S3 and S4 switches. When S3 and S4 
work at high frequency, it operates in full-bridge mode; when S3 is constantly off 
and S4 is constantly on, it operates in half-bridge mode. The structure is simple to 
control, and the voltage range can be widened without additional devices.

Fig. 3 Topology in [17] 
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Fig. 4 Topology in [18] 

Fig. 5 Topology in [19] 

Reconfigurable Bridge and Asymmetric Resonant Tank. The reconfigurable 
bridge arm topology proposed by C. Li et al. consists of six switches on the primary 
side and two asymmetric resonant tanks [19], as shown in Fig. 5. By controlling the 
on–off of the primary switch tubes, the circuit can work in six modes: T2 half bridge; 
T1 half bridge; double half bridge; T1 half-bridge, T2 full-bridge; T1 full-bridge, T2 
half-bridge, and double full bridge. Therefore, the structure can realize six kinds of 
gain curves, greatly widen the voltage regulation range, and realize high efficiency. 

2.2 Transformer Modified Resonant Converter 

The basic principle of the transformer modified resonant converter mentioned in the 
existing literature is to change the transformer’s turn ratio in two ways: winding 
switching and connection way of multiple transformers.
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H. Hu et al. proposed a resonant converter structure with two transformers in 
series and two output modules in parallel, as shown in Fig. 6. This structure controls 
whether TR2 and Rectifier2 are connected to the circuit by controlling the on or off of 
the auxiliary switch tube to modify the gain of the converter [20]. At the same time, 
the circuit also adopts bridge arm switching to further widen the voltage regulation 
range. 

C. Kim et al. proposed a topology that employs transformer switching for wide-
range voltage regulation [21], as shown in Fig. 7. The circuit can work in two modes 
by controlling auxiliary switch tubes: two transformers and resonant tanks in parallel, 
and two transformers and resonant tanks in series. Compared with the traditional 
LLC, this circuit can design a larger magnetizing inductance, reduce power loss 
and improve efficiency. However, the structure of the two transformers increases the 
volume of the system and the complexity of the circuit. 

H.-G. Han et al. researched an LLC resonant converter with an adaptive turn 
ratio transformer [22], as shown in Fig. 8. By controlling the auxiliary switches SA1 
and SA2 on or off, the topology can realize two different transformation ratios and 
increase the gain range of the converter. However, this structure still requires a large

Fig. 6 Topology in [20] 

Fig. 7 Topology in [21] 
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Fig. 8 Topology in [22] 

Fig. 9 Topology in [23] 

excitation current to achieve ZVS, and the multi-winding structure makes the volume 
of the transformer increased and the difficulty of design optimization raised. 

D. Shu et al. proposed a LLC converter with an adjustable turns ratio transformer 
[23], as shown in Fig. 9. In this circuit structure, three different turn ratios can be 
realized by switches S5 and S6, and the switching frequency range of each mode is 
compressed to a range close to the resonant frequency, which improves the efficiency. 

2.3 Secondary Side Modified Resonant Converter 

The secondary side modified resonant converter can be split into the output series– 
parallel switching type and the bridge arm switching type. 

Output Series–Parallel Switching. H. Dang et al. proposed an output side 
adjustable converter [24], as shown in Fig. 10. The circuit uses D3, D4, and S5 
to control the output in series and parallel. When S5 is on, the output is connected 
in series to achieve double the gain; when S5 is off, the output is connected in 
parallel. The output voltage can be controlled by controlling the duty cycle of S5. 
Like traditional LLC, S1-S4 can realize ZVS in a wide range, and D1, D2 realize 
ZCS. Compared with traditional LLC-Buck, the structure’s loss is smaller. However,
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Fig. 10 Topology in [24] 

this circuit adds an output capacitor and an extra switch, which is not good for the 
improvement of power density. 

H. Wang et al. proposed an improved LLC resonant converter of bridge arm 
switching type, as shown in Fig. 11. The primary side of the topology works in a 
quasi-resonant state, and the output voltage is adjusted by regulating the duty cycle of 
the additional switch S5. When S5 is on, only an output capacitor is working; when 
S5 is off, two capacitors are in series to obtain twice the output voltage [25]. The 
fixed-frequency operation of this circuit can realize soft switching, but the additional 
components introduce additional loss and volume. 

H. Wu et al. proposed a two-phase interleaved LLC resonant converter [26] with 
uncontrolled rectification, as shown in Fig. 12. This topology adopts frequency modu-
lation and phase shift control. When the output voltage is high, the secondary wind-
ings are connected in series, and the output voltage is controlled by frequency modu-
lation; when the output voltage is low, the secondary side can be switched in series or 
parallel by constant frequency phase shift control to adjust the output voltage. This 
topology can realize full-range soft switching. Compared with the traditional LLC, 
the additional conduction loss caused by the magnetizing inductance is smaller.

Fig. 11 Topology in [25] 
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Fig. 12 Topology in [26] 

However, in the phase shift control, the circulating current increases and the loss 
increases. 

Bridge Arm Switching. The switching strategy of the bridge arm of the secondary 
side is similar to that of the primary side, both of which can switch the bridge arm 
through additional switches [17], or control the two switches of one bridge arm to 
be consistently on and consistently off [18]. 

3 Other Topologies 

3.1 Two-Stage Topology 

To solve two problems that resonant converters may face under wide-range voltage 
regulation: too wide frequency modulation range leads to low efficiency and difficult 
design of magnetic components, in addition to the single-stage topology modified 
strategies summarized in the previous section of this paper, a two-stage topology can 
be used to widen the voltage regulation range and achieve high efficiency and high 
power density. Commonly used two-stage topologies are DC/DC + DCX or DCX 
+ DC/DC. 

Y. Wang et al. proposed a Buck-Boost + LLC two-stage converter structure with 
bridge arm multiplexing [27], as shown in Fig. 13. The Buck + Boost shares a 
bridge arm with LLC, which reduces the number of a group of switches. The bipolar 
modulation strategy is adopted, and ZVS is realized by using the chopping inductor 
current, so the magnetizing current of the transformer can be very small, which can
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Fig. 13 Topology proposed by [27] 

realize the non-gap transformer and reduce the winding loss; in addition, the resonant 
current is reduced, and the conduction loss of the switch tubes is reduced. As a result, 
this topology can realize a wide range of voltage regulation, high efficiency, and high 
power density. 

3.2 Quasi-Single-Stage Topology 

Z. Wu et al. proposed a novel partial power regulation topology [28], as shown in 
Fig. 14. This topology consists of two parts: DCX for main power flow and DCX + 
PWM Converter for auxiliary partial power flow. The topology is simple to control 
and can achieve low losses and high efficiency due to partial power regulation. 

Fig. 14 Topology proposed by [28]
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Fig. 15 Topology proposed by [29] 

3.3 LCLC Resonant Converter 

Z. Chen et al. proposed an LCLC resonant converter [29], as shown in Fig. 15. Based 
on the traditional LLC, this topology improves the magnetizing inductance and uses 
the inductance in series with a capacitor to be equivalent to the actual magnetizing 
inductance. The converter is equivalent to an LLC converter with variable magne-
tizing inductance. As the input voltage decreases, the equivalent magnetizing induc-
tance will decrease as the switching frequency decreases, allowing the converter to 
achieve high eak gain. However, this circuit requires additional magnetizing induc-
tance components, which increases the volume of the system and isn’t conducive to 
the improvement of power density. 

4 Topology Summary and Comparison 

The second and third sections of this paper respectively list the modified strategies 
for single-stage topology and other topologies to achieve high efficiency and wide 
range voltage regulation. For single-stage topology, topology modified strategies 
include resonant parameter switching, bridge arm switching, reconfigurable bridge 
arm mode, transformer winding switching, and series–parallel switching. The bridge 
arm switching can achieve twice the voltage range through full-bridge and half-
bridge switching. The resonant parameter switching can achieve different maximum 
voltage gains by changing the k and Q of the resonant converter. The reconfigurable 
bridge arm mode can obtain several sets of the gain curves to narrow the frequency 
modulation range. Transformer winding switching can change the turns ratio of the 
converter and greatly adjust the voltage regulation range. Series–parallel switching 
introduces N modules, adjusting modules series and parallel to achieve N times the 
voltage gain. In addition to the single-stage topology, there are still many forms 
of topology that can achieve high efficiency and wide range voltage regulation. In 
the third section of this paper, three representative wide range voltage regulation 
topologies are listed: two-stage topology, quasi-single-stage topology, and LCLC
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topology, which can be as a design reference. The topology comparison results are 
shown in Table 1. 

Table 1 Topology Comparison 

Input Output fs Modulation Frequency 
range 

Efficiency Notes 

[15] 325–385 V 56 V 90 k FM 34–95 k 95% Additional 
capacitor and 
switch 

[16] 100–180 V 20 V 90 k FM 65–90 k - Additional 
inductor and 
switch 

[17] 400 V 100–440 V 100 k PWM + 
FM

- - Additional 
switching 
loss and 
complex 
control 

[18] 125–550 V 500 V 60 k FM 40–120 k 97.7% Safe 
transition 
needs to be 
considered 

[19] 390 V 80–420 V 100 k FM 70–130 k 97.4% Low power 
density 

[20] 25–100 V 210 V 140 k FM 80–140 k 98% Increased 
size and 
design 
complexity 

[21] 127–380 V 16.5 V 160 k FM 75–155 k 96.2% Increased 
size and 
design 
complexity 

[22] 311 V 25–42 V 130 k FM - 95% Multiple 
windings; 
complex 
design 

[23] 390 V 126–420 V 140 k FM 130–220 k 97.2% Additional 
switches and 
windings 

[24] 100 V 100–200 V 20 k PWM - 95.5% Additional 
output 
capacitor and 
switch 
The 
regulation 
range is only 
up to 2 times

(continued)
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Table 1 (continued)

Input Output fs Modulation Frequency
range

Efficiency Notes

[25] 390 V 250–420 V 100 k PWM - 96.7% Additional 
switches 
The 
regulation 
range is only 
up to 2 times 

[26] 400 V 150–500 V 1000 k PWM + 
FM

- 98% Many 
components; 
low power 
density 

[27] 360–440 V 24 V 500 k PWM - 97.6% Complex 
control 

[28] 360–460 V 12 V 460 k PWM - 96.5% Efficiency 
decreases 
when the 
voltage 
range is too 
wide 

[29] 250–400 V 12 V 256 k FM 135–250 k 96.4% Additional 
inductor and 
capacitance 
Large system 
size 

5 Conclusion 

This paper summarizes and compares topologies applied to wide input and output 
voltage range from single-stage and other topologies, and provides a reference for 
the design of wide range voltage regulation converters. Table 1 lists the electrical 
parameters, efficiency, and advantages and disadvantages of all converters mentioned 
in this paper. In general, to realize wide range of input and output voltage regulation, 
reduce the frequency modulation range, and improve efficiency, the modification 
strategies of single-stage topology include bridge arm switching, resonant parameter 
switching, reconfigurable bridge arm mode, transformer winding switching, and 
series or parallel switching. It is worth noting that the combination of different 
modification strategies can obtain a wider voltage regulation range. When designing, 
the most suitable topology can be selected according to various factors such as voltage 
regulation requirements, control complexity, design complexity, cost, and efficiency.
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Analysis on the Operating Condition 
of Electrical Contact Structure Used 
in Gas Insulated Switchgear 

Wei Yang, Taiyun Zhu, Tao Xie, Shoufeng Jin, Ting Ren, Qingyu Wang, 
and Peng Liu 

Abstract In recent years, gas insulated switchgear (GIS) has been widely used in 
power systems. As an important part of GIS equipment, its operation reliability is 
directly related to the stability of electrical equipment operation. Therefore, analyzing 
the operating condition of electrical connection structures in GIS equipment is neces-
sary. In this paper, the spring contact is taken as the research object, the electric field, 
thermal field, and flow field distribution were simulated, the surface of the spring 
contact after prolonged use was observed by scanning electron microscopy. It is found 
that the operating temperature of the spring contact is 339.07 K. When deterioration 
occurs due to poor contact, the temperature of the conductor can reach 415.59 K. In 
addition, the long-term operation will cause significant wear on the contact surface, 
which will degrade electrical contact performance. The research in this paper can 
provide a theoretical basis for the analysis of GIS overheating faults. 

Keywords Wear · Electrical contact · Temperature distribution · Overheating 
faults 

1 Introduction 

Energy security is related to the national economy and people’s livelihood. With 
the increase of power grid transmission capacity and the proposal of China’s 
carbon peaking and carbon neutrality, UHV power equipment’s operation stability 
is becoming increasingly important [1, 2]. Gas insulated switchgear (GIS) has been 
widely used in power system for its high reliability, high current breaking capability 
and small footprint (Fig. 1).
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Fig. 1 Application 
scenarios of GIS equipment 

In GIS equipment, electrical contact structures such as spring connectors and 
plum connectors are usually used in the busbar joint. Under the comprehensive 
action of electric, thermal and mechanical stress for a long time [3, 4]. Therefore, the 
deterioration phenomenon is easy to occur, which leads to the overheating fault of 
the bus joint, and seriously affects the operation stability of GIS equipment (Fig. 2). 
However, the contact part can’t be measured directly because of the narrow space 
[5, 6], so it is necessary to carry out the simulation analysis of the temperature field 
distribution of the contact structure. 

In this paper, the temperature calculation model of the GIS bus connector is estab-
lished based on the finite element analysis of multi-field coupling. The distributions 
of current and temperature fields in the GIS bus connection area were calculated when 
the contact resistance of the spring connector was changed. In addition, the contact 
area of the spring connector was analyzed by scanning electron microscopy (SEM). 
The research in this paper can provide a theoretical basis for bus overheating fault 
analysis and a reference for the deterioration mechanism of the electrical connection 
structure.

Fig. 2 Overheat failure of busbar joint. 
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2 Theoretical Basis 

2.1 GIS Busbar Joint Modeling 

GIS busbar joint is a connection structure used to connect conductors in GIS. Its 
function is to enable the conductor to move at the joint and weaken the damage to 
the basin insulator caused by external environmental stress. In this paper, the spring 
contact of 252 kV GIS is selected as the research object, its structure is shown in 
Fig. 3. The outer diameter of the spring connector is 115 mm. When the busbar joint is 
connected, interference fit provides contact pressure to ensure electrical connection. 
To increase the conductivity, the busbar plug and connector are plated with silver. 

In this paper, the refinement model of the spring is first constructed. Compared 
with ordinary springs, the coil of the inclined coil spring has a tilt angle, so the cross-
section of the spring is oval. The parametric equation of the inclined coil spring can 
be obtained from the equation related to the ordinary spring as shown in Eq. 1. 

Where a is the length of the long axis of the inclined coil spring, b is the length 
of the short axis of the inclined coil spring, d is the diameter of the spring, R is the 
radius of the whole spring, and θ is the Angle of the inclined coil spring. In this paper 
select a 30° inclined coil spring as the research object. n is the number of turns of 
spring. The values of the preceding parameters are as follows (Table 1):

Fig. 3 Structure of GIS bus 
connector 
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Table 1. Values of key parameters 

Name a (mm) b (mm) d (mm) R (mm) n 

Value 6.3 5.3 1.5 52.5 108 

a) curve of equation b) one inclined coil spring 

Fig. 4 Model of inclined spring 
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In SOLIDWORKS, the inclined coil spring model is established by the curve 
driven by the equation as follows (Fig. 4). 

2.2 Electrical Contact Theory 

The GIS busbar joint is subjected to the simultaneous action of electricity, mechan-
ical stress, and heat in the working condition. Since mechanical stress mainly affects 
the change of contact resistance, the calculation can be simplified into electrothermal 
coupling analysis by adjusting the value of contact resistance in the electrical 
calculation.



Analysis on the Operating Condition of Electrical Contact Structure … 441

The following assumptions exist in this model 

1. The parts far away from the busbar joint or the geometric structures that have 
little influence on the electric calculation are simplified. For example, the shield 
ring in the basin insulator was not modeled. In addition, the small chamfered 
geometric features on the part surface in the solid model are ignored. 

2. Materials are homogeneity 
3. the spring contacts are free from stress relaxation and creep under contact 

conditions 
4. the insulating gas inside the GIS busbar joint is considered to be chemically 

stable under normal operating conditions and no chemical corrosion occurs. The 
film resistance of the contact surface is ignored and only the contact resistance 
is considered. The number and size of the conductive and mechanical contact 
points are kept constant. 

5. Ignore the displacement current and the thermoelectric effect of the material. 

2.3 Theoretical Basis 

The surface of a conductor is not flat, even if the surface has been carefully treated, 
under microscopic observation, the surface is made up of many different sizes of 
convex bodies. In the process of contact between two planes, even if the normal 
force between the two contact surfaces is great, they are compressed each other and 
seem to fit perfectly, but in fact, there are only a small number of points or surfaces in 
the contact surface to achieve real complete contact. It is on a few points or surfaces 
that are actually in contact that all the external force is applied. 

As the current passes through the contact surface, it is pooled through these 
actual contact points (i.e., conductive spots). Due to the small area of the conductive 
spots, the current is contracted and an additional resistance is generated. In addition, 
electrons crossing the film will create additional resistance, often referred to as film 
resistances, which together form the contact resistance. Film resistance is usually 
ignored because of its small resistance values. 

According to Holm contact resistance theory [7], the resistance value of contact 
resistance is 

Rc = 
ρ1 + ρ2 

2a 
(2) 

where ρ1, ρ2 is the resistivity of contact material, Ω·m, a is the radius of the contact 
point, m. 

In the above formula, the contact radius is related to the force on the contact 
surface. According to the relationship between contact resistance and contact force 
established in the literature [8], the contact resistance can be calculated as follows: 

Rc = 
E∗ρσs 

3.7F 
(3)
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In the above equation, E* is the equivalent elastic model of the contact material, 
σ s is the mean square error value of the height of the micro-convex on the rough 
surface. 

2.4 Calculation Method of Thermal Field and Flow Field 

In the GIS busbar joint, the current flowing through the Aluminum guide rod gener-
ates joule heat, which is the main internal heat source [9, 10]. Due to the small 
leakage current, the joule heat generated by the epoxy material is small and negli-
gible. Therefore, according to Maxwell’s equation, the electromagnetic field control 
equation can be expressed as: 

∇ ×  
1 

μ 
× (∇ ×  A) = Js − ε 

∂ E 
∂t 

(4) 

where μ is the conductivity coefficient, A is the magnetic vector, Js is the current 
density in the conductor, ε is the dielectric constant and E is the electric field intensity. 

In the cylindrical conductive rod model, the cylindrical coordinate system is estab-
lished with the conductor axis as the Z-axis. In this coordinate system, the electric 
field intensity E and current density have only axial components. In this paper, the 
heating power of conductors and electrically connected components is calculated by 
the following equation. 

J 2 s
/

γ (5) 

where γ is the volume conductivity of the conductor. In GIL equipment, both gas 
and solid exist, and the heat conduction equation can be written as follows: 

ρcp 
∂T 

∂t 
= λ( 

∂2T 

∂2x 
+ 

∂2T 

∂2 y 
+ 

∂2T 

∂2z 
) + Q (6) 

where T is temperature, cp is the specific heat of the material, Q is the heating power 
per unit volume, x, y and z are the directions, ρ is the density, and t is the time. As 
the fluid flows, these parts produce heat exchange. Convection is usually the main 
form of heat transfer in liquids and gases. In GIL, the governing equations of the 
three-dimensional flow field and thermal field of material with incompressible and 
constant properties are as follows: 

∇ρν = 0 (7)  

ρ 
∂v 
∂t 

= F − ∇  p + μ∇2 v (8)
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ρcp 
∂T 

∂t 
= ∇2 (λT ) + Q (9) 

3 Simulation and Analysis 

Based on the establishment of the model, this paper calculated the current flow 
path of GIS equipment, verified the current contraction phenomenon of electrically 
connected parts, and calculated the temperature field distribution under the fluid– 
structure coupling condition, the calculation results are as follows. 

Firstly, the calculation of the current contraction of GIS spring contact was carried 
out. The current module was selected in COMSOL to simulate the contraction current, 
and the operating current 2545A of the GIS equipment was input to analyze the 
change of conductor current density. 

An inclined coil spring has 108 turns in total, 108 contacts with the outer guide 
rod, and 216 contacts with the inner conductor. Along the direction of the current 
flow, there are two springs on one side. When the current flows through the spring 
contact, its contact area shrinks, which causes the current to shrink. 

The simulation model shows that the current density changes when the current 
flows through the touch part, and a significant current contraction occurs. At the same 
time, considering the current contraction of the contact surface and the existence of 
contact resistance, poor contact at the contact point can easily affect the stability of 
the whole (Fig. 5). 

Based on the calculation results of the electric field, the heating power of the 
conductor is calculated through electromagnetic heating, and the fluid–solid coupling 
thermal field is analyzed in ANSYS CFX. The calculation results are shown in Fig. 6.

Fig. 5 Current direction of the connector 
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Fig. 6 The temperature distribution of GIL 

The simulation results show that when the current of 2545A passes through the 
conductor, the temperature of the conductor is the highest, which can reach 338.09 K. 
In the fluid–structure interaction, considering the gas flow and gravity, the gas with 
high temperature has a low density and moves upward, while the gas with low 
temperature sinks. As can be seen from the velocity vector diagram in Fig. 6, a large  
amount of hot gas is emitted from the top of the shield ring, and the hot gas cools 
down in the process of rising, and then moves down from the surrounding circle, 
starting the cycle in this way. 

When bad contact or deterioration occurs in the connector part, the contact resis-
tance between the contact finger and the conductor part will increase, and the contact 
resistance may reach about 100 times of normal operation. When the contact resis-
tance changes by 100 times, the temperature distribution of the contact is shown in 
the figure below. 

It is obvious that the highest temperature area is transferred to the spring contact, 
and the overall maximum temperature rises to 416.23 K degrees. Therefore, the 
decline of contact performance of the touch finger will greatly affect the overall 
operation stability of GIS equipment (Fig. 7).

Based on the simulation, the deterioration phenomenon of electrical contact 
components was investigated in this paper. One turn of the used connector was 
observed by scanning electron microscope, and the surface of the connector is shown 
in Fig. 8. The back of the spring contact finger is a non-contact area, such as area 2 
in Fig. 8, which is relatively smooth on the whole. The front side is the contact area, 
and area 2 in Fig. 8 has a rough surface.

With the increase in service time, the spring contact is subjected to multiple 
physical quantities for a long time so that its surface becomes rough and the contact 
effect is weakened. The deterioration of the contact surface will cause the contact 
resistance to increase. The increase in contact resistance will raise the heating power 
of the contact section, which in turn will raise the temperature of the contact section. 
The temperature increase of the contact part will accelerate the deterioration of the



Analysis on the Operating Condition of Electrical Contact Structure … 445

a) The normal working condition              b) Working condition of degradation 

Fig. 7 The temperature distribution of the contact and guide rod

Fig. 8 Surface of connector

contact surface. Eventually a vicious circle is formed, and the long-term development 
will lead to the overheating failure of the busbar connection part.
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4 Conclusion 

In this paper, the 3D simulation model of the GIS bus joint is established, and the 
contact resistance, heat convection, heat conduction, and heat radiation are consid-
ered to complete the simulation analysis of the GIS bus joint. Through simulation 
analysis, it is found that: 

1) When the current is 2545 A, the highest temperature of the GIS equipment 
occurs on the conductor, which is 338.09 K. Considering factors such as the 
change in gas density, the temperature rise near the conductor causes the gas to 
flow, resulting in a temperature difference between the upper and lower parts. 

2) When poor contact or deterioration occurs, the temperature of the contact struc-
ture rises and the maximum conductor temperature rises to 415.59 K through the 
action of heat transfer. Prolonged operation at high temperatures will seriously 
affect the safety of the equipment. 

3) The observation of the contact surfaces reveals that wear occurs on the contact 
surfaces due to the long-term electrical heating effect. Wear deteriorates the 
contact condition of the contact parts and further contributes to the increase in 
operating temperature. 

In summary, the deterioration of electrically connected components is the result 
of the long-term influence of several factors. The temperature of the contact area can 
be used as an important indicator to evaluate the working condition. The research in 
this paper can provide a basis for the analysis of the deterioration mechanism of the 
electrical connection components of GIS equipment. 
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Multi-objective Optimization 
and Research of the New Type Combined 
Excitation Permanent Magnet Motor 
for Electric Vehicle 

Bingchang Lv , Liwei Shi , Jianning Jing, Kaiwen Liu, and Lintao Li 

Abstract A new combined excitation permanent magnet motor (CEPMM) is 
proposed to reduce the amount of rare earth materials and the cogging torque of 
the traditional permanent magnet motor (TPMM). By combining the energy method 
and the Fourier decomposition method, the influence mechanism of the combined 
excitation structure on the cogging torque is revealed. On this basis, in order to 
further obtain the optimal parameter values of the motor, an efficient multi-objective 
hierarchical optimization strategy suitable for CEPMM is proposed. Based on the 
orderly combination of parametric hierarchical design and multiple optimization 
algorithms to achieve the comprehensive optimization among multiple optimization 
objectives. The performance of TPMM and CEPMM is analyzed using the finite 
element method, and it can be seen that the cogging torque and rare earth dosage 
of CEPMM are reduced by 79.9% and 19%, respectively, compared with TPMM. 
Finally, the correctness of the structure and the effectiveness of the optimization 
method are verified by the prototype experiment. 

Keywords Permanent magnet motor · Combined excitation · Multi-objective 
optimization · Finite element analysis 

1 Introduction 

Permanent magnet synchronous motors have the advantages of high ratio power 
and high efficiency, and are now widely used in the field of electric vehicles [1, 2]. 
However, the built-in permanent magnet motor generates high cogging torque due 
to its structure, which leads to a rise in torque ripple and has a certain impact on the 
running performance of the vehicle [3, 4]. The rising price of rare earths has led to
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the increase in the cost of permanent magnet motors, thus limiting the development 
of permanent magnet motors [5, 6]. 

Numerous scholars have conducted in-depth studies to address these issues. In 
terms of improving motor output performance, the literature [7] proposes a method 
of shifting between magnetic poles to reduce the cogging torque and the torque ripple 
of the motor and improve the output performance of the motor, while introducing the 
concept of repeating unit to reveal this mechanism. In addition to changing the motor 
structure, optimization algorithms can also be used to determine the optimal values of 
motor parameters to improve the electromagnetic performance. The literature [8] uses  
the experimental design method for single objective optimization, which has a large 
number of experiments and the interaction between parameters is easily ignored, 
making it difficult to determine the optimal parameter values. The literature [9] 
proposed the Taguchi multi-objective optimization algorithm, which can significantly 
reduce the number of simulations, but its optimization results are limited by the 
selection of the initial values of the parameters, which has certain limitations. For the 
reduction of rare earth materials, scholars have proposed to use cheap ferrite instead 
of neodymium iron boron (NdFeB) [10], but the small magnetic energy product of 
ferrite will cause the decrease of motor output torque, so the hybrid excitation [11] 
becomes an effective solution. 

A hierarchical multi-objective optimization strategy suitable for combined 
excitation-type permanent magnet motors is proposed, which can quickly and accu-
rately obtain the optimal parameter values of the motor, reduce the mutual influ-
ence between optimization objectives, and improve the optimization efficiency. The 
TPMM and CEPMM are simulated and compared, and the correctness of the struc-
ture and the effectiveness of the optimization method are verified by prototype 
experiments. 

2 Motor Topology Analysis 

The topological structure of the CEPMM is shown in Fig. 1. 
The structure has the following characteristics: 1) the angle and width of the 

permanent magnets are asymmetric; 2) the rotor has a non-uniform air gap. α: rotation 
angle NdFeB1 to d-axis, β: rotation angle NdFeB2 and Ferrite to d-axis, Wpm3:

Fig. 1 Topology of 
CEPMM 

wpm2 
α 

NdFeB1 

Hpm3 

Ferrite 

NdFeB2 
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Fig. 2 Non-uniform air-gap 
rotor structure 

R1 R2 

h 
O,

 min 

increased width of the Ferrite, Hpm3: thickness of Ferrite, Wpm2: reduced width of 
NdFeB2. Figure 2 shows a model of the non-uniform air-gap structure of the motor. 
R1: radius of stator; R2: outer diameter of rotor; δmin: the minimum air-gap length of 
the CEPMM; h: eccentric distance. 

The cogging torque of the CEPMM can be expressed as: 

Tcog = −∂W 

∂γ 
(1) 

where, W is the magnetic field energy, γ is the relative position angle of the permanent 
magnet to the armature. The formula for the distribution of the air-gap magnetic 
density along the surface of the rotor is as follows: 

Bg(θ,  γ  ) = Br(θ ) 
hm(θ ) 

hm(θ ) + δ(θ,  γ  ) 
(2) 

where, Bg(θ,  γ  ) is the air-gap magnetic density; Br is the PM residual magnet; hm(θ ) 
is the PM thickness at the angle θ of the magnetic pole centerline; δ(θ,  γ  ) is the 
distribution function of the air-gap along the circumference direction. 

The magnetic field energy is calculated as follows: 

W = 
1 

2μ0

∮

V 

B2 
r (θ )

[
hm(θ ) 

hm(θ ) + δ(θ,  γ  )

]2 

dV (3) 

The Fourier decomposition of Br as follows: 

⎧⎨ 

⎩ 
B2 
r (θ ) = αp B2 

r + 
∞∑
n=1 

2 
nπ Brn  cos(2npθ)  

Brn  = 2 
nπ B

2 
r sin

(
nαpπ

) (4) 

The Fourier decomposition of
[

hm(θ ) 
hm(θ )+δ(θ,γ  )

]2 
as follows:
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Table 1 Main optimization 
parameters and variation 
range 

Parameters Range Unit 

α 45.5–47.5 ° 

β 63–65 ° 

Wpm3 1–3 mm 

Hpm3 4.5–4.9 mm 

h 2–6 mm 

Wpm2 1–4 mm

[
hm(θ ) 

hm(θ ) + δ(θ,  γ  )

]2 

= G0 + 
∞∑
n=1 

Gn cos nz(θ + γ ) (5) 

The cogging torque can be transformed as: 

Tcog(γ ) = 
π zL  
4μ0

(
R2 
1 − R2 

2

) ∞∑
n=1 

nGn Br, nZ  2 p 
sin(nZ  γ ) (6) 

The cogging torque is related to the αp and δ of CEPMM, and the αp of CEPMM 
is determined by the angle, width, and material ratio of the permanent magnet. 

3 Motor Parameter Optimization 

3.1 Optimization Goals and Parameters 

Table 1 shows the design variables and corresponding variation ranges. The range 
of values of the optimization variables is derived from the single variable analysis. 
Considering the performance of the CEPMM in operation, minimizing the cogging 
torque (T cog), the torque ripple (T rip) and the no-load back-EMF waveform total 
harmonic distortion (THD) are selected as design objectives for motor multi-stage 
optimization. It is also necessary to consider the output torque of the CEPMM in the 
process of replacing NdFeB with Ferrite, so the output torque of the motor is used 
as a constraint. 

3.2 Sensitivity Analysis 

In order to effectively identify the influence weight of parameters on the objective, 
the comprehensive sensitivity function S(xi) can be expressed as:
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Table 2 Results of sensitivity indices of optimization parameters to optimization objectives 

Parameters Icog(xi) I rip(xi) ITHD(xi) S(xi) 

α −0.177 −0.144 −0.257 0.185 

β −0.162 −0.096 −0.165 0.146 

Wpm2 −0.727 −0.745 −0.792 0.747 

Wpm3 −0.456 0.066 −0.083 0.265 

h −0.237 −0.575 0.261 0.327 

Hpm3 0.018 0.045 0.055 0.034

{
I (ai ) = V (I (b|ai ))

/
V (b) 

S(ai ) = λ1

||Icog(ai )|| + λ2

||Irip(ai )|| + λ3|ITHD(ai )| (7) 

where, b is objective, I(b/ai) is the average value, I(b) and V (I(y/xi)) are the vari-
ance of b and I(b/ai), respectively. |Icog(ai)|,|I rip(ai)| and |ITHD(ai)| are the sensi-
tivity indices, respectively. The values for λ1, λ2, and λ3 are 0.5, 0.25, and 0.25, 
respectively. 

According to the data obtained in Table 2, these parameters can be divided into 
two layers. The Level 1 is α, Wpm2, h and Wpm3 for parameters with high-sensitivity, 
and the Level 2 is β and Hpm3 for parameters with low-sensitivity. 

3.3 High-Sensitivity Parameters Optimization 

The RSM can effectively reduce the number of experiments and use polynomial 
functions instead of the required designed model. The BBD method is chosen in this 
paper. The multiple quadratic regression fitted polynomial is shown in Eq. (8). 

G(t) = β0 + 
4∑

i=1 

βi ti+ 
4∑

i=1 

βi i  t
2 
i + 

3∑
i=1 

4∑
j >i 

ti t j + ε (8) 

where, G(t) is the response value; β0 is the constant, β i is the first-order coefficient, 
and β ii is the second-order coefficient; ti and tj are two different optimization vari-
ables; ε is the fitting error. The first level of optimization contains four optimization 
variables and generally requires 3^4 = 81 experiments. A total of 25 experiments 
are required using the BBD method, and the response matrix and results are shown 
in Table 3.

In order to obtain the global optimal solution of the three optimization objectives, 
Multi-Objective Genetic Algorithm-II (MOGA-II) is introduced into the optimiza-
tion process of high-sensitivity parameters. The mathematical model is shown in 
Eq. 9. The Pareto solution of the high sensitivity parameters are shown in Fig. 3.
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Table 3 Response matrix and results 

Model α 
(°) 

Wpm3 
(mm) 

h 
(mm) 

Wpm2 
(mm) 

T cog 
(mN·m) 

T rip 
(%) 

THD (%) 

1 45.5 2 2.5 6 142.43 14.49 8.41 

2 46.5 3 2.5 2 141.39 17.65 6.87 

3 47.5 3 2.5 4 141.01 15.67 6.63 

··· ··· ··· ··· ··· ··· ··· ··· 

25 47.5 1 2.5 2 161.48 18.37 6.88

Fig. 3 Pareto solution of the 
high-sensitivity parameters 

Constrains Tcog ≤ 140 mN · m Trip ≤ 15.5%, T H  D  ≤ 7%, Tavg ≥ 15.16 N · m 
(9) 

3.4 Low-Sensitivity Parameters Optimization 

The single variable sweep method is used for the low-sensitivity parameters, and 
the influence of the optimized parameters on the optimization objective is shown in 
Table 4. The final design parameters are determined as β = 65° and Hpm3 = 4.5 mm.

4 Performance Comparison 

4.1 CEPMM Structure Parameters 

The CEPMM models were established based on the motor dimensional parameters 
shown in Table 5.
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Table 4 Impact of β and Hpm3 on optimization objectives 

Parameters Value T cog(mN·m) T rip (%) THD (%) 

β(°) 63 146.13 18.39 6.98 

64 120.14 16.23 7.07 

65 113.06 15.07 7.15 

Hpm3(mm) 4.5 113.06 15.07 7.39 

4.6 116.53 15.52 7.18 

4.7 117.84 15.86 6.98

Table 5 The key parameters 
of CEPMM Parameters Value (mm) 

Outer diameter of the stator 160 

Inner diameter of the stator 107.6 

Minimum air-gap length 0.8 

Iron stack length 91 

Thickness of the Ferrite 4.5 

Width of the Ferrite 7 

Thickness of the NdFeB 4.3 

Width of the NdFeB1/NdFeB2 10.5/6.5 

4.2 Analysis of No-Load Condition 

The flux density distribution of TPMM and CEPMM under no-load conditions is 
given in the Fig. 4, and the results show that the flux density generally does not 
exceed 1.4 T, except for the magnetic saturation phenomenon in a small area, such as 
the magnetic field strength near the spacer bridge exceeds 2 T, when the silicon steel 
sheet is fully saturated, which is beneficial to suppress the leakage phenomenon. In 
general, the flux density distribution of CEPMM is relatively uniform, which reduces 
the additional losses caused by the aggregation effect to a certain extent. 

Fig. 4 The magnetic filed  
map analysis

B(T) 
2.45 
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0.49 

0 

0.98 
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Fig. 5 The cogging torque 
analysis 
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(a) The no-load back-EMF waveform.  (b) The harmonic analysis. 

Fig. 6 The no-load back-EMF waveform and the harmonic analysis 

The cogging torque comparison results of the TPMM and the CEPMM are shown 
in Fig. 5. The cogging torque peak-to-peak difference of the TPMM is 1.16N·m and 
the maximum value is 563.77 mN·m. The cogging torque peak-to-peak difference of 
the CEPMM is 0.21N·m, and the maximum value is 113.39 mN·m, which is 79.9% 
lower than the TPMM. It can be concluded that the cogging torque of the CEPMM 
is significantly lower than the TPMM. 

The no-load back-EMF waveforms of the TPMM and the CEPMM are shown 
in Fig. 6(a). The waveforms of the CEPMM have good symmetry with those of the 
TPMM. To study the sinusoidality of the waveforms of the motor more accurately, the 
waveform is analyzed by FFT, and the results are shown in Fig. 6(b). The harmonic 
distortion rate of TPMM is 9.92%, while the harmonic distortion rate of CEPMM is 
6.98%. 

4.3 Analysis of Electromagnetic Torque 

The electromagnetic torque performance of the TPMM and the CEPMM is shown 
in Fig. 7(a). The average output torque of TPMM is 15.16N·m, and the average 
torque of CEPMM is 15.68 N·m, so the torque output capacity of CEPMM is higher 
than that of TPMM. In addition, the torque ripple of TPMM is 26.87%, compared
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(a) The electromagnetic torque waveform.  (b) The torque curves with respect to current angle. 

Fig. 7 The electromagnetic torque analysis 

with TPMM, the torque ripple of the CEPMM is greatly reduced, and its value 
is 15.03%, which is conducive to improving the stability of electric vehicles and 
meeting the requirements of low torque ripple when actually driving. To compare 
the torque characteristics of the TPMM and the CEPMM, analyze the variation law 
between the output torque and the current angle, the results are shown in Fig. 7(b). 
The electromagnetic torque of the two motors has similarity with the change of the 
current angle, and the peak of the output torque of the CEPMM corresponds to the 
current angle around 30°, while the current angle of TPMM is near 20°. 

4.4 Analysis of Efficiency 

For the simulation analysis of the efficiency of the motor, Fig. 8 gives the map 
diagram of the two motors, it can be seen that although the efficiency of the two 
motors exceeds 90%, the maximum efficiency of the CEPMM is higher than that of 
the TPMM, and the high efficiency area is wider, which also verifies that the loss 
of the CEPMM is lower than that of the TPMM. For the maximum output torque, 
the CEPMM is slightly higher than the TPMM. Therefore, it can be seen that the 
CEPMM has better operating characteristics.

4.5 Analysis of Demagnetization 

As can be seen from Fig. 9, the magnetic densities of the ferrite materials are above 
0.2 T under rated load, indicating that the ferrite permanent magnet materials have 
no demagnetization phenomenon. Considering that the vehicle will be overloaded 
during the driving process, the magnetic density of the ferrite material when the load 
current is increased to 1.5 times of the rated current is analyzed. From Fig. 9, it can  
be seen that the phenomenon of 0.2 T below the magnetic density value occurs at the 
outer edge of the ferrite, which indicates that the ferrite is irreversibly demagnetized,
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(a) TPMM. (b) CEPMM. 

Fig. 8 Motor efficiency analysis

Fig. 9 Demagnetization 
area of the ferrite PMs 
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but the demagnetization area is small. Therefore, the CEPMM has a high resistance 
to demagnetization. 

5 Experiment Verification 

In order to verify the correctness of CEPMM and the effectiveness of optimization 
strategy, a prototype of the CEPMM was fabricated. The prototype and experimental 
platform are shown in Fig. 10.

The cost comparison between TPMM and CEPMM for PM is shown in Table 6. 
The price of NdFeB is considered to be $100/kg and the price of ferrite is considered 
to be $7/kg.

The measured values of the cogging torque of the prototype in different rota-
tional directions are shown in Fig. 11(a) and Fig. 11(b). The peak-to-peak values 
of the prototype in different rotational directions are basically the same, with slight 
differences from the finite element simulation values of CEPMM. The measured 
three-phase no-load back-EMF waveform is shown in Fig. 11(c), which shows that 
the amplitudes of the waveforms are basically equal and the phase difference is 120°, 
with good symmetry and high consistency between the waveforms and the simula-
tion results, with an error of 4.8%. This test of the mechanical characteristics of the
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Fig. 10 Photo of the 
prototype and experimental 
platform

Table 6 PM cost comparison 
TPMM CEPMM 

Price NdFeB PM (pu) 1 0.81 

Price ferrite PM (pu) 0 0.17 × 10–4 

Total Price (pu) 1 0.810017

motor uses the dynamometer test bench. The result is shown in Fig. 11(d). Under 
rated load, the maximum torque is 56.4N·m, and the maximum efficiency is higher 
than 90%. 
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Fig. 11 The measured results of the prototype
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6 Conclusion 

(1) The CEPMM is excited by two different permanent magnet materials to reduce 
the amount of rare earth materials by 19%, and the asymmetric placement struc-
ture design of hybrid permanent magnet materials reduces the cogging torque 
by 79.9%, while having the lower torque ripple and the higher efficiency. 

(2) Aiming at the relatively complex structure of the motor, a hierarchical opti-
mization method suitable for this motor is proposed. This optimization method 
can reduce the optimization time and improve the optimization efficiency while 
ensuring the accuracy. 
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(51975340). 

References 

1. Onsal, M., Cumhur, B., Demir, Y., Yolacan, E., Aydin, M.: Rotor design optimization of a 
new flux-assisted consequent pole spoke-type permanent magnet torque motor for low-speed 
applications. IEEE Trans. Magn. 54(11), 1–5 (2018) 

2. Hu, W., Zhang, X., Geng, H., Gao, T., Shi, L., You, D.: Electromagnetic design and flux 
regulation analysis of new hybrid excitation generator for electric vehicle range extender. J. 
Electr. Comput. Eng. 2021(18), 1–13 (2021) 

3. Ren, W.: A technique of torque ripple compensation for interior permanent magnet machines by 
using an asymmetrical V-type rotor configuration. In: IECON 2017–43rd Annual Conference 
of the IEEE Industrial Electronics Society, pp. 8744–8749 (2017) 

4. Jo, I.H., Lee, H.W., Jeong, G., Ji, W.Y., Park, C.B.: A study on the reduction of cogging torque 
for the skew of a magnetic geared synchronous motor. IEEE Trans. Magn. 55(2), 1–5 (2019) 

5. Ma, Q., El-Refaie, A., Lequesne, B.: Low-cost interior permanent magnet machine with 
multiple magnet types. IEEE Trans. Ind. Appl. 56(2), 1452–1463 (2020) 

6. Shi, L., Guo, Y., Xiao, D., Han, Z., Zhou, X.: Design, optimization, and study of a rare-
earth permanent-magnet generator with new consequent-pole rotor for extended-range electric 
vehicle. IEEJ Trans. Electr. Electron. Eng. 14(6), 917–923 (2019) 

7. Liu, G., Du, X., Zhao, W., Chen, Q.: Reduction of torque ripple in inset permanent magnet 
synchronous motor by magnets shifting. IEEE Trans. Magn. 53(2), 1–13 (2017) 

8. Wang, X., Yuan, L., Zhan, Y., Chen, H., Wardach, M., Palka, R., Orabi, M.: Sensitivity analysis 
on novel U-shape dual-stator switched reluctance motor. IEEE Trans. Appl. Supercond. 31(8), 
1–5 (2021) 

9. Zhang, W., Shi, L., Liu, K., Li, L., Jing, J.: Optimization analysis of automotive asymmetric 
magnetic pole permanent magnet motor by Taguchi method. Int. J. Rotating Mach. 2021(71), 
1–9 (2021) 

10. Kim, H.J., Kim, D.Y., Hong, J.P.: Structure of concentrated-flux-type interior permanent-
magnet synchronous motors using ferrite permanent magnets. IEEE Trans. Magn. 50(11), 
1–4 (2014) 

11. Du, Z.S., Lipo, T.A.: Cost-effective high torque density bi-magnet machines utilizing rare earth 
and ferrite permanent magnets. IEEE Trans. Energy Convers. 35(3), 1577–1584 (2020)



Sensorless Control of Multiphase 
Permanent Magnet Synchronous Motor 
Considering Phase-to-Phase Coupling 

Haoran Zhao, Dong Wang, Xinqiang Yi, and Pengfei Hu 

Abstract The traditional sensorless control method often uses lumped inductance 
parameters to estimate the flux linkage generated by the stator. When the number 
of motor phases is small, this method has high accuracy. However, in a multiphase 
motor, due to the increase of the coupling between phase windings, the influence of all 
phase currents on the flux linkage cannot be taken into account when calculating the 
stator flux linkage by lumped parameters. When the torque fluctuates, the flux linkage 
calculation results will produce certain errors, which adversely affects the accuracy 
of the sensorless control algorithm. In order to improve the calculation accuracy 
of flux linkage in the control algorithm, a position-sensorless control method for 
twelve-phase permanent magnet synchronous motor is studied in this paper. First, 
the mathematical model of twelve-phase permanent magnet synchronous motor is 
deduced. Secondly, the rotor position calculation method considering multi-phase 
coupling is proposed, and the motor speed is estimated based on the phase-locked loop 
(PLL). Finally, the effectiveness of the control method is verified by Matlab / Simulink 
simulation. The results show that the proposed sensorless control method has higher 
accuracy and better control performance than the traditional control method. It can 
still provide accurate rotor position angle under the condition of asymmetric multiple 
windings.
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1 Introduction 

The development of China’s key equipment in energy, transportation, high-end manu-
facturing and national defense and military industry has raised the goal of “four Hs, 
one L and one M” for the performance of motor system, namely: high power density, 
high adaptability, high reliability, high accuracy, low emissions and multi-function 
composite [1]. Permanent magnet synchronous motor (PMSM) has the merit of high-
power density, low torque ripple [2] and is helpful to enhance the redundancy of the 
system [3]. Besides, PMSMs have more control resources and possess giant potential 
in advanced transmission system and advanced marine electric propulsion system 
[4–6]. 

Precise control of PMSM relies on accurate rotor position [7–10], while rotor posi-
tion is usually detected by position sensor. However, in some special cases, submarine 
shaftless propeller, for example, rotor position sensor cannot be installed due to the 
special structure of the rotor. To solve this problem, position-sensorless control tech-
nology can take the place of traditional rotor position sensor, and by analyzing the 
motor’s voltage and current, the rotor position and speed can be calculated at actual 
time. 

Different from three-phase motor, multiphase motor has its own characteristics 
in control due to the diversity in winding arrangement. So, it is necessary to conduct 
research on the position-sensorless control method multiphase motor. 

This paper proposes a position-sensorless control method for a twelve-phase 
PMSM based on flux observation, and phase-to-phase coupling is considered. And 
phase-locked loop is used to estimate the rotor position and speed. The simulation 
result shows that the proposed method can accurately detect the rotor position and 
speed. 

2 Mathematical Model of Twelve-Phase PMSM 

2.1 Mathematical Model in abc Coordinate System 

Take twelve-phase PMSM for example, the winding vector direction is shown as 
Fig. 1. The twelve-phase winding is composed of four sets of three-phase windings 
with phase shift of 15° electrical angle in turn.

In abc coordinate system, the voltage function of twelve-phase PMSM can be 
shown as [11, 12]:
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Fig. 1 Twelve-phase PMSM 
winding vector

uabc = Riabc + 
dψabc 

dt  
(1) 

where uabc, R, iabc and ψabc represent stator winging’s phase voltage vector, phase 
resistance, phase current vector, and flux vector respectively. 

uabc = [ua1 ub1 uc1 ua2 ub2 uc2 ua3 ub3 uc3 ua4 ub4 uc4 ]T 

R = diag( r r  · · ·  r
    

12 

)T 

iabc = [ia1 ib1 ic1 ia2 ib2 ic2 ia3 ib3 ic3 ia4 ib4 ic4 ]T 

ψabc = [ψa1 ψb1 ψc1 ψa2 ψb2 ψc2 ψa3 ψb3 ψc3 ψa4 ψb4 ψc4 ]T 

where r represents stator winding’s phase resistance. 
Flux function can be shown as: 

ψabc = Labciabc + ψp (2) 

where Labc represents the inductance vector in abc coordinate system, and ψp 

represents each phase’s flux linkage of the stator winding. 

Labc = 

⎡ 
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⎢ 
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⎥ 
⎦ 

ψ p = ψ f [cos θ cos(θ − 
2π 
3 

) cos(θ − 
4π 
3 

) cos(θ − 
π 
12 

) cos(θ − 
3π 
4 

) cos(θ − 
17π 
12 

) 

cos(θ − 
π 
6 

) cos(θ − 
5π 
6 

) cos(θ − 
3π 
2 

) cos(θ − 
π 
4 

) cos(θ − 
11π 
12 

) cos(θ − 
19π 
12 

)]T



464 H. Zhao et al.

where Lii and Mij (i, j = 1, 2, 3, 4) represent the self-inductance of the ith set of 
winding and the mutual-inductance between the ith and the jth set of winding. ψ f 

represents the amplitude of the flux generated by magnet and θ represents electrical 
angle. 

Lii  = 

⎡ 

⎣ 
Lai ai Mai bi Mai ci 

Mbi ai Lbi bi Mbi ci 

Mci ai Mci bi Lci ci 

⎤ 

⎦ i, j = 1, 2, 3, 4 

Mi j  = 

⎡ 

⎣ 
Mai a j Mai b j Mai c j 

Mbi a j Lbi b j Mbi c j 

Mci a j Mci b j Lci c j 

⎤ 

⎦ 

2.2 Mathematical Model in αβ0 Coordinate System 

Based on equal amplitude transformation, the Clark transformation of twelve-phase 
motor can be expressed as: 

Cabc 
αβ0 = 

⎡ 

⎢ 
⎢ 
⎣ 

C11 

C22 

C33 

C44 

⎤ 

⎥ 
⎥ 
⎦ 

Cii  = 
2 

3 

⎡ 

⎣ 
cos(i − 1)15◦ cos[(i − 1)15◦ + 120◦] cos[(i − 1)15◦ − 120◦] 
sin(i − 1)15◦ sin[(i − 1)15◦ + 120◦] sin[(i − 1)15◦ − 120◦]

1 
2 

1 
2 

1 
2 

⎤ 

⎦ i = 1, 2, 3, 4 

The inverse transformation of Clark transformation can be expressed as: 

Cαβ0 
abc = 

⎡ 

⎢ 
⎢ 
⎣ 

C−1 
11 

C−1 
22 

C−1 
33 

C−1 
44 

⎤ 

⎥ 
⎥ 
⎦ 

C−1 
i i  = 

⎡ 

⎣ 
cos(i − 1)15◦ sin(i − 1)15◦ 1 

cos[(i − 1)15◦ + 120◦] sin[(i − 1)15◦ + 120◦] 1 
cos[(i − 1)15◦ − 120◦] sin[(i − 1)15◦ − 120◦] 1 

⎤ 

⎦ i = 1, 2, 3, 4 

Applying Clark transformation to Eq. (1) and the voltage function in αβ0 
coordinate system can be got:
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uαβ0 = Riαβ0 + 
dψαβ0 

dt  
(3) 

where: 

uαβ0 = [uα1 uβ1 u01 uα2 uβ2 u02 uα3 uβ3 u03 uα4 uβ4 u04 ]T 

iαβ0 =
[

iα1 iβ1 i01 iα2 iβ2 i02 iα3 iβ3 i03 iα4 iβ4 i04
]T 

ψαβ0 = [ψα1 ψβ1 ψ01 ψα2 ψβ2 ψ02 ψα3 ψβ3 ψ03 ψα4 ψβ4 ψ04 ]T 

ψαβ0 = Cabc 
αβ0LabcC

αβ0 
abc iαβ0 + Cabc 

αβ0ψp 

When the four sets of three-phase winding are symmetric and their neutral points 
are not led out, the zero-sequence component can be neglected and the following can 
be got: 

ψαβ = Lαβ iαβ + ψpαβ (4) 

ψαβ = [ψα1 ψβ1 ψα2 ψβ2 ψα3 ψβ3 ψα4 ψβ4 ]T 

where the structure of Lαβ can be seen in Appendix A1. 

3 Rotor Flux Observation Method Considering 
Phase-to-Phase Coupling 

The principle of rotor flux observation method is to calculate the rotor position 
and speed through the relationship between stator voltage, stator winding current 
and air gap flux. Since the air-gap magnetic linkage ψαβ contains rotor position 
information, the rotor position angle can be estimated by calculating the components 
of the magnetic linkage generated by the permanent magnet on the αβ shafts [13, 
14]: 

ψαβ =
∮

(

uαβ − Rsiαβ

)

dt (5) 

ψpαβ = ψαβ − Lαβ iαβ (6) 

During the operation of multiphase motor, there are non-ideal factors such as the 
asymmetry of multiple sets of winding parameters. If the permanent magnet magnetic 
linkage ψpαβ is calculated only by the single set of winding current and the lumped
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inductance parameters, the calculated rotor position angle and rotor speed are easy 
to produce large errors, which will adversely affect the control performance. 

Therefore, when calculating the rotor flux linkage, it is necessary to consider the 
coupling between each phase winding to improve the calculation accuracy of the 
rotor position. The calculations are as follows: 

cos θest = (ψα1 − Lα1 iαβ )/ψ f (7) 

sin θest = (ψβ1 − Lβ1 iαβ )/ψ f (8) 

Lα1 = [Lα1α1 Mα1β1 Mα1α2 Mα1β2 Mα1α3 Mα1β3 Mα1α4 Mα1β4 ] 

Lβ1 = [Mβ1α1 Lβ1β1 Mβ1α2 Mβ1β2 Mβ1α3 Mβ1β3 Mβ1α4 Mβ1β4 ] 

iαβ =
[

iα1 iβ1 iα2 iβ2 iα3 iβ3 iα4 iβ4

]T 

4 Rotor Position and Speed Observation Based on PLL 

If the arctangent function is directly used to calculate θ est from Eq. (7) and Eq. (8), 
the calculation result is easily affected by torque ripple, so PLL is used to estimate 
the phase angle and speed [15–17]. 

The input of PLL is the difference between the rotor position angle θ est estimated 
by position-sensorless control method and the rotor position angle θ PLL estimated by 
PLL. PLL tracks the estimated rotor position angle θ est at actual time, so when PLL 
is at steady state, θ est approximately equals to θ PLL [18], and θ est-θ PLL approximately 
equals to sin(θ est-θ PLL). The mathematical calculation part in Fig. 2 is: sinθ estcosθ PLL-
cosθ estsinθ PLL. 

Fig. 2 PLL calculation 
process
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5 Simulation Verification 

In this paper, a simulation model of a 240 kW twelve-phase semi-symmetrical 
winding PMSM is built in Matlab/Simulink to verify the control effect of the sensor-
less control method considering phase-to-phase coupling. The parameters of the 
motor are shown in Table 1. The inductance in αβ coordinate system is calculated 
by finite element analysis and the results are shown in Table 2. 

5.1 Simulation of Typical Load Conditions 

In order to verify the accuracy of sensorless control method under load condition, 
the simulation is carried out under the condition that the motor speed is set at 160 r/ 
min and 300 r/min. The load is water and the load torque at the corresponding speed 
is 146.6 Nm and 515.4 Nm respectively. When speed reaches 100 r/min, the control 
mode is switched from IF [19, 20] control to sensorless control and the simulation 
results at steady state are shown in Fig. 3 and Fig. 4.

Table 1 Parameters of 
twelve-phase PMSM Parameter Value 

Number of phase m 12 

Number of pole pairs pn 15 

Rated speed (r/min) 300 

Stator winding resistance r (Ω) 0.162 

Permanent magnet flux ψ f (Wb) 0.66325 

Table 2 Inductance 
parameters in αβ coordinate 
system 

Parameter Value 

Lα1α1 0.815 

Mα1α2 0.468 

Mα1β2 −0.124 

Mα1α3 0.607 

Mα1β3 −0.350 

Mα1α4 0.342 

Mα1β4 −0.343 
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5.1.1 160 r/min Load Condition 

(a) Rotor position estimation. (b) Rotor position error. 

(c) Speed estimation. (d) Speed error. 

(e) Rotor flux linkage estimation result. 

Fig. 3 Load simulation results at 160 r/min
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5.1.2 300 r/min Load Condition 

(a) Rotor position estimation. (b) Rotor position error. 

(c) Speed estimation. (d) Speed error. 

(e) Rotor flux linkage estimation result. 

Fig. 4 Load simulation results at 300 r/min 

5.1.3 Asymmetry Working Condition at 160 r/min 

Under this working condition, the first set of three-phase winding is normally 
powered, and the other three sets of winding are not powered, so as to simulate 
the extreme situation of multiple sets of winding asymmetry.
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5.2 Comparative Analysis 

From the simulation results, it can be seen that the designed sensorless control method 
can accurately track the rotor position, and the rotor position angle error is within 
0.001 rad. And the motor speed can be accurately estimated by PLL, with the error 
within ± 0.15 r/min. 

By comparing Fig. 3(b) and Fig. 4(b), it can be seen that the rotor position 
angle error calculated by the control method considering phase-to-phase coupling is 
smaller, which is 78% less than that calculated by the control method without consid-
ering phase-to-phase coupling. Comparing Fig. 3(e) and Fig. 4(e), it is found that 
the rotor flux fluctuation calculated by the positionless control method considering 
phase-to-phase coupling is smaller. Comparing the rotor position angle calculation 
error of the two control methods in Fig. 5, under the same load condition, the rotor 
position angle error of the control method proposed in this paper is reduced by about 
100% compared with the position-sensorless control method without considering the 
phase coupling. It can be proved that the position-sensorless control method proposed 
in this paper has higher control accuracy than the position-sensorless control method 
commonly used in engineering under the influence of non-ideal factors of multiple 
sets of winding asymmetry. The simulation results above prove that the proposed 
position-sensorless control method has good control performance and calculation 
accuracy. 

At present, the twelve-phase PMSM has been manufactured (Fig. 6), and relevant 
tests will be carried out to verify the performance of the proposed position-sensorless 
control method.

Fig. 5 Load simulation 
results at 160r/min when 
stator windings are 
asymmetrical 
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Fig. 6 Twelve-phase PMSM 

6 Conclusion 

In this paper, a position-sensorless control method of multi-phase PMSM considering 
phase-to-phase coupling is proposed. This method uses PLL and the characteristics of 
the motor, and considers the influence of the coupling between multi-phase currents 
on the control method. The simulation results show that the proposed method has 
higher accuracy and better control performance than the position-sensorless control 
method based on lumped parameters, and provides an optimized design scheme for 
rotor position estimation of multi-phase PMSM in shaftless propulsion system. 

Acknowledgements This paper was partially funded by the National Natural Science Foundation 
of China under Grant 51807202 and Young Elite Scientists Sponsorship Program by CAST under 
Grant 18-JCJQ-QT-003. 

Appendix 

Lαβ = 

⎡ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎢ 
⎣ 

Lα1α1 Mα1β1 Mα1α2 Mα1β2 Mα1α3 Mα1β3 Mα1α4 Mα1β4 

Mβ1α1 Lβ1β1 Mβ1α2 Mβ1β2 Mβ1α3 Mβ1β3 Mβ1α4 Mβ1β4 

Mα2α1 Mα2β1 Lα2α2 Mα2β2 Mα2α3 Mα2β3 Mα2α4 Mα2β4 

Mβ2α1 Mβ2β1 Mβ2α2 Lβ2β2 Mβ2α3 Mβ2β3 Mβ2α4 Mβ2β4 

Mαlα1 Mα3β1 Mα3α2 Mα3β2 Mα3α3 Mα3β3 Mα3α4 Mα3β4 

Mβ3α1 Mβ3β1 Mβ3α2 Mβ3β2 Mβ3α3 Lβ3β3 Mβ3α4 Mβ3β4 

Mα4α1 Mα4β1 Mα4α2 Mα4β2 Mα4α3 Mα4β3 Lα4α4 Mα4β4 

Mβ4α1 Mβ4β1 Mβ4α2 Mβ4β2 Mβ4α3 Mβ4β3 Mβ4α4 Lβ4β4 

⎤ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎥ 
⎦ 

(A1) 

⎧ 
⎨ 

⎩ 

Lαi αi = Lβ j β j 
Mxm xm+1 = Myn yn+1 (x, y = α, β)(m, n = 1, 2, 3)(i, j = 1, 2, 3, 4) 
Mαi β j = −Mβi α j , Mxi x j = Mx j xi
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Opening Scheme Based on Penalty 
Variable Weight Optimal Comprehensive 
Evaluation Model 
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Abstract The electromagnetic loop is a transitional network frame for the transmis-
sion network to develop to a higher voltage level. The power grid should gradually 
untie the electromagnetic loop to achieve layered and partitioned operation. Based 
on the idea of variable weight, this paper proposes a punitive variable weight algo-
rithm, which not only considers the role of weights, but also considers the role of 
index values. The weight of indicators changes with the changes of index values. 
It is possible to “punish” the situation that an index value of the power grid is too 
low after the loop is opened (closed) to avoid the situation that a certain index value 
of the power grid is too low, but the comprehensive evaluation result is higher, and 
its physical background is more in line with the actual power system. The electro-
magnetic loop de-looping scheme determined by this model can comprehensively 
consider the evaluation function of each index, determine a comprehensive index, 
and evaluate the advantages and disadvantages of the electromagnetic ring network 
de-looping scheme through this index. The simulation results of the Shaanxi power 
grid de-looping scheme prove the effectiveness and superiority of the penalty variable 
weight algorithm. 
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1 Introduction 

High and low voltage electromagnetic loops is a transitional network structure in the 
development process of power grid. This operation mode generally has problems such 
as large short-circuit current, complex power flow distribution and safety protection 
devices, and difficulty in dispatching operation and management. The "Guidelines 
for Safety and Stability of Electric Power Systems" clearly requires that with the 
gradual improvement of the grid structure, the power grid should gradually untie the 
electromagnetic loops to achieve layered and partitioned operation. 

In order to disconnect the electromagnetic loops reasonably, it is necessary to 
calculate the power flow, stability, short-circuit current, network loss and other 
aspects, and then make a decision after synthesizing the advantages and disadvan-
tages. At present, the main indicators for selecting de-loop points and evaluating 
the pros and cons of de-loop schemes at home and abroad include power flow, 
short-circuit capacity, N–1 index, and transient stability. Reference [1] considers 
short-circuit capacity index, power flow index and transient stability index; Refer-
ence [2] considers N-1 index and transient stability index; Reference [3] considers 
power flow, N-1 index and transient stability index; Reference [4] mainly considers 
the power flow on the power tie line. 

Although the above indicators can comprehensively evaluate the advantages and 
disadvantages of the electromagnetic ring network, the evaluation indicators may 
contradict each other. How to comprehensively consider the evaluation function of 
each index, determine a comprehensive index, and use this index to evaluate the 
advantages and disadvantages of the electromagnetic loops opening scheme is an 
urgent problem to be solved. At present, there are two main methods: AHP and 
Principal Component Analysis [5]. Analytic hierarchy process (AHP) decomposes 
a complex factor into several different simple factors, and quantitatively considers 
the dominating relationship between them, and finally forms a multi-level structure. 
However, the expert scoring link of the AHP is restricted by the level and knowledge 
of the experts themselves. Even the same expert may have different scoring results at 
different periods, so it is highly contingent and subjective. The principal component 
analysis method is based on the mathematical algorithm of dimensionality reduction, 
which converts seemingly unrelated multiple indicators into a few indicators (prin-
cipal components). The weight of the comprehensive factors is not artificially deter-
mined, and is relatively objective and reasonable. However, the calculation process 
of the principal component analysis method is cumbersome, and the original more 
indexes are replaced by less indexes, so there are problems of information distortion 
and imperfect indexes. 

In the field of mathematics and finance, the above problem of obtaining compre-
hensive indicators is also called "multi-objective decision-making" problem [6]. For 
the above problems, each evaluation index can be quantified according to a certain 
method, and the weight of each index can be obtained, and then the total evalua-
tion value can be obtained by weighted synthesis according to a certain synthesis 
model. However, once the weight of each indicator is determined, no matter how
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each indicator changes, the weight will not change, that is, the weight will not 
change accordingly with each indicator. In response to the above problems, Professor 
Wang Peizhuang first proposed the idea of changing power [7]. On the basis of 
systematically studying the theory of factor space, Professor Li Hongxing gave a 
comprehensive model of variable weights [8–10]. 

Inheriting the idea of variable weights, this paper first proposes an optimal compre-
hensive evaluation model with constant weights. This model combines the idea 
of principal component analysis and multi-objective decision-making to obtain the 
weights of the running indicators of the loops opening scheme completely and objec-
tively, avoiding subjectivity and chance. On this basis, combined with the variable 
weight theory of the factor space, the optimal comprehensive evaluation model of 
punitive variable weight is proposed, which considers both the role of the weight 
and the role of the index value. It is achieved by making the weight of the indicator 
change as the indicator value changes. The grid opening scheme determined by this 
model can “penalize” the situation that a certain index value is too low after the grid 
opening (closing), so as to avoid a grid index value that is too low, but the compre-
hensive evaluation result is higher. Its physical background is more in line with the 
actual power system. 

2 Operation Index of Opening Scheme 

The principles of the operation of electromagnetic loops disengagement and closing 
include power grid security, power supply reliability, short-circuit current size, and 
economy. Therefore, this paper proposes six indicators of power flow distribution 
(including weighted power flow entropy and network loss), power grid safety, short-
circuit current, section transmission power limit, and power balance at the trans-
mission and receiving end, as operational indicators for quantitative analysis of the 
merits of the electromagnetic loops opening scheme [11–14]. 

2.1 Subsection Sample Flow Distribution Index 

The electromagnetic loops is easy to generate circulating power in the closed loop 
operation mode, which affects the economy of the power grid operation; after the 
electromagnetic loop is de-looped, the circulating current can be eliminated and the 
loss can be reduced, but at the same time, it will also have a great impact on the load 
rate of the line. 

Compared with the average load rate, the weighted power flow entropy proposed 
in reference [15] can describe the unbalance of line power flow distribution. In this 
paper, the weighted power flow entropy is used to quantitatively characterize the ratio-
nality of the power flow distribution before and after the power grid disintegration. 
For the specific algorithm, please refer to reference [15]. At the same time, the total
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network loss value of the whole network is proposed to quantitatively characterize 
the network loss before and after the disengagement of the power grid. 

Assuming that the maximum active power transmission capacity of line i is Fmax 
i , 

and the actual power flow of line i during system operation is F0 
i , the load rate wi of 

line i is 

wi = |F0 
i /F

max 
i |, i = 1, 2, · · ·  , Nl (1) 

In the formula, Nl is the total number of lines. 
Given a constant sequence U = [U1,U2,…,Un], use lk to represent the number of 

lines with the load rate wi ∈ (Uk, Uk+1], then the probability P(k) that the line load 
rate is in the (Uk, Uk+1] interval for 

P(k) = lk/ 
n−1∑

k=1 

lk (2) 

Then the calculation formula of the line weighted power flow entropy Hl is: 

Hl = −  
n−1∑

i=1 

W (k)P(k) ln P(k) (3) 

In the formula, W(k) represents the average load rate of all lines of the load rate 
wi ∈ (Uk, Uk+1]. If there are t lines in interval (Uk, Uk+1], then 

W (k) = 
1 

t 

t∑

i=1 

wki (4) 

The calculation formula of the total network loss value �P of the whole network 
is:

�P= 
N∑

i=1

�Pi (5) 

2.2 Grid Security Indicators 

The grid security index is defined as τji: when a certain line i flows through a 
unit current and is disconnected, the ratio of the power flow transfer amount to 
the transmission capacity of this line j. Its calculation formula is
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τ j i  = 
P1 
j − P0 

j 

Pn 
j P

0 
i 

(6) 

In the formula: P1 
j is the active power flow flowing through line j after line i 

is disconnected; P0 
j is the active power flow before disconnection; P

n 
j is the rated 

transmission capacity of line j; P0 
i is the active power flow through line i before line 

i is disconnected. 

2.3 Short Circuit Current Index 

Let the average out-of-limit short-circuit current level indicator Isc be 

Isc = 
1 

Nsc 

Nsc∑

i=1 

Isc,i 
Isc,N 

(7) 

In the formula: Nsc represents the number of busbars whose short-circuit current 
exceeds the limit before unlooping; Isc,i represents the short-circuit current of busbar 
i; IscN,i represents the short-circuit current interrupting capacity corresponding to 
busbar i. The after de-looping still selects these buses whose short-circuit current 
exceeds the limit before de-looping to calculate the average short-circuit current. If 
Nsc = 0 before and after the loop is disengaged, it means that there is no busbar 
whose short-circuit current exceeds the limit before and after the disengagement 
of the power grid. Then, let Nsc be the number of all busbars in the power grid, 
and calculate the average short-circuit current level of all the busbars in the whole 
network. 

2.4 Section Transmission Power Limit Index 

Set the ratio K of the section limit of the whole network after the loop is closed to 
the section limit of the initial operation mode 

K = 
1 

Nsec 

Nsec∑

i=1 

P1 
secmax,i 

P0 
secmax,i 

(8) 

In the formula: Nsec is the number of sections; P1 
secmax,i is the section limit of 

section i after the loop is disengaged; P0 
secmax,i is the section limit of section i in the 

initial operation mode.
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2.5 Sending and Receiving End Power and Power Balance 
Indicators 

Set the power balance margin Pmargin in the power supply area 

Pmargin = Pin,max+PG,sum − PL,sum − Pout,max (9) 

In the formula: Pin,max represents the power limit of the incoming section in the 
power supply area; Pout,max represents the outgoing section; PG,sum represents the 
maximum power generation capacity in the power supply area; PL,sum represents the 
maximum active load in the power supply area. There are many partition methods 
for power supply partition, this paper refers to reference [16]. 

With the above six evaluation indicators, a comprehensive evaluation model can 
be established, and the rationality of the electromagnetic loops opening scheme can 
be quantitatively analyzed. 

3 Optimal Comprehensive Evaluation Model of Penalty 
Variable Weight 

3.1 Inverse Quotient Transform and De-dimensioning 

Assuming that a power grid has n/2 loop decoupling schemes, and each scheme 
has 2 evaluation targets (loop decoupling and loop closure), the total evaluation 
target is n. For any target, there are 6 evaluation indicators, namely network loss, 
weighted power flow entropy, static safety, short-circuit current, section limit and 
power capacity margin. Let the value of the evaluation index corresponding to each 
evaluation target be Xij(i = 1,2,…,n; j = 1,2,…,6), as shown in Table 1. 

Suppose the weight coefficient of the evaluation index is Wj(j = 1,2,…,6), then 
the comprehensive evaluation result of each evaluation target is.

Table 1. Evaluation index of each target 

Target Network 
loss 

Weighted 
power flow 
entropy 

Static 
security 

Short circuit 
current 

Section limit Power 
margin 

Target 1 X11 X12 X13 X14 X15 X16 

Target 2 X21 X22 X23 X24 X25 X26 

… … … … … … … 

Target n Xn1 Xn2 Xn3 Xn4 Xn5 Xn6 
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Yi = 
6∑

j=1 

W j Xi j (10) 

In the formula: i is the serial number of the evaluation target; Yi is the comprehen-
sive evaluation index; Xij is the value of each evaluation index. In descending order 
of the comprehensive evaluation index Yi, the larger the index value is, the better the 
loop decoupling scheme corresponding to the index is. 

From the definitions of Eqs. (1)-(10), it can be seen that the larger the section limit 
and the power and electricity margin, the higher the security of the power grid, and 
these indicators are called positive indicators; static security, network loss, weighted 
power flow entropy, short-circuit The larger the value of these four indicators of 
current is, the more unfavorable it is to the safety or economy of the power grid. 
Such indicators are called negative indicators. In order to make the comprehensive 
evaluation index Yi and each index value Xij always positively correlated, the nega-
tive index is firstly subjected to “steering inverse transformation”. The most direct 
transformation is to take the reciprocal of the negative index, that is, the inverse 
quotient transformation, which can be written as the formula 

Xi jnew = 

⎧ 
⎨ 

⎩ 

1 

Xi jold 
, Xi jold is  posi ti  ve 

Xi jold , Xi jold is  negative 
(11) 

In the formula: Xijold is the original index; Xijnew is the new index obtained by 
inverse quotient transformation. When all indicators are processed by formula (11), 
Yi and all indicators are positively correlated. For the convenience of description, the 
Xij mentioned later are all new indexes obtained after inverse quotient transformation. 

The new index obtained after the inverse quotient transformation has a positive 
correlation with Yi, but due to the six indexes of network loss, weighted power flow 
entropy, static safety, short-circuit current, section limit and power margin. Therefore, 
by directly comparing each other and calculating the weight of each index, the results 
obtained may not truly reflect the relationship between each index. Therefore, each 
indicator needs to be de-dimensionalized, or standardized. Its formula is 

X s 
i j  =

Xi j  
n∑

i=1 
Xi j  

(12) 

In the formula, X s 
i j  is the new index obtained after de-dimensioning. For the 

convenience of description, the Xij mentioned in the following are all new indicators 
obtained after de-dimensioning.
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3.2 Constant Weight Optimal Comprehensive Evaluation 

It can be seen from formula (10) that to obtain the comprehensive index size of each 
evaluation target, it is also necessary to determine the weight Wj of each evaluation 
index. The principle of determining the weight coefficient is: try to distinguish each 
evaluation object as much as possible. If a certain evaluation index has a high degree of 
discrimination, it has a greater impact on the comprehensive evaluation ranking, that 
is, the higher the weight of this evaluation index. The degree of discrimination of the 
evaluation index can be measured by the amount of variance information. Therefore, 
according to the above-mentioned principles and known conditions for calculating 
the weight coefficient, the weight coefficient Wj should meet two conditions: 1) Yi 

is as dispersed as possible (maximum mean square error); 2) The sum of Wj is 1. 
The mathematical model for weight calculation is 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

max D2 = 
1 

n 

n∑

i=1 

(Yi − Y )2 

Yi = 
6∑

j=1 

W j Xi j  

Y = 
1 

n 

n∑

i=1 

Yi 

6∑

j=1 

W j = 1 

(13) 

In the formula: D is the mean square error; Y is the average value of each column 
of indicators. 

Let (X1, X2, X3, X4, X5, X6) be a column vector with Xi j  as an element, and the 
covariance of any Xi and X j is R jk  , then the n × 6 matrix with R jk  as an element is 
called the covariance matrix of the random vector, denoted as R, the expression is 

R = 

⎡ 

⎢⎢⎢⎢⎢⎣ 

R11 R12 R13 R14 R15 R16 

. . . . . .  
Ri1 Ri2 Ri3 Ri4 Ri5 Ri6 

. . . . . .  
Rn1 Rn2 Rn3 Rn4 Rn5 Rn6 

⎤ 

⎥⎥⎥⎥⎥⎦ 

n×6 

(14) 

The formula for calculating the covariance Rjk is 

R jk  = cov(Xi , X j ) = 
E(Xi − E(Xi ))(X j − E(X j )) 

(15)
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In the formula cov(Xi , X j ), is the mathematical expression of the covariance of 
the column vectors Xi and X j . 

Therefore, Eq. (13) can be converted into matrix form 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

max D2 = 
1 

n 
WRWT 

W = (W1, W2, · · ·  , W6) 
R = {R jk}n×6 

R jk  = 
6∑

i=1 
(Xi j  − X j )(Xik  − Xk) 

X j = 1 n 
n∑

i=1 
Xi j  

(16) 

However, the weight coefficient matrix W = (W1, W2, · · ·  , W6) obtained 
according to the above method is a constant matrix, that is to say, when W is deter-
mined, the weight of each indicator is determined, and the specific size of each 
indicator will no longer affect W. At this time, the weight Wj is called constant 
power. This approach of “remaining unchanged” (constant weight) in response to 
change (indicator value) is somewhat one-sided. Therefore, it can be considered to 
process the constant weight coefficients. 

3.3 Optimal Comprehensive Evaluation Model of Penalty 
Variable Weight 

Combining factor space theory and variable weight theory of principal component 
analysis [6–10], this paper proposes an optimal comprehensive evaluation model 
based on penalty variable weight. Redefine formula (10) as  

Yi = 
6∑

j=1 

W j (X1, X2, X3, X4, X5, X6) Xi j (17) 

In the formula: the matrix X1, X2, X3, X4, X5, X6 is the column vector corre-
sponding to the element Xi j  ; W j (X1, X2, X3, X4, X5, X6) is the variable weight 
related to the six state quantities of X1, X2, X3, X4, X5, X6 , which is different from 
the aforementioned "constant weight", which is called "variable weight" here. 

The most commonly used weight change methods are punitive weight change and 
incentive weight change. Figure 1 can visualize the above weights.

The definition of penalty variable weight refers to the following 6 mappings 
W j : [0, 1]m → [0, 1] (m = 1, 2, 3, 4, 5, 6), (X1, X2, X3, X4, X5, X6) �→
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Fig. 1 Common variable 
weights

W j (X1, X2, X3, X4, X5, X6) ( j = 1, 2, 3, 4, 5, 6), This map satisfies the following 
2 conditions: 

1) Normalization 
6∑
j=1 

W j (X1, X2, X3, X4, X5, X6) = 1 

2) Punishment W j (X1, X2, X3, X4, X5, X6) monotonically decreases with respect 
to the varying element X j ( j = 1, 2, 3, 4, 5, 6) 

Then W j (X1, X2, X3, X4, X5, X6) ( j = 1, 2, 3, 4, 5, 6) is called a penalty variable 
weight vector. 

In short, the penalized variable weight comprehensive evaluation is a kind of 
evaluation method to punish shortcomings. In order to obtain a better comprehen-
sive evaluation value, each single factor state (evaluation value) must not be too low, 
which is consistent with the requirements of the power grid for each index. Compared 
with the constant weight, the penalized variable weight can make a punitive compre-
hensive evaluation on the case that a certain index value is too low after the solution 
(combined) loop of the power grid, which can more reasonably reflect the actual 
situation of the power grid. 

Define the variable weight ratio ηi, j (Xi , X j ) (i, j = 1, ..., m) of each pair of 
indicators, let {W j }(1 ≤ j ≤ m) be a set of constant weights, and define the 
calculation of the penalty variable weight vector of network loss, weighted power 
flow entropy, static safety, short-circuit current, section limit and power allowance. 
The formula is 

W j (X1, X2, X3, X4, X5, X6)= 
(W1 j , W2 j , W3 j , W4 j , W5 j , W6 j )

T 
(18) 

Wi j  = 
w (0) j 

Xi j  

6∑
j=0 

w (0) j 

Xi j  

(19) 

It can be verified that the variable weight vector defined according to Eq. (19) 
satisfies normalization and punishment. For the specific proof, please refer to [10], 
which will not be repeated here. If written in matrix form, the penalty variable weight 
matrix is
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Wn×6 = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

w (0) 1 
X11 

6∑
j=1 

w (0) j 

X1 j 

· · ·  
w (0) 6 
X16 

6∑
j=1 

w (0) j 

X1 j 

... 
. . . 

... 
w (0) 1 
Xn6 

6∑
j=1 

w (0) j 

Xnj  

· · ·  
w (0) 6 
Xn6 

6∑
j=1 

w (0) j 

Xnj  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(20) 

In the formula: Wn×6 is the penalty variable weight matrix; w (0) j ( j = 1, 2, 3, 
4, 5, 6) is the constant weight obtained according to formula (16). 

It can be seen from Eq. (20) that the penalized variable weight matrix is an n × 6 
matrix, that is to say, the weight coefficients are in one-to-one correspondence with 
the indicators in Table 1, and each indicator has a unique weight. Compared with the 
constant weight matrix W = (W1, W2, · · ·  , W6) , the penalized variable weight 
can “penalize” the situation that the value of a certain index is too low after the 
power grid is opened (closed) loop, that is, increase the weight of the low index. In 
this way, the situation where a certain index value of the power grid is too low, but 
the comprehensive evaluation result is high can be avoided. 

To sum up, the calculation method of the weight coefficient is as follows: 1) 
Perform inverse quotient transformation on the original evaluation index value. 2) 
De-dimensionalize the new index obtained after the inverse quotient transformation. 
3) Find the covariance matrix. 4) Obtain the unitized eigenvector corresponding to the 
largest eigenvalue of the covariance matrix, that is, the constant weight coefficient. 
5) Use formula (20) to penalize the constant weight coefficient to obtain the final 
weight coefficient. 

After obtaining the weight result of punitive variable weight according to Eq. (20), 
substitute it into Eq. (10) to calculate the final comprehensive evaluation index value 
of punitive variable weight for each electromagnetic loop in the operation mode of 
loop disengagement and loop closure. If the index under the closed loop operation 
mode is greater than the index under the open loop operation mode, it is considered 
that the power grid should operate under the closed loop; otherwise, if the index 
under the closed loop operation mode is smaller than the index under the open loop 
operation mode, it is considered that the power grid should operate under the open 
loop; if the index If the difference in size is less than 1%, it is considered that both 
modes of operation are acceptable.
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4 Case Analysis 

4.1 Introduction to Shaanxi Power Grid 

By the planning level year of 2017, the 750 kV backbone grid of the power grid in the 
region will be formed, and it will be ready to untie the 750/330 kV electromagnetic 
loops. However, new problems such as the power balance of each 750 kV substation as 
the power supply partition, the operation mode of disengagement and closure between 
different power supply partitions, the determination of new transmission sections and 
the formulation of operation control schemes have followed. Therefore, it is necessary 
to propose a comprehensive evaluation method, which comprehensively considers the 
influence degree of these operation indicators, and determines the operation scheme 
of decoupling. 

4.2 Simulation Analysis of Power Grid Decoupling Scheme 

According to the formulas (1)–(9), the six indexes of the seven electromagnetic 
loops in Shaanxi under the condition of loop disengagement and loop closure are 
calculated. Inverse quotient transformation and de-dimensioning are performed on 
the indicators, and the results are shown in Table 2.

Substitute the data in Table 2 into Eq. (16) to obtain a constant weight vector 
W常 = (0.080, 0.005,0.109,0.177,0.168,0.460). Substitute the data in Table 2 and 
the calculation result of the constant weight vector into Eq. (20), the penal variable 
weight matrix is obtained as 

0.083    0.005    0.110    0.175    0.165    0.461 
0.079    0.005    0.112    0.182    0.171    0.450 
0.097    0.005    0.107    0.173    0.170    0.448 
0.078    0.005    0.110    0.182    0.179 

=W

 0.446 
0.076    0.004    0.107    0.175    0.168    0.468 
0.078    0.005    0.114    0.189    0.169    0.446 
0.075    0.004    0.101    0.171    0.166    0.483 
0.081    0.005    0.111    0.184    0.171    0.449 
0.072    0.004    0.097    0.150    0.142    0.534 
0.082    0.005    0.111    0.183    0.170    0.449 
0.089    0.005    0.108    0.175    0.171    0.452 
0.078    0.005    0.110    0.179    0.165    0.464 
0.079    0.005    0.114    0.181    0.171    0.450 
0.077    0.005    0.117    0.183    0.170    0.446 

(9) 

In order to prove the validity and superiority of the optimal comprehensive eval-
uation model of penalized variable weights, this paper uses the principal component 
analysis method and the analytic hierarchy process used in the literature [5] to calcu-
late the comprehensive evaluation index value. Among them, the AHP method needs 
to construct a relative importance matrix. After a pairwise comparison, the relative 
importance matrix constructed in this paper is:
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Table 2 Processed indexes of seven electromagnetic loops of Shaanxi grid 

Loop name Close/ 
Open 

Power flow 
entropy 

Network 
loss 

Safety Short 
circuit 
current 

Power 
limit 

Power 
margin 

Baoji - Qian 
County 

Open 1.000 1.018 1.027 1.052 1.054 1.035 

Close 1.027 0.960 0.990 0.990 1.001 1.040 

Qian County -
South Xi’an 

Open 0.833 1.003 1.027 1.036 0.994 1.035 

Close 1.027 1.000 0.990 0.972 0.935 1.029 

Qian County -
North One of 
Xi’an 

Open 1.027 1.000 1.000 0.990 0.978 0.962 

Close 1.036 1.003 0.966 0.942 0.994 1.035 

Qian County -
Xi’an North 
Second 

Open 1.027 1.000 1.040 0.990 0.968 0.913 

Close 1.004 1.006 0.998 0.974 0.994 1.035 

Xi’an North -
Luochuan 

Open 1.027 1.000 1.036 1.089 1.093 0.796 

Close 0.982 1.003 0.998 0.981 0.994 1.035 

Xi’an North -
Xinyi 

Open 0.911 1.010 1.027 1.030 0.994 1.035 

Close 1.027 1.000 0.990 0.986 1.011 0.985 

Xinyi - South 
Xi’an South 

Open 1.027 1.000 0.968 0.990 0.994 1.035 

Close 1.045 0.999 0.942 0.977 0.994 1.035

A = 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

1.00 1.00 0.33 0.23 0.33 1.00 
1.00 1.00 0.33 0.23 0.33 1.00 
3.00 3.00 1.00 0.70 1.00 3.00 
4.35 4.35 1.43 1.00 1.43 4.35 
3.00 3.00 1.00 0.70 1.00 3.00 
1.00 1.00 0.33 0.23 0.33 1.00 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

Its maximum eigenvalue λmax = 6.687, and the average consistency ratio index 
CR = 0.068 < 0.1, which meets the requirements of the consistency ratio index. 
Therefore, the weight WFloor = (0.257,0.257,0.085,0.060,0.085,0.257) is obtained 
by the AHP. In actual operation, a judgment matrix can be constructed by combining 
expert experience and focus to change the relative importance of each element. 

Therefore, according to the weight calculation results WFloor , Wnormal, Wpenalty 

of the three evaluation methods of AHP, PCA, and penal variable weight method, 
the comprehensive evaluation index values in the case of ring disassembly and ring 
closure are finally obtained as shown in Table 3.

In order to verify the rationality of the above evaluation results, this paper 
compares the loop decoupling scheme obtained by the three evaluation methods 
with the preliminary operation scheme. The preliminary operation plan is a decou-
pling plan determined by Shaanxi dispatching on the basis of the operation principle
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Table 3. Comprehensive evaluating indexes of each method 

Loop name Close/ 
Open 

Weighted 
power flow 
entropy 

Principal Component 
Analysis Index 

Penalty weighted 
optimal composite 
value 

Baoji - Qian 
County 

Open 1.024 1.037 1.037 

Close 1.005 1.017 1.017 

Qian County -
South Xi’an 

Open 0.971 1.011 1.007 

Close 1.006 0.999 0.997 

Qian County -
North One of 
Xi’an 

Open 0.995 0.979 0.979 

Close 1.012 1.004 1.002 

Qian County -
Xi’an North 
Second 

Open 0.985 0.959 0.957 

Close 1.009 1.010 1.010 

Xi’an North -
Luochuan 

Open 0.971 1.021 0.923 

Close 1.003 1.010 1.009 

Xi’an North -
Xinyi 

Open 0.992 1.016 1.015 

Close 1.002 0.993 0.993 

Xinyi - South 
Xi’an 

Open 1.012 1.008 1.005 

Close 1.013 1.012 1.011

of decoupling described in Sect. 1 in combination with the actual situation and oper-
ation experience of the power grid, so it is more authoritative. If the index under the 
closed loop operation mode is greater than the index under the open loop operation 
mode, it is considered that the power grid should operate under the closed loop, and 
vice versa; if the difference between the index sizes is less than 1%, the two operation 
modes are considered acceptable. Table 4 shows the comparison results of the final 
decoupling scheme of Shaanxi power grid.

From the results in Table 4, it can be seen that in the results obtained by the AHP, 
the results of the combined ring of Qianxian-Xi’an South and Xi’an North-Xinyi 
are different from the initial operation plan; The results of the combined loop of the 
network are different from the preliminary operation scheme; while the results of the 
penalty weighted optimal comprehensive evaluation scheme are basically consistent 
with the preliminary operation scheme. 

Therefore, there is a big gap between the results obtained by the AHP and the 
actual power grid, because the relative importance matrix of the AHP is determined 
by expert experience and focus, and its subjectivity is relatively large; the same 
is an objective weighting method., the results obtained by the principal component 
analysis method and the penalty weighted optimal comprehensive evaluation scheme 
have a small gap with the actual power grid, but the evaluation effect of the penalty 
weighted optimal comprehensive evaluation scheme is better. The reasons for these 
differences are analyzed in detail below.
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Table 4. Comparison results of final design for opening electromagnetic loops of Shaanxi grid 

Ring name Preliminary 
operating plan 

Analytic 
Hierarchy 
Process 
Evaluation 
Scheme 

Principal 
Component 
Analysis 
Evaluation 
Scheme 

Penalty Weighted Optimal 
Comprehensive Evaluation 
Scheme 

Baoji - Qian 
County 

open open open open 

Qian County -
South Xi’an 

open close open open 

Qian County -
North One of 
Xi’an 

close close close close 

Qian County -
Xi’an North 
Second 

close close close close 

Xi’an North -
Luochuan 

close close open close 

Xi’an North -
Xinyi 

open close open open 

Xinyi - South 
Xi’an 

close close or 
open 

close or open close or open

Table 5 shows the comparison results of the power and electricity margins before 
and after the operation of the Xi’an North-Luochuan electromagnetic loop before 
and after the disengagement and closure of the loop. It can be seen from Table 5 that 
compared with the closed-loop operation, the power and electricity margin of the 
Baoji power supply area decreases very seriously during the open-loop operation. 
According to the calculation method of formula (9), the margin is -620 MW, while the 
load is only 760 MW, and the de-loop operation may have a relatively bad impact on 
the normal supply of electricity in Baoji area. Therefore, the Xi’an North-Luochuan 
electromagnetic loop should be operated in a closed loop.

From the previous calculation results, the constant weight result of the power 
and electricity margin is 0.46. After the punitive weight change, the weight of the 
power and electricity margin of the Xi’an North-Luochuan electromagnetic loop 
is significantly increased, reaching 0.534; Therefore, the optimal comprehensive 
evaluation result is reduced, so that the comprehensive evaluation index value of 
the unlooped operation is smaller than the comprehensive evaluation index value of 
the closed loop operation, and the power grid should be operated in a closed loop. 
This is consistent with the analysis results in Table 5 and above. And this is the 
improvement of the optimal comprehensive evaluation method of penalty variable 
weight compared with the principal component analysis method. 

In addition, it should be noted that in the planned power system, when the 
combined loop scheme is determined, some “safety indicators” of the power grid, 
such as short-circuit current, N-1 static safety and other indicators will exceed the
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Table 5. Comparison results of electric power and energy margin for opening electromagnetic 
loops of Xi’an North - Luochuan 

Power supply area 
name 

Power supply area 
load/MW 

Power margin/MW 
during de-looping 
operation 

Power margin/MW 
during closed loop 
operation 

Baoji 760 − 620 − 120 
Qian County 2828 200 200 

Xi’an North 1992 4020 6260 

South Xi’an - Xinyi 6137 1200 1200 

Northern Shaanxi 7460 740 740 

Southern Shaanxi 3570 3930 3930

allowable range. Makes the power grid operate in an unsafe condition. However, the 
security of the power grid is determined by multiple indicators, and it is impossible 
to completely abandon this scheme because one indicator exceeds the limit. The 
significance of this paper is to determine a combined loop scheme, so that under this 
scheme, most of the power grid indicators are in the optimal state; and for the indica-
tors that do not meet the safety requirements, this can be solved in the future planning 
of the power grid. For example, for the busbar whose short-circuit current exceeds 
the standard, measures such as replacing a circuit breaker with a larger breaking 
capacity can be used to solve this problem. In the final scheme for de-closing the 
loop determined by the calculation example, the short-circuit level of the 750 kV 
busbar in Shaanxi Power Grid meets the requirements, and the N-1 calibration also 
fully meets the requirements; however, the short-circuit level of the 330 kV busbar 
is relatively high, and the result that the short-circuit current of the 330 kV busbar 
exceeds the standard listed, as shown in Table 6. 

Table 6. The short-circuit current excessing the regulation of final design for opening electromag-
netic loops 

Serial 
number 

Bus name Short circuit current/A Switch rated breaking 
capacity/MVA 

percentage/ 
%Three-phase Single-phase 

1 Shaanxi 
Anbei 31 

66.74 74.10 63 117.62 

2 Shan Nie 
Liu 31 

64.88 69.20 50 138.40 

3 Northern 
Shaanxi 
Suburbs 31 

48.01 46.49 40 116.23 

4 Shaanxi 
Caotan 31 

47.95 49.11 45 109.13
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Therefore, targeted reinforcement can be made for the above 330 kV bus short-
circuit current exceeding the standard. Due to space limitations, this paper does not 
list specific measures. 

To sum up, the power grid decomposing loop scheme based on the penalty 
weighted optimal comprehensive evaluation model can “penalize” the situation that 
a certain index value of the power grid is too low, but the comprehensive evaluation 
result is high can be avoided. Its physical background is more in line with the actual 
power system, and the advantages and disadvantages of the electromagnetic loop 
decoupling scheme can be quantitatively analyzed. 

5 Epilogue 

1. Aiming at the shortcomings of AHP and PCA, this paper proposes a constant-
weight optimal comprehensive evaluation model. This model combines the ideas 
of PCA and multi-objective decision-making. The de-dimensioning process can 
completely and objectively obtain the weight of the operation index of the loop 
closure scheme, avoiding subjectivity and contingency. 

2. The weights in the constant-weight optimal comprehensive evaluation model 
will not change correspondingly with each index. In order to take into account 
the roles of weights and index values in the comprehensive evaluation at the 
same time, combined with the variable weight theory of factor space, this paper 
proposes a penalty for the first time. The optimal comprehensive evaluation model 
of the variable weight is adopted, so that the weight of the index changes with 
the change of the index value. The grid decoupling scheme determined by this 
model can “penalize” the situation that a certain index value is too low after the 
grid decoupling (closing). In this way, it can avoid the situation that a certain 
index value of the power grid is too low, but the comprehensive evaluation result 
is high. 

3. The actual calculation example of Shaanxi Power Grid shows that the opera-
tion scheme obtained by the AHP cannot provide an effective reference for the 
decoupling of the loop. The results obtained by the punitive weighted optimal 
comprehensive evaluation scheme are more consistent with the initial operation 
scheme, and meet the actual safe and stable operation requirements of the power 
system. 

4. Although the punitive weighted optimal comprehensive evaluation model is used 
in the analysis of the electromagnetic ring network decoupling scheme in this 
paper, its application scope is by no means limited to this. This model can be 
applied to the problem of multi-index comprehensive evaluation. This model can 
be applied to issues involving multi-index comprehensive evaluation, such as 
power quality assessment, power grid transient safety margin, and subsequent 
fault line identification of cascading failures.
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5. The penal variable weight calculation formula proposed in this paper is relatively 
simple, and a variable weight formula more suitable for the actual situation of 
the power grid can be proposed according to the actual situation of the power 
grid, which will be the next research direction. 
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Application and Development of Active 
Distribution Grid Technology 
for Integrated Energy Systems 
in the Context of Industrial Internet 

Nuo Xu, Jinman Luo, Nuanqiang Ye, and Ming Zeng 

Abstract The new round of energy revolution is deepening under the impetus of 
Internet technology, and an integrated energy system as an important trend in the 
development of energy and electricity has become an initial decision. As different 
types of new technologies and models are gradually applied in the integrated energy 
system distribution network, the traditional distribution network technology can no 
longer fully adapt to the increasingly complex external environment. This paper 
considers the overall characteristics of the integrated energy system and its impact on 
the planning and operation of the distribution network based on the deep integration 
of the industrial Internet and the energy and power industry, studies the typical appli-
cation model and synergy mechanism of active distribution network technology in the 
integrated energy system, and designs and constructs a typical model from multiple 
dimensions such as demand response, collaborative planning, energy management 
and monitoring and control of the distribution network, analyzes the overall trend 
and key areas of active distribution network technology in the future, and forms the 
development path of active distribution network technology in the integrated energy 
system under the industrial Internet, summarizes the key initiatives appropriate to 
the development of integrated energy systems in different development stages, and 
provides rationalization suggestions for the operation of distribution networks in the 
promotion of integrated energy systems. 
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1 Introduction 

In recent years, the integrated energy service system has been moving forward, The 
rapid development of integrated energy systems will have many implications for the 
planning and operation of distribution networks, a large number of distributed power 
sources with volatility and uncertainty are beginning to be connected to the distri-
bution network, demand-side customer energy use patterns and demand response 
methods are also changing to a greater extent, the reliability and security of the distri-
bution network has been challenged in many ways, traditional distribution network 
technologies need to be adapted to a greater extent and scope to meet the reasonable 
requirements of distribution network planning and operation in the new environ-
ment. In the research of integrated energy systems, the reference [1] analyzes the 
key elements and development directions of multi-energy coordinated control tech-
nology in the process of realizing integrated energy coordination and optimization 
by combining typical integrated energy system projects at home and abroad. The 
reference [2] analyzes the dimensions of different energy types, interest subjects 
and user-side energy use characteristics for integrated energy system multi-scenario 
planning and design, which provides reference for integrated energy planning and 
layout. The reference [3] analyzes the economy and rationality of different types 
of energy storage methods in combination with the operation mode of the overall 
architecture of the integrated energy system area, and realizes the orderly planning of 
energy storage devices in the integrated energy system. The reference [4] combines 
demand-side resources for the construction of a collaborative optimization model of 
power generation, transmission, loading, and storage to achieve efficient and rational 
utilization of energy in the region. The reference [5] provides collaborative control of 
integrated energy systems in a hierarchical and distributed manner to achieve an effec-
tive balance of supply and demand resources in the region. In general, an integrated 
energy system is a hierarchical system covering multiple types of collaborative opti-
mization approaches and control and regulation devices [6–9]. In terms of research 
on active distribution networks, the reference [10] combines multiple types of influ-
encing factors to perform the analysis of constructing an optimal configuration model 
for intermittent distributed power sources in distribution networks to find the most 
optimal layout. In the reference [11], the dispatch optimization analysis of distributed 
energy sources in active distribution networks is carried out in two stages, day-ahead 
and real-time, to provide a reasonable operation of active distribution networks. The 
reference [12–14] analyzes the development trends and optimization strategies of 
active distribution networks from the key technologies and core elements of active 
distribution networks. The reference [15] and [16] considered factors such as access 
to distributed power sources and distributed generators’ interests in the process of 
distribution network planning and optimization, respectively. The reference [17] and 
[18] consider the application and development of energy storage devices in active 
distribution networks. Overall, the application and development of active distribu-
tion networks will involve multiple types of factors, and factors such as access to
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distributed power sources, load forecasting and demand-side response will be key 
concerns in the construction process of active distribution networks. 

Research on the application of active distribution grid technologies has been 
carried out in some areas, but a systematic analysis is still lacking, in particular, 
as the interaction and integration between industrial Internet and energy and power 
industry deepens, the application of “cloud computing, big data, Internet of things, 
mobile Internet, artificial intelligence” and other Internet technologies in energy and 
power systems will bring new possibilities for the development and improvement 
of the distribution grid technology system of integrated energy systems, while the 
analysis of the application and development of active distribution grid technology 
of integrated energy systems under the industrial Internet is still lacking in focus at 
this stage, and the application and development of active distribution grid technology 
of integrated energy systems need to be studied from a comprehensive and system-
atic perspective to achieve efficient and reasonable operation of regional distribution 
networks. In this paper, on the basis of describing the impact of industrial Internet 
on the distribution network of integrated energy system, from the characteristics 
and development trend of active distribution network technology, combined with 
the typical models and experiences of active distribution development at home and 
abroad, this paper analyzes the application and development prospects of active 
distribution grid technologies for integrated energy systems, realizes the analysis 
of typical patterns of active distribution networks in the area of integrated energy 
systems, discusses the appropriate distribution grid model in the process of building 
an integrated energy system, and forms a path for the application of active distribution 
grid technology in the field, proposes a strategy for synergistic optimization of inte-
grated energy systems and active power distribution to help realize the optimization 
and enhancement of power distribution networks in the new context. 

2 Typical Model of Active Distribution Network 
of Integrated Energy System in the Context of Industrial 
Internet 

At present, the traditional distribution network can no longer effectively adapt to the 
access of large-scale distributed energy in integrated energy systems, the volatility 
and intermittency of new energy sources will also make the traditional distribution 
network face new challenges, and the difficulties are mainly focused on five aspects, 
one is the increase of short-circuit current, the second is the lack of new energy 
consumption capacity, the third is the relatively low level of energy efficiency of the 
overall traditional distribution network, and the fifth is the difficulty of power quality 
control will increase, all the above difficulties need to be corrected by optimizing 
the traditional distribution network planning and operation methods. In addition, in 
today’s rapidly developing integrated energy system, the development of the distri-
bution network is starting to be closely related to the power management on the
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customer side, the diversified energy use patterns and alternative energy use systems 
on the user side will largely influence the demand-side response and control, the oper-
ation and control mode of the distribution network needs to be better coordinated 
with the demand-side load resources, and the active distribution network technology 
is used to achieve rapid response and active participation for the demand side. 

As a new industrial ecology, key infrastructure and new application model for 
the deep integration of new-generation information technology and manufacturing 
industry, the Industrial Internet can realize the comprehensive connection of the 
whole industrial element, the whole industrial chain and the whole value chain 
through the comprehensive interconnection of people, machines and things, which 
brings the possibility of optimizing the operation of the distribution network of 
comprehensive energy system and its mutual coordination with the demand side. 
Therefore, the construction of the industrial Internet and the promotion and applica-
tion of related technologies will facilitate the integrated management of distributed 
resources in the area of integrated energy systems and effectively support the wide 
access to distributed energy sources based on the effective control of tidal currents. 

In summary, the integrated energy system distribution grid technology will give 
full play to its initiative in planning, forecasting, control and response of the distri-
bution network through the application of Internet-related technologies to achieve 
rapid and flexible access to distributed energy sources. In addition, using the tech-
nical characteristics of open interconnection and intelligent interaction of people, 
machines and things in the Industrial Internet, active distribution grid technology 
will further improve the energy efficiency management of demand-side users, use 
controllable resources and adjustable loads to participate in output power balancing 
and demand-side load balancing, efficiently solving the problems of load dynamic 
monitoring, fault crisis handling and demand-side response within the area of inte-
grated energy system, and comprehensively improving the security and economy of 
the distribution network. 

3 Typical Model of Active Distribution Network 
of Integrated Energy System in the Context of Industrial 
Internet 

Active distribution grid technology should consider the design and optimization of 
active distribution grid management scheme in the area of integrated energy system in 
the context of reliability, economy and distributed energy access capability, combined 
with the actual situation of investors, while the mode of active distribution grid will 
directly affect the new energy consumption capability, fault response capability, 
load control capability and safety and stability of distribution network in the area. 
Therefore, in the process of constructing and analyzing the active distribution network 
model, the factors that need to be considered comprehensively cover four main 
dimensions, which are the planning and layout dimension of the distribution network,
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the monitoring and forecasting dimension of the distribution network, the feedback 
control dimension of the distribution network, and the active response dimension of 
the distribution network, the details of which are shown in Table 1. 

As can be seen from Table 1, the construction and design of a typical model 
of an active distribution network for an integrated energy system must take into 
account the access of distributed energy sources on the power side, take into account 
the promotion of electric vehicles and demand-side response at the customer side, 
among others, provide real-time monitoring and sharing of load conditions, equip-
ment conditions and operational data, improve the ability of the distribution network 
to respond and serve proactively, so as to better control the load in the region, regulate 
the energy resources in the region, and improve the overall energy efficiency of the 
integrated energy system region. 

For the time being, the model of urban active distribution network needs to be 
coordinated with the overall layout of the urban area distribution network, covering 
distributed power module, energy storage system module, load response module, 
system module and monitoring and prediction module, the typical active distribution 
grid model will gradually integrate with new businesses and technologies in the 
context of integrated energy, forming a new energy source that guarantees new energy 
on the supply side, therefore, the main framework of a typical model of an active 
distribution network can be specifically summarized as shown in Fig. 1 below.

From the above figure, it can be seen that the typical mode of active distribution 
network of integrated energy system under industrial Internet will have many func-
tions such as active prediction, active planning, active response and active control, 
among them:

1) In the demand forecasting system, the load change in the active distribution 
grid area in the integrated energy system is significantly different from the load 
growth in the traditional area, and the access of distributed power sources, the

Table 1 Influencing factors considered in the construction process of the active distribution network 

No Considerations Specific content 

1 Planning layout In the context of integrated energy systems, large-scale distributed 
power sources and electric vehicles are beginning to be connected, and 
the access of new types of factors need to be considered during the 
planning and layout of distribution networks 

2 Monitoring 
Forecast 

The influx of new factors means the need for more accurate load 
forecasting, load monitoring, and real-time monitoring of equipment 
and operational data 

3 Feedback 
control 

The application of active distribution network technology means that 
the distribution network is more intelligent in real time, allowing for 
better feedback and regulation control for different scenarios 

4 Proactive 
Response 

Integrated energy systems require more efficient energy efficiency 
management and demand response, and the proactive responsiveness of 
the distribution network is of great importance for balanced 
coordination within the region 
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Fig. 1 Typical mode of active distribution network in integrated energy system

integrated energy service model and business system in the distribution grid area, 
and the uncertainty risk of demand-side user energy use will become new factors 
affecting the regional load, therefore, the active distribution grid needs to empha-
size the consideration of Therefore, in the process of load forecasting, it is neces-
sary to emphasize the spatial dynamic load forecasting that takes into account the 
risk of fluctuation in demand measurement, which means that in the process of 
load forecasting, the uncertainty factors such as fluctuation of distributed power 
supply and the randomness of customer demand-side response are considered, 
and the energy consumption patterns and characteristics of customers in the 
spatial region are summarized in combination with the energy service system 
and types of customers in the spatial region, so as to realize the dynamic and 
reasonable load forecasting in the spatial region and provide basic data reference 
for the planning and response control of the active distribution network. The data 
can be used to provide basic reference for active distribution network planning 
and response control.

2) In the active planning system, compared with the traditional distribution network 
planning, the planning of the active distribution network of the integrated energy 
system under the industrial Internet takes into account the new factors of regional 
new supply and demand for the layout and optimization of the network, which 
improves the rationality of the planning scheme in the technical dimension. In 
addition, the active planning system will consider to a greater extent the integra-
tion of technical and economic, will consider the economic benefits of grid invest-
ment while planning and optimizeng the distribution network, taking the market 
structure of the planning area and the benefits of investment behavior of grid 
enterprises as the key elements in the active planning process, emphasizing that 
the active planning system will achieve the optimization of the comprehensive 
benefits of the planning scheme under multiple scenarios. 

3) In the monitoring and feedback system, the active distribution network of the 
integrated energy system under the industrial Internet will focus on two areas,
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one is equipment operation condition monitoring and response,which means 
extensive access and summary analysis of equipment operation and monitoring 
data in the whole distribution network area, and real-time early warning and 
situation reporting of equipment that fails in the course of distribution network 
operation. The second is the rapid monitoring response to the load fluctuations 
caused by the demand changes on the demand side and the generation of new 
business models, so as to support the design and selection of solutions for the 
active control system of the distribution network. 

4) In the active control system, the data and feedback provided in the monitoring 
feedback system and demand forecasting system will be combined to provide 
feasible solutions to the actual problems encountered in the distribution network. 
The active control system makes judgments and deals with faults and prob-
lems that may be encountered in the distribution area through data analysis, and 
performs scenario simulations and demonstrations of multiple scenarios to make 
optimal choices and action responses to ensure the safe and economic operation 
of the distribution network area. 

5) In the interactive response system, the sharing and interaction between the active 
distribution grid and the regional users is emphasized, which means that the grid 
is emphasized to participate more actively in the demand response with the 
user side, provide energy service solutions for customers, and actively construct 
interoperability and sharing of energy use information with customers, allow the 
customer to also play its important role as a participating subject in the interactive 
response process, ensuring that the load resources on the customer side are used 
efficiently. 

4 The Development Path of Active Distribution Network 
of Integrated Energy System in the Context of Industrial 
Internet 

The development of a comprehensive energy system active distribution network 
cannot be achieved overnight, and the active distribution network will show a 
staged development trend, in this study, the development of urban active distribution 
networks is divided into three stages, which are the pre-basic construction stage, 
the mid-term focused development stage, and the full-scale application stage in the 
mature period. Their details are shown in Fig. 2.

As can be seen from the above figure, in each stage, the development of the active 
distribution network of the integrated energy system under the industrial Internet has 
its own focus and attention, the first stage of the foundation building stage mainly 
emphasizes the access to more types of distributed power sources in the distribution 
network, the means of regulation of the power grid is gradually expanding from a 
single to a diversified one, users begin to participate in the grid’s interactions on 
the demand side, the focus of this stage is for the distribution network to begin 
to achieve local balancing and consumption of distributed power sources within a
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Fig. 2 Development path analysis of active distribution network in integrated energy system

certain range, helping the distribution network to better coordinate the emergence of 
new types of factors. The key development stage in the middle term mainly empha-
sizes the increasing diversification of user-side energy use patterns and the relative 
improvement of demand response mechanisms and systems, by improving its own 
control mechanism and system, the distribution network can better meet customers’ 
demand for energy services and the extensive access to regional distributed energy. 

1) Pre-stage: Foundation building stage 
This stage is the preliminary stage of the development of the distribution 

network in the integrated energy system, which is mainly characterized by the 
increasing degree of intelligence and interaction of the distribution network, in 
this stage the concept and operation service model of active distribution network 
started to emerge, and new factors such as distributed power and electric vehicles 
became the focus of attention of the distribution network, at the same time, the 
distribution network is facing various types of new problems are gradually arising, 
distributed energy consumption will also be integrated into the planning of active 
distribution grids through a new model, the new initiatives for the control and 
operation of the distribution network in this stage are shown in Table 2.

2) Mid-term stage: comprehensive development stage 
This stage is the middle stage of the development of the distribution network 

of the integrated energy system, the main feature of this stage is the increased 
emphasis on proactive services and proactive participation in the distribution 
network, the demand-side users’ energy use patterns and demand response 
methods are transformed, the interactivity between the distribution network and 
customers reaches a certain level, the distribution network gradually improves 
the timeliness and effectiveness of customer demand response by improving the 
prediction and response mechanism on the demand side, so that the distribu-
tion network can achieve coordinated development on the demand side, the new
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Table 2 New initiatives for the active distribution network in the basic construction stage 

No Key Initiatives Specific effects 

1 Distributed power and grid 
co-optimization 

Enhance the construction and access of distributed facilities 

2 Application promotion of 
demand-side energy storage 
technology 

Improving demand-side energy storage synergy with the 
grid 

3 New distribution network 
planning and dispatching 
system 

Promote comprehensive coordination of power generation 
transmission, loading, storage and active planning of 
distribution network 

4 Intelligent monitoring 
system and response 
mechanism 

Enhance the active response and control capability of 
distribution network 

5 Operational control 
strategies for active 
distribution networks 

Improve the overall operation and control level of the 
distribution network 

initiatives for the control and operation of the distribution network in this stage 
are shown in Table 3.

(3) Maturity stage: Extension application stage 
This stage belongs to the stage of relatively perfect construction of the active 

distribution network of the integrated energy system, at this stage, the overall 
operation and control mechanism of the distribution network has matured, and 
the overall operation of the active distribution network in the region is orderly and 
reasonable, the focus of the distribution network development is to promote the 
application of a comprehensive network, so that the original active distribution 
network in a small area can be expanded to a large-scale active distribution area, 
so that the resources on the supply side and demand side can be balanced on a

Table 3 New initiatives for the active distribution network in the comprehensive development stage 

No Key Initiatives Specific effects 

1 Active Distribution Grid Interaction 
Demonstration Area 

Strengthen demand-side interactivity and realize 
information sharing 

2 Integrated energy service system 
construction 

Build a flexible and diverse energy use model on 
the user side 

3 User-side demand response market Improve the ability of regional load balancing 
conditions in the distribution network 

4 The promotion and application of 
smart home 

Promoting the transformation and development 
of household energy use patterns 

5 Coordinated optimization 
mechanism of power generation 
transmission, loading, and storage 

Promote supply-side and demand-side synergy 
and the consumption of new energy
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Table 4 New initiatives for active distribution networks in the application and promotion stage 

No Key Initiatives Specific effects 

1 Power IOT network construction Enables wide range of communication and 
business data transmission and feedback control 

2 Building a strong smart grid Support multiple energy consumption modes 
and distributed power access for users in the 
region 

3 Energy Sharing Platform Promotion Create a shared energy model and provide a 
hub-and-spoke network platform 

larger scale, the novel initiatives of the active distribution network in the stage are 
as follows (Table 4):

5 Conclusion 

Under the trend of deepening interaction between industrial Internet and energy and 
electricity, the active distribution grid technology of integrated energy system will be 
further promoted and developed, the promotion and application of active power distri-
bution network will also provide strong support for the consumption of distributed 
energy in the region and the timely and effective satisfaction of customers’ demand 
for electricity, this paper combines the characteristics of integrated energy systems 
and active distribution grids, conducts design analysis of typical application modes 
of active distribution grids, explores the stages and initiatives for the development 
and promotion of active distribution grids, and promotes the rational and orderly 
construction of active distribution grids under integrated energy systems, this paper 
draws the following conclusions in the course of research on the application and 
development of active distribution grid technologies for integrated energy systems. 

1) The promotion and application of active distribution network technology will be 
more adapted to the development needs of the new distribution network, with 
the gradual development of the integrated energy system, the emergence of new 
factors such as distributed power sources, electric vehicles and demand-side 
response models will have an impact on the single mode of the traditional distri-
bution network, the promotion and application of active distribution network 
technology enables intelligent and dynamic control feedback and two-way flow 
in the distribution network, which plays an important role in promoting the access 
to distributed power sources and meeting the new energy consumption patterns 
of customers in the region. 

2) The mode of active distribution network will directly affect the new energy 
consumption capacity, fault response capacity, load control capacity and the 
security and stability of the distribution network in the region, at present, a 
typical active power distribution model can be developed through the application 
of Internet technology to achieve diversified system functions including demand
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forecasting, monitoring feedback, active planning, active control and interactive 
response, the design and construction of the distribution network model will fully 
reflect the characteristics of new network active planning, active control, active 
participation and active service. 

3) The development of an integrated energy system active distribution network is 
a dynamic staged process, in this paper, we divide it into the basic construction 
stage in the early stage, the comprehensive development stage in the middle stage 
and the promotion and application stage in the mature period, in this regard, 
the focus of the foundation building stage is to integrate the emergence of new 
factors into the planning and construction process of the distribution network, the 
focus of the comprehensive development stage is to further consider the demand-
side energy use model and system construction in the process of operation and 
control of the distribution network, the focus of the full-scale promotion stage is 
to promote the relatively mature management mechanism and operation mode 
on a wider scale to meet the diversified needs of supply-side distributed power 
access and user-side while improving the service level. 

References 

1. Peng, K., Zhang, C., Xu, B.Y., et al.: Status and prospect of pilot projects of integrated energy 
system. Elect. Power Autom. Equip. 7(6), 3–10 (2017) 

2. Cheng, L., Zhang, J., Huang, R.L., et al.: Case analysis of multi-scenario planning based 
on multi-energy complementation for integrated energy system. Elect. Power Autom. Equip. 
37(6), 282–287 (2017) 

3. Xiong, W., Liu, Y.Q., Su, W.H., et al.: Optimal configuration of multi-energy storage in regional 
integrated energy system considering multi-energy complementation. Autom. Elect. Power 
Syst. 9(1), 118–126 (2019) 

4. Zeng, M., Yang, Y.Q., Xiang, H.W., et al.: Optimal dispatch model based on coordination 
between “gene-ra-tion-grid-load-energy storage” and demand-side resource. Elect. Power 
Autom. Equip. 36(2), 102–111 (2016) 

5. Zhao, Y.H., Peng, K., Xu, B.Y., et al.: Hierarchical and distributed coordination control of 
integrated energy system. Elect. Power Autom. Equip. 37(6), 253–259 (2017) 

6. Hao, R., Ai, Q., Zhu, Y.C., et al.: Hierarchical optimal dispatch based on energy hub for regional 
integrated energy system. Elect. Power Autom. Equip. 37(6), 171–178 (2017) 

7. Saboori, H., Hemmati, R., Abbasi, V.: Multistage distribution network expansion planning 
considering the emerging energy storage systems. Energy Convers. Manage. 105, 938–945 
(2015) 

8. Wang, X., Gu, R.T., Ji, Y.F.: Ring-like reliable PON planning with physical constraints for a 
smart grid. Opt. Fiber Technol. 27, 24–34 (2016) 

9. Wang, W.L., Wang, D., Jia, H.J., et al.: Review of steady-state analysis of typical regional 
integrated energy system under the background of energy internet. Proc. CSEE 36(12), 3292– 
3305 (2016) 

10. Zhang, S.X., Li, K., Cheng, H.Z., et al.: Optimal allocation of intermittent distributed generator 
in active distribution network. Elect. Power Autom. Equip. 35(12), 45–51 (2015) 

11. Zeng, M., Peng, L.L., Wang, L.H., et al.: Two-stage dual-level dispatch optimization model of 
distributed energy system in active distribution network. Elect. Power Autom. Equip. 36(6), 
108–115 (2016)



502 N. Xu et al.

12. You, Y., Liu, D., Zhong, Q., et al.: Study on day-ahead dispatch strategy of active distribution 
network. Autom. Elect. Power Syst. 38(9), 177–183 (2014) 

13. Fan, M.T., Zhang, Z.P., Su, A.X., et al.: Enablingtechnologies for active distribution systems. 
Proc. CSEE 33(6), 12–17 (2013) 

14. You, Y., Liu, D., Yu, W.P., et al.: Technology and its trends of active distribution network. 
Autom. Elect. Power Syst. 36(6), 10–16 (2012) 

15. Liu, B.L., Huang, X.L., Li, J., et al.: Multi-objective planning of distribution network containing 
distributed generation and electric vehicle charging stations. Power Syst. Technol. 39(2), 450– 
456 (2015). (in Chinese) 

16. Zeng, M., Shu, T., Shi, H., et al.: An active distribution network planning taking interest of 
distributed Genco into account. Power Syst. Technol. 39(5), 1379–1383 (2015). (in Chinese) 

17. Carr, S., Premier, G.C., Guwy, A.J., et al.: Energy storage for active network management on 
electricity distribution networks with wind power. IET Renew. Power Gener. 8(3), 249–259 
(2014)



Development of LDV-Based Length 
Measuring Equipment for Tension 
Stranding Construction Conductor 

Zheng Lv, Zhiming Huang, Qi Xiao, Zixin Li, Junfeng Guan, and Bo Tang 

Abstract In the construction of traditional force erection wire, when using sag obser-
vation, the wire is often unable to reach the position in one step, resulting in low 
construction efficiency. However, the existing wire length measuring equipment is 
difficult to be applied in the wire erection construction, and the measurement accuracy 
also needs to be improved. Therefore, based on laser Doppler velocimetry (LDV), a 
calculation model of double beam irradiation is proposed, and the construction char-
acteristics of tension wire are closely combined. Wire length measuring equipment 
for wireline construction. The developed wire length measuring equipment has been 
successfully applied to the 110 kV outer Jiao line project of Jiangmen Hongxing 
(Shengli) power transmission and transformation project, and the sag observation 
value of the wire displayed according to this equipment meets the engineering 
requirements. 

Keywords Tension wire construction · Wire Length Measuring Equipment ·
Laser Doppler Velocimetry · Dual beam illumination model 

1 Introduction 

The tension wire construction method has become an important construction method 
in the construction of overhead transmission lines because of its high speed of 
spreading the wires and can effectively avoid the friction damage of the wires [1].
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However, in the process of laying out the wire, it is often difficult to directly lay the 
wire in place in one step, and it is necessary to carry out repeated adjustment work 
in strict accordance with the requirements of the design sag. At present, the total 
station is usually used to observe the sag of overhead transmission lines [2], but this 
observation method is inefficient. With the development of science and technology, 
high and new technologies such as video image processing technology [3, 4], aerial 
sequence image technology [5, 6], and laser point cloud technology [7] are widely 
used in the field of overhead transmission line construction. But these technologies 
are mostly used for operation monitoring after the completion of the line, and it is 
difficult to apply and guide the adjustment range in real time during construction. 

In fact, some Reference [8, 9] have obtained sag data indirectly through real-time 
measurement of easily measurable parameters. Therefore, according to the relation-
ship model between the line length and the sag of the overhead transmission line, and 
based on the principle of laser Doppler length measurement, a length measurement 
device suitable for the construction of the tension wire is developed. The application 
of this equipment in the Jiangmen Hengjian access system engineering project proves 
that it can accurately control the line sag by measuring the length of the wire, thereby 
eliminating the tedious and complicated process of loosening and tightening the wire 
and greatly simplifying the process. process to improve construction efficiency. 

2 Functional Requirements of Tension Wire Length 
Measuring Equipment 

2.1 Tension Wire Construction Features 

Tension wiring refers to the use of tensioning equipment and pre-laid traction wires 
to pull conductors during wireline construction [10], which is widely used in the 
construction of transmission lines. 

The size of sag of overhead transmission line has an important influence on the 
safe operation of the line. In order to ensure that the line sag meets the design 
requirements, a total station is usually used to observe the sag in actual construction 
[11], but this method is easily restricted by objective conditions such as weather and 
terrain, which affect the observation results. After the preliminary laying of the wires 
is completed, according to the observation results, the loosening and tightening of the 
wires shall be repeatedly adjusted. As a result, the construction steps are cumbersome 
and complicated. 

Since the size of the line sag is closely related to the length of the line, it can 
be considered to realize the control of the sag of the overhead transmission line by 
measuring the line length in real time during the construction of the tension wire.
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2.2 Tension Wire Construction Features 

According to the construction characteristics and functional requirements, select the 
appropriate method of measuring the length of the line to measure the length of the 
line. In the existing method for estimating the wire length by calculating the number 
of revolutions of the wire disc, when the wire disc is rotated repeatedly, the radius 
of rotation is gradually reduced [12], resulting in a large error. In the production 
process of cables and wires, this method uses the friction between the cable and the 
pulley to drive the pulley to rotate [13]. Other circumstances lead to inaccurate length 
measurement. Therefore, the above two length measurement methods are difficult to 
be effectively applied in construction. 

Laser Doppler Velocimetry is a non-contact, high-precision measurement method, 
which is widely used in the measurement of speed and length [14]. Therefore, 
according to the principle of laser Doppler velocity measurement and combined with 
other equipment in construction, the design of the overhead transmission line length 
measurement system based on non-contact length measurement is completed, which 
realizes the online real-time measurement of conductors during wireline construction. 

3 Establishment of Non-Contact Length Measurement 
Model 

The basic principle of laser Doppler measurement technology is shown in Fig. 1(a). 
The laser transmitter emits a beam of laser light with frequency f and wavelength 
λ, which is irradiated on the particle O and received by the photodetector after 
being reflected. −→a and −→b are the unit velocity vectors in the receiving and incident 
directions of the laser, respectively. 

When the particle O is in a static state, the frequency of the scattered light does 
not change, and the frequency f 1 of the scattered light received by the receiver is

Fig. 1 Laser Doppler Velocimetry Schematic. (a) Single beam irradiation model. (b) Dual beam 
illumination model 
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f1 = f = 
c 

λ 
(1) 

where c is the speed of light. When the particle O moves at the speed v0, the frequency 
f 2 of the scattered light received by the receiver is 

f2 = f 

⎡ 

⎢⎢⎣1 + 
v0 ·

(
⇀
a − ⇀

b

)

c 

⎤ 

⎥⎥⎦ (2) 

From this, the Doppler frequency shift Δf can be obtained as

Δ f = f2 − f1 = 
1 

λ 
v0 ·

(
⇀
a − ⇀

b

)
(3) 

The principle of the laser Doppler velocimetry model of double beam irradiation 
is shown in Fig. 1(b). The included angles between the two beams of frequency 
f 0 and wavelength λ, beam 1 and beam 2, and the direction of the velocity of the 
measured particle with velocity v0 are α1 and α2, respectively, the angle between the 
receiving direction of the photodetector and the moving direction of the measured 
particle is α3, From the formula (3), the Doppler frequency shift difference f d of the 
scattered light of the two laser beams can be obtained as 

fd = Δ f2 − Δ f1 = 
f0v 
c 

(cos α1 − cos α2) (4) 

When the moving object vertically passes through the angle bisector of the two 
incident lights, by π = α1 + α2, then there is 

fd = 2 
v sin θ 

λ 
(5) 

In view of the current situation in the construction of tension wire, the laser 
Doppler velocimetry model irradiated by double beams of light should be selected. 
As shown in Fig. 2.

Therefore, when the wavelength λ of the laser and the incident direction 2θ of the 
two laser beams are known, the instantaneous velocity v of the wire can be obtained 
by measuring f d. After integrating the instantaneous velocity v by time, the length L 
of the wire is obtained, which is 

v = λ fd 
2 sin  θ 

L =
∮ t 

0 
vdt 

(6)
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Laser 

Beamsplitter 

Photodetector 

Reflector 

Fig. 2 Optical path diagram of double beam irradiation model

This model does not require the position of the photodetector, and has high 
applicability in the construction environment with complex working conditions. 

4 Development of Wire Length Measuring Equipment 

4.1 Overall Structure Scheme of Length Measuring 
Equipment 

According to the actual situation in the construction of tension wire and the func-
tional requirements of the system, the design of the length measuring system can be 
divided into hardware structure design and software program design for discussion. 
The hardware structure mainly includes data acquisition, processing and wireless 
transmission modules, and a power supply module is also required to supply power 
to the above modules. According to the hardware structure design, the software 
program design of the length measuring equipment can be divided into two parts: 
one is the data acquisition and processing software program design, and the other 
is the terminal driver program design. To sum up, the design process of the entire 
length measuring equipment is shown in Fig. 3.

4.2 Hardware Structure Design of Length Measuring System 

Install the LDV length measuring device at the outlet of the tension machine to realize 
the accurate length measurement of the wire. The system selects the HL6326MG laser
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Length measuring 
equipment design process 

Hardware module 
design 

Software 
programming 

Test application 

Data acquisition module 

Data processing module 

Data transfer module 

Power supply module 

Data acquisition 

Data transmission 

Data reception 

Warning prompt 

Fig. 3 Length measuring equipment design flow chart

diode as the system light source, and selects the C12702-11 type photodiode as the 
photodetector. In order to avoid the interference caused by wire jitter, the OPA841 
integrated signal amplifier is selected to amplify and filter the signal collected by 
the photodetector. And select ADS1256 analog-to-digital converter for analog-to-
digital conversion of the signal. Finally, the data processing is completed by the 
STC12LE5A60S2 single-chip microcomputer. The signal acquisition and processing 
module is shown in Fig. 4. 

After the length data information is collected and processed, it needs to be sent to 
each receiving end through wireless transmission. The LoRa-based SX1278 wireless 
serial port module has strong anti-interference and wireless penetration capabilities, 
and its transmission distance can reach more than 10 km. Therefore, the transmission 
module of the length measurement system uses LoRa technology for wireless data 
transmission.

STC12LE5A60S2 

MCU 

AD 

conversion 

Signal 

filtering 

Signal 

amplification 

Photodetector 

Fig. 4 Signal acquisition and processing module 
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4.3 System Software Programming 

According to the relevant formulas of overhead transmission lines, the mathemat-
ical relationship model of the line length and sag is obtained, and the program is 
written according to this. The construction personnel can obtain the wire length 
that should be spread after inputting the relevant parameters according to the on-
site working conditions, that is, the drawing threshold. Considering that the reaction 
time is reserved for the braking of the stretcher and the drawing and printing of the 
equipment, the warning threshold is generally set about 10 m before the drawing and 
printing threshold. 

The terminal receiving equipment is responsible for receiving the information 
transmitted by the transmitter of the length measuring equipment, and displaying 
and warning the received data. The staff can directly issue corresponding instruc-
tions through the handheld terminal device to control the speed of the stretcher 
and the start and stop work. The signal transmission module is set to transmit the 
collected measurement data every 10 ms to ensure that the receiving terminal can 
grasp the length information of the released wire in real time. The program flow of 
the transmitter of the length measuring equipment information is shown in Fig. 5. 

Fig. 5 Equipment software program flow chart
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Table 1 The length of each 
line in the construction 
section (unit: m) 

Name Span Height difference Calculate line length 

12–13# 299 + 5 299.646 

13–14# 251 + 3 251.364 

14–15# 350 −2 350.966 

15–16# 400 −2 401.450 

5 Engineering Applications 

The developed tension wireline construction wire length measurement system was 
successfully applied in the Jiangmen Hengjian access system project in April 2021. 
The engineering parameters are shown in Table 1. According to the calculation, the 
sag of the observation stall is 11.228 m, and the sag of the observation stall after the 
installation is measured according to the calculated line length is 11.642 m, and the 
error is 3.7%, which meets the design requirements. 

6 Conclusion 

The designed wire length measuring equipment can measure the length of the wire 
in real time during the construction of the tension wire, which saves the tedious and 
complicated technological process and improves the construction efficiency. 
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Achieving High Dielectric Constant, High 
Breakdown Strength, and High Efficiency 
in a Linear Polymethyl Methacrylate 
Composite for Energy Storage 

Yujiu Zhou, Hu Ye, Haohao Feng, Jiali Wu, Tao Chen, Qifeng Pan, 
Yuetao Zhao, and Jianhua Xu 

Abstract Electrostatic capacitors are widely used due to their relatively high 
voltage, high power density, and high reliability. However, its energy density is 
very low and unable to meet the growing demand. Moreover, it is usually difficult 
for a single material to satisfy high dielectric constant, high breakdown strength, 
and high efficiency simultaneously. Herein, we reported an all-organic composite by 
using linear polymethyl methacrylate (PMMA) as the matrix. The film was fabri-
cated through a scalable solution casting method for industrial application. Due 
to good compatibility between the PMMA matrix and poly(vinylidene fluoride-co-
hexafluoropropylene) (P(VDF-HFP)), the composite exhibit improved high dielectric 
constant, enhanced breakdown strength, and maintain excellent energy storage effi-
ciency. After introducing a proper proportion of ferroelectric P(VDF-HFP), a high 
energy density of 4.43 J/cm3 could be reached, while that of pristine PMMA is only 
1.82 J/cm3. Moreover, the efficiency of P-15 is still maintained at 83.4% even under 
4500 kV/cm, and the decline of efficiency is very low (5.3% from 500 kV/cm to 
4500 kV/cm). This work provides a case to enhance the energy density of PMMA 
based all-organic polymer composite.

Y. Zhou · H. Ye · H. Feng · J. Wu · T. Chen · Q. Pan (B) · Y. Zhao 
Department of Film Capacitors, Xin Yun Electronic Components Company of China Zhen Hua 
Group, Guiyang 550018, China 
e-mail: phoenix4326@163.com 

Y. Zhao 
e-mail: zhaoyuetao@just.edu.cn 

H. Ye · Y. Zhao · J. Xu 
State Key Laboratory of Electronic Thin Films and Integrated Devices, School of Optoelectronic 
Science and Engineering, University of Electronic Science and Technology of China, 
Chengdu 610054, China 

Y. Zhao 
Ocean College, Jiangsu University of Science and Technology, Zhenjiang 212100, China 

© Beijing Paike Culture Commu. Co., Ltd. 2023 
X. Dong et al. (eds.), The proceedings of the 10th Frontier Academic Forum of 
Electrical Engineering (FAFEE2022), Lecture Notes in Electrical Engineering 1054, 
https://doi.org/10.1007/978-981-99-3408-9_44 

513

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3408-9_44&domain=pdf
mailto:phoenix4326@163.com
mailto:zhaoyuetao@just.edu.cn
https://doi.org/10.1007/978-981-99-3408-9_44


514 Y. Zhou et al.

Keywords PMMA composite · Breakdown strength · Dielectric films · Energy 
storage efficiency 

1 Introduction 

With the decline of non-renewable energy sources, clean energy (e.g. solar power and 
wind power) is attracting more and more attention [1]. With the use of those clean 
energy, energy conversion, storage, and transmission devices are very important. 
However, the volume and weight of the new energy equipment are very huge, and 
one of the factors is caused by the low energy density of capacitors [2–4]. Compared 
with ceramic capacitors and electrolytic capacitors, organic film capacitor act as an 
irreplaceable role in the power system due to their ability to withstand large current 
and high voltage. The performance of the organic film capacitors is mainly depended 
on the organic dielectric materials. The most common materials are biaxially oriented 
polypropylene (BOPP), and the intrinsic dielectric constant is 2.2 which hinders the 
further improvement of the energy density of BOPP capacitors [4]. To meet the high 
energy density requirements of the client, the only way is to explore new materials. 
New materials mainly consist of linear materials and non-linear materials. 

Poly(vinylidene fluoride) (PVDF) is a typical ferroelectric polymer and belongs 
to non-linear material. It has attracted extensive attention attributes to its very 
high dielectric constant (~ 10) among polymers and strong structural designability 
[5]. Hence, PVDF has plenty of co-polymers, such as poly(vinylidene fluoride-
chlorotrifluoroethylene) (P(VDF-CTFE)), (P(VDF-HFP)) with various electrical, 
mechanical, and thermal performances [6–8]. However, due to the strong coupling 
between polar dipoles for ferroelectric materials, the energy storage efficiency of 
those PVDF-based materials is always lower than 70% (even lower than 40%) which 
means that about 60% of energy was lost. On the other hand, linear materials also 
are troubled by their low dielectric constant despite their high efficiency [9, 10]. A 
common and simple method is to composite the advantages of linear materials and 
non-linear materials, to obtain a composite material with high dielectric constant, 
high efficiency, and relatively high breakdown strength. Because composite is the 
mixing of two or more component, hence the electrical properties is determined by 
the type, distribution, and compatibility of the composite phase. Poor compatibility 
will cause rapid deterioration of electrical performance. 

PMMA is a kind of linear material with weakly polar and shows good compati-
bility with PVDF [11]. The dielectric constant of PMMA is 3.6, higher than that of 
BOPP. In addition, the amorphous structure could avoid the coupling of polar dipoles, 
which affords enough space for rotation. Based on the excellent compatibility and 
electrical performance complementarity of PVDF and PMMA, their composite is 
widely studied and have been obtained some meaningful results [12–16]. However, 
most of them are using PMMA as the additive component, and PMMA seldom is 
used as the matrix. This is mainly attributed to the PMMA is fragile and the improve-
ment is not obvious (even performance deteriorates). For instance, Lu fabricated the
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PMMA/Ba0.5Sr0.5TiO3 composite, but the maximum energy density and breakdown 
strength of the composite films are even much lower than the pristine film [17]. 
Recently, we found that the PMMA with higher molecular weight can make flexible 
self-supporting film formation, and then designed a sandwich structure nanocom-
posite [18]. But the energy storage properties of the PMMA matrix did not meet the 
expectation, that is the dielectric constant and the breakdown strength are relatively 
low. In that nanocomposite embedded structure, a polymer matrix with lower dielec-
tric needs to tolerate a higher electric field which is attributed to the extremely high 
dielectric constant of the mid-layer. Therefore, it is very important to optimize the 
polymer matrix. 

In this paper, a PMMA/P(VDF-HFP) nanocomposite is fabricated and analyzed. 
After the introduction of an appropriate proportion of P(VDF-HFP), the composite 
not only shows a higher dielectric constant and breakdown strength, but also the 
η is higher than the pristine PMMA. For instance, the breakdown strength and the 
dielectric constant of the composite with 15% P(VDF-HFP) (P-15) present 15.6% 
and 16.6% higher than those of the PMMA matrix, respectively. This work provides a 
scalable method for linear materials with low polarity in the application of capacitors. 

2 Experimental 

2.1 Materials 

The PMMA powder was obtained from Sigma Aldrich and the P(VDF-HFP) was 
purchased from Solvay, respectively. The solvent N-methyl-2-pyrrolidone (NMP, 
AR grade) was provided by Chengdu Kelong Reagent. All the materials were used 
as received. 

2.2 Preparation of the PMMA Composite Films 

PMMA and P(VDF-HFP) powders with a certain percentage (95:5, 90:10, 85:15, 
and 80:20 weight ratio) were dissolved in NMP solution, and the solid content in 
composite solutions was maintained at 15 wt.%. Subsequently, the composite solu-
tion was stirred overnight with a magnetic stirrer to obtain a clear solution. The 
solution with different composite ratios was cast on the glass plate and the thick-
ness was controlled through the scraper slit. After the wet solution preparation, then 
the glass plates were heated at 90 °C overnight. After that, PMMA/P(VDF-HFP) 
composite with different components was obtained. For simplicity, the composite 
sample with 5%, 10%, 15%, and 20% P(VDF-HFP) was named P-5, P-10, P-15, and 
P-20, respectively.
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2.3 Characterization 

The thickness was measured by DUALSCOPE MPO (Fischer, Germany), and the 
surface morphology was observed by SEM (Hitachi, Japan). Before the electric 
characterization, the aluminum electrode was evaporated on the film surface. The 
dielectric properties were tested by Agilent 4294A. The breakdown strength dates 
were obtained by a high-voltage device (Tonghui, China). And the P-E loop was 
measured by radiant multiferroic equipment. 

3 Results and Discussion 

The surface morphology of the composite films is shown in Fig. 1. The composite 
films present a very smooth surface as PMMA and no obvious characteristic can 
be observed. A smooth surface is a benefit to fabricated capacitor films which is 
attributed that the breakdown process always occurring in the thin part. Based on the 
research result that the amorphous PMMA segments could decrease the crystalline 
of PVDF-based polymer [19]. Here in, PMMA segments and HFP elements hinder 
the formation of large grains which might form smaller domains. 

Dielectric spectroscopy is used to uncover how P(VDF-HFP) affects the dielectric 
properties of blending composite, as shown in Fig. 2. The dielectric constant of the 
composite is enhanced with the increasing of high dielectric constant P(VDF-HFP) 
content. For instance, the dielectric constant of P-20 reached 4.3, which is almost 
twice that of BOPP (2.2) and 20% higher than the PMMA matrix (3.6). Due to 
the relatively low addition amount, the effect on dielectric loss is small from 1 to 
100 kHz.

To explore a substitute material for capacitor applications, evaluating their high 
voltage properties is very essential. Figure 3 shows the breakdown strength properties. 
Sixteen points were tested and then analyzed by Weibull distribution [20]. The shape 
parameter of the composite exhibit higher than the pristine PMMA, which presents

Fig. 1 SEM results of 
PMMA composite (a) P-5, 
(b) P-10, (c) P-15, (d) P-20 
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Fig. 2 Dielectric spectrum 
of the composite films

Fig. 3 The (a) breakdown strength point and (b) bar graph results of composite 

higher reliability. The breakdown strength of PMMA is 4080 kV/cm, which is higher 
than our previous work (The critical key factor is the solvent, and the influence of the 
solvent will not discuss in this paper). The greatly improved value of 4718 kV/cm 
could be achieved in P-15, which is 15% higher than the PMMA matrix. It is well 
known that the breakdown strength is square in proportion to the energy density. 
Hence, the higher dielectric constant and higher breakdown strength of P-15 are 
promising to exhibit higher energy storage properties. 

Figure 4 shows the P-E loop of the PMMA/P(VDF-HFP) composites, and the 
test step is 250 kV/cm until the film is broken. All the composites could keep good 
linearity of the PMMA matrix. The difference is mainly in the max electric field due to 
different breakdown strength. For instance, the max electric field of PMMA and P-15 
is 4500 kV/cm and 3000 kV/cm, respectively. It should be noted that the breakdown 
strength results are commonly higher than those of P-E loop results. The breakdown 
strength of PMMA and P-15 is 4718 kV/cm and 4080 kV/cm, respectively. This is 
mainly attributed to the electrode area of P-E (1.44 cm2) being much bigger than that 
of 0.314 cm2 of breakdown strength. In this paper, the use of big electrodes for P-E 
has two reasons. On the one hand, our purpose is aim to find a usable material. On 
the other hand, we found that the little electrode area would introduce many errors, 
which will cause the experimental results to be misestimated. The effective dielectric 
constant εr of linear materials can be calculated by Eq. (1,2), where D is the electric 
displacement, E is the applied field and ε0 is the vacuum dielectric constant, P is the
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Fig. 4 P-E loops of (a) 
PMMA, (b) P-5, (c) P-10, (d) 
P-15 and (e) P-20; (e) Pmax 
and Pr 

polarization [21] 

εr = 1 
ε0 

· dD  

dE  
(1) 

D = ε0 E + P (2) 

As for the big electrode in this paper, εr can be calculated by the P and E. For 
P-15, the Pmax is 2.2 μC/cm2, so the  εr under 4500 kV/cm is 4.9 which is consistent 
with the value measured with dielectric spectroscopy (4.3). A high field will drive 
more dipole switching to generate polarization which causes a higher εr under the 
high field. However, for small electrodes such as 2 mm diameter, the Pmax of pristine 
PMMA is about 5 μC/cm2 at 3500 kV/cm, so the calculated εr is 14.3, even 3 
times than its dielectric spectroscopy results [22]. The remanent polarization Pr still 
remains at a low level, as shown in Fig. 4f. 

The energy storage properties such as charged energy density and efficiency are 
shown in Fig. 5. P-15 presents the largest enhanced discharged energy density 4.42 J/ 
cm3 among all samples, which is caused by the higher dielectric constant and higher 
breakdown strength. Because of the high electric field, the energy density of P-15 is 
143% higher than that of 1.82 J/cm3.Moreover, the efficiency of P-15 at 4500 kV/ 
cm is 83.4%, and the superiority of linear PMMA is still maintained at high fields. 
It should be noted that the absolute value of the efficiency decrease from 500 kV/ 
cm to 4500 kV/cm is very low. For instance, the efficiency of P-15 at 500 kV/cm
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Fig. 5 Energy storage properties of the composites 

and 4500 kV/cm is 88.7% and 83.4%, respectively. The absolute decline is 5.3%, 
indicating a very excellent linear retention rate. This also presents that there are low 
ferroelectric loss and conduction loss (a major source of efficiency decline) of the 
composite film [23]. Further work will focus on improving the initial efficiency (at 
the low field) of the PMMA matrix through purification or copolymerization. 

4 Conclusion 

In summary, a linear polymer PMMA composite for high energy storage is fabri-
cated through a simple solution casting method. The experimental results confirm 
that PMMA and P(VDF-HFP) exhibit good compatibility, and could combine the 
advantages of a high dielectric constant for P(VDF-HFP) and high efficiency for 
PMMA. After introducing a proper proportion of ferroelectric P(VDF-HFP), a high 
energy density of 4.43 J/cm3 could be reached, while that of pristine PMMA is 
only 1.82 J/cm3. Moreover, the efficiency of P-15 is still maintained at 83.4% under 
4500 kV/cm. 
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Distribution Transformer in Unbalanced 
Operation 

Yuqin Ding, Zhonglin Xu, Hengchi Ma, Kun Yuan, Yongpeng Yang, 
Haoxia Lei, Yang Feng, and Ye Tian 

Abstract This paper mainly focuses on two subjects. One is to establish the thermal 
circuit model of oil-immersed distribution transformer to calculate the hot spot 
temperature of transformer in unbalanced operation. To validate the model, special 
temperature rise test is designed to simulate the unbalanced operation of transformer 
with the Dyn11 type oil-immersed distribution transformer in different capacity 
works as the test objects. The other one is to do investigation on the change rule of 
nonlinear thermal resistance, through the analysis of large amount of data, the empir-
ical value of the hot spot to oil and oil to ambient thermal resistance nonlinearity 
exponent for ONAN oil-immersed distribution transformer in cold start is proposed. 
Besides, through further analysis, the thermal resistance coefficient, which given the 
symbol M, is defined for the calculation of thermal resistance under different oper-
ating conditions, and the approach to get M is also introduced. M is a parameter that 
reflects the intrinsic structure of transformer. The proposed M makes the transformer 
parameters required for modeling significantly decrease, which further simplifies the 
modeling and calculation process for thermal circuit model method. The verifica-
tion of experimental data shows the accuracy and convenience of the thermal circuit 
model based on M. 
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1 Introduction 

Oil-immersed distribution transformers are essential for the power system. There are 
various loads applied on the distribution side, which leads to the uneven distribution 
of loads for the three phases, that is, the imbalance in operating conditions of trans-
formers. Unbalanced operation would exacerbate the transformer losses, induce local 
overheating and even cause burnout [1]. In order to protect the transformers from 
severe overheating, it is necessary to investigate the characteristics of temperature 
distribution when the transformer works under unbalanced operating conditions. 

As one of the most significant parameter needed to characterize the internal 
thermal state of the transformer, the hot spot temperature is also the deciding factor in 
transformer loading [2]. For the safe operation of transformers, it is often necessary 
to measure the temperature of the hot spot during operation of the transformer. The 
thermal circuit model, which is based on thermoelectric analogy theory, has been 
widely applied to calculate the hot spot temperature of transformers, showing the 
advantages like high accuracy, easy calculation and excellent real-time performance 
[3–7]. 

The key to applying thermal circuit model is the establishment of a model that can 
not only reflect the heating and cooling process in the transformer but also enable the 
accurate calculation of various model parameters such as thermal resistance. When 
the transformer is in unbalanced operation, the heat transfer process is made more 
complex by the interphase thermal coupling effect. In this paper, the thermal circuit 
model of oil-immersed distribution transformers is established under the context of 
unbalanced operation, which is based on the actual heat transfer process. To vali-
date the model, the thermal test is performed to simulate the unbalanced operation 
of distribution transformers. Besides, a further investigation is conducted into the 
pattern of changes in nonlinear thermal resistance, including the proposed empirical 
value of thermal resistance nonlinearity exponent and the definition of thermal resis-
tance coefficient, which is denoted as M. All of these findings have contributed to 
simplifying the modeling and computational processes. 

2 The Thermal Circuit Model of Transformer 
in Unbalanced Operation 

When transformers work in balanced operation, the heat generation and dissipation 
conditions of each phase are basically the same. Therefore, the three-phase trans-
former can be simplified as a single-phase transformer when calculate the hot spot 
temperature using the thermal circuit model method, as shown in Fig. 1 [8].

Where, qld is the heat generated by load losses; qfe is the heat generated by core 
losses; Cwd is thermal capacitance of the winding; Cfo is thermal capacitance of the 
core and oil; θ hs is the hot spot temperature; θ oil is the top oil temperature; θ amb 

is the ambient temperature; Rhs_oil is the hot spot to oil thermal resistance; Roil_amb
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Fig. 1 The thermal circuit 
model of transformer in 
balanced operation

Fig. 2 The thermal circuit model of transformer in unbalanced operation 

is the oil to ambient thermal resistance. Since the core and winding are separated 
through oil-paper insulation, the core losses have no immediate impact on winding 
temperature but oil temperature. For this reason, the heat sources are deployed for 
the model in a way as shown in Fig. 1. 

When a transformer is in unbalanced operation, the heating conditions vary 
between different phases. The heat exchange between phases with the transformer 
oil functions as the main medium and the difference in the losses causes the thermal 
resistances of each phase to vary. With this taken into account, the thermal circuit 
model of transformer in unbalanced operation is established, as shown in Fig. 2. 

Where, qA(B/C) is the load losses of A(B/C) phase; θ A(B/C)h is the hot spot temper-
ature in A(B/C) phase; RA(B/C)_oil is the hot spot of A(B/C) phase to oil thermal 
resistance. 

Analogy to Kirchhoff’s law, (1) is obtained according to Fig. 2 and we can get 
the hot spot temperature of each phase by solving the differential equation. 

⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

dθAh 
dt  = 1 

Cwd 
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]
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3 The Calculation Method of Model Parameters 

3.1 The Losses 

To solve (1) the parameters, which includes the losses and thermal resistances and 
thermal capacitance, should be solved firstly. 

The only internal heat source of the transformer is the losses caused during opera-
tion, the core losses qfe and the load losses qld. The core losses under rated operating 
conditions can be determined through the no-load test, with the iron losses being 
proportional to the square of current within a certain range. Therefore, the core 
losses under different operating conditions can be calculated by (2). 

qfe = qRfe(I /IR)2 (2) 

where qRfe is the core losses under rated conditions, W; IR is the rated current of 
transformer, A; I is the load current, A. 

The load losses include winding loss qwd and additional loss qad. The former is the 
Joule heating of the winding and the latter is mainly eddy loss and stray loss. All of 
the losses are correlated with transformer loading and temperature, while the losses 
under rated operating conditions can be determined through the short-circuit test. 
Under different operating conditions, winding loss and additional loss are calculated 
by (3):

{
qwd=qRwd(273 + θ )/(273 + θR)(I /IR)2 

qad = qRad(273 + θR)/(273 + θ )(I /IR)2 
(3) 

where qRwd is the winding losses in the rated operating conditions, W; qRad is addi-
tional losses in the rated operating conditions, W; θ is the average winding temper-
ature and is estimated according to [5], °C; θ R is the winding temperature in the 
short-circuit test, °C. 

3.2 The Thermal Capacitance 

Thermal capacitance equals to the product of mass and specific heat capacity. 
Therefore, Cwd and Cfo in the model can be calculated by (4) and (5) 

Cwd = 
mwdCp_Cu 

3 
(4) 

Cfo = mfecp_fe + 0.85moilcp_oil + 0.67m tankcp_fe (5)
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where mwd, mfe, moil, and mtank is the mass of the winding, the core, the transformer oil 
and the tank, kg; Cp_Cu, Cp_fe, and Cp_oil is the specific heat capacity of the winding, 
the core and the transformer oil, J·(kg/m3). The correction factor 0.85 and 0.67 is 
empirical and is proposed according to the previous research [8]. 

3.3 The Thermal Resistances 

The thermal resistances in the model consist of hot spot to oil thermal resistances 
(RA_oil, RB_oil, and RC_oil) and oil to environment thermal resistance (Roil_amb). The 
hot spot to oil thermal resistances are related to many factors such as the material 
and layout of the transformer winding, the structure of the oil ducts and the speed 
of the oil flow. Usually, these parameters are difficult to obtain and the structural 
differences between transformers cannot be ignored, so it is difficult to solve these 
thermal resistances analytically. In this paper, the hot spot to oil thermal resistances 
are solved through the results of temperature rise tests which simulate the unbalanced 
working condition of the transformers, and the variation law of which are explored. 

The thermal resistance between oil and the ambient is the series connection of 
the transformer oil’s conduction thermal resistance, the natural convection thermal 
resistance between the oil and the inner wall of the tank, the tank’s conduction 
thermal resistance and the natural convection thermal resistance of the air. Among 
them, the last one is much larger than other parts, so we focus on the analysis of the 
natural convection thermal resistance of air. In this paper, it is solved based on the 
experimental data and the theory of heat transfer. The variation law of this kind of 
thermal resistance is also explored. 

4 The Thermal Resistance Calculation 

4.1 The Unbalanced Temperature Rise Test 

In order to calculate the thermal resistance of each part and evaluate the accuracy of 
the model, the temperature rise test of oil-immersed distribution transformer, here-
after referred to as unbalanced temperature rise test, was carried out under the context 
of unbalanced operation with Dyn11 type column transformers as the experimental 
objects. Figure 3 shows the wiring diagram for the temperature rise test that satisfies 
the condition of unbalanced operation.

There are multiple thermocouples embedded in the transformers to monitor the 
temperature and measure the hot spot temperature accurately. Under the experimental 
conditions, A-phases and C-phase are completely symmetrical, with the current in the 
B-phase being about twice that in the other two phases. With the 400 kVA, 315 kVA,
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Fig. 3 The temperature rise 
test wiring diagram

A B  C  

a b c 

Itest Itest

and 100 kVA transformers as the experimental objects, the unbalanced temperature 
rise test was conducted at different test currents. 

The rated current of the 400 kVA transformer is 23.1/577.4 A. And the current 
I test in Fig. 3 were set as 9 A, 11.5 A, 21 A, 23 A in the temperature rise tests. The 
measured hot spot temperature rise during different current tests is shown in Fig. 4. 
Where Δθ A and Δθ B denotes to the hot spot temperature rise in A-phase and B-
phase respectively. By fitting the curve in Fig. 4, it is found that the change of the hot 
spot temperature rise with time can be expressed by two time constants. Equation (6) 
shows the change of the hot spot temperature rise of A and B phases with time when 
I test equals to 23 A:

{
ΔθA = 35.8 − 8.3e− t 

28.7 − 27.2e− t 
178

ΔθB = 55 − 28e− t 15 − 27e− t 
180 

(6) 

According to the definition in GB 1094.2–1996 [9], it can be deduced that the 
constant term in (6) refers to the steady-state temperature rise; the larger time constant 
in the exponential term reflects the heat capacity of the oil and the coefficient of which 
is the top oil temperature rise in steady-state; the smaller time constant reflects the

(a) A-phase  (b) B-phase 

Fig. 4 The hot spot temperature rise change with time of the 400 kVA transformer 
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delay of temperature varies between the hot spot and the oil and the coefficient of 
which is the temperature difference between the hot spot and oil in steady-state. 

4.2 The Parameters Calculation Results 

The thermal resistance of each part under different experimental conditions can be 
calculated by combining the definition of thermal resistance and the steady-state 
temperature rise of the hot spot and top oil obtained from the temperature rise test 
(6), and the calculation formula of the thermal resistances are given by (7). 

RA(B)_oil = ΔθA(B)_oil/qA(B), Roil_amb = Δθoil_amb/qt (7) 

where qt is the total losses, which is the sum of core losses and load losses, W;
Δθ A(B)_oil refers to the temperature gradient between hot spot in A(B) phase and top 
oil, °C; Δθ oil_amb refers to the temperature gradient between top oil and ambient, °C. 

Table 1 shows the losses of 400 kVA transformer under different testing condition, 
and Table 2 shows the thermal resistances. 

The losses and thermal resistances in the table above are substituted into (1). 
Then, the temperature rise of hot spot is calculated by solving the equation with 
Runge–Kutta method. The calculated temperature rise of the hot spot is compared 
with the measured values, as shown in Fig. 5.

It should be noted that there is only calculated top oil temperature rise presented in 
Fig. 5 as the measured top oil temperature in different regions are quite different when 
transformers in unbalanced operation so it is meaningless to present the measured 
value.

Table 1 The losses of 400kVA transformer under different testing conditions 

I/A qCu_A/W qCu_B/W qfe/W qt/W 

9 66.8 267.3 14.9 416 

11.5 107 428.3 23.5 665.8 

21 363.1 1408.3 72.3 2206.8 

23 435.8 1719.7 77.7 2669 

Table 2 The thermal 
resistances of 400kVA 
transformer under different 
testing conditions 

I/A RA_oil/(°C·W−1) RB_oil/(°C·W−1) Roil_amb / 
(°C·W−1) 

9 0.022 0.028 0.0152 

11.5 0.0246 0.0266 0.0167 

21 0.0193 0.017 0.0106 

23 0.019 0.0163 0.0102 
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(a) 11.5A (b) 23A 

Fig. 5 Comparison of the calculated hot spot temperature rise with the measured value

As  shown in Fig.  5, the measured hot spot temperature rises, the calculated value 
remains unchanged under different operating conditions and the steady-state values 
are comparable. Despite the thermal resistance caused by the measured temperature 
rise, the accuracy of other parameters such as thermal capacitance and losses also 
affects the calculation result of hot spot temperature rise. Therefore, the comparison 
result can be used to reflect the accuracy of the whole calculation process. 

The calculated hot spot temperature rise is also in good agreement with the 
measured value for 315 kVA and 100 kVA transformers. 

5 The Variation Law of Thermal Resistances 

5.1 The Nonlinearity Exponent of Thermal Resistances 

The hot spot to oil thermal resistance is mainly the natural convection thermal resis-
tance of the oil, which is inversely proportional to the product of the area and the 
convective heat dissipation coefficient. According to the theory of heat transfer, the 
coefficient of heat convection h can be calculated by (8) 

h = M1

(
Δθ 
μoil

)n 

(8) 

where Δθ is the temperature gradient in °C; μoil is the viscosity of the oil in Pa·s; 
n is the nonlinearity exponent representing the nonlinear characteristic of thermal 
resistance and is fully empirical; M1 is a transformer structure-related parameter, with 
small changes in temperature and can be regarded as a constant. The oil viscosity 
can be calculated according to (9) [10]. 

μoil = 0.0000013575e 
2797.3 

θoil +273 (9)
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Fig. 6 The variation law of 
thermal resistances 

It can be implied that the thermal resistances in different oil temperature T 1 and 
T 2 (RT1 and RT2) satisfy the following relationship: 

RT2/RT1 = h1/h2 = (μ2/Δθ2)
n /(μ1/Δθ1)

n (10) 

As mentioned before, the main part of the oil to ambient thermal resistance is 
the natural convection thermal resistance of the air. And the relation of thermal 
resistances in different ambient temperature also behaves as shown in (10) with the 
nonlinearity exponent set as m. 

This paper statistics and analyze a large amount of data, and the result is that: for 
distribution transformer in cold start, the nonlinearity exponent for winding to oil 
thermal resistance is 0.2 and is 0.3 for oil to environment thermal resistance. In the 
following content, this conclusion will be elaborated based on the relevant data of 
400 kVA transformer. Defining koil and kair as (11): 

koil =
(
μoil/Δθht_oil

)n 
, kair =

(
μair/Δθoil_amb

)m 
(11) 

where μair is the viscosity of air, Pa·s; Δθ ht_oil is the temperature gradient between 
hot spot and top oil, °C. k1 ~ k6 represent k’s value when I test is  9 A, 11.5 A, 15  
A, 18 A, 21 A and 23 A respectively and R1 ~ R6 is the thermal resistance in the 
corresponding test current. Substituting n = 0.2 and m = 0.3 when calculating koil 
and kair. In Fig.  6, the abscissa is kn/k1 and the ordinate is Rn/R1. The fitting curve 
in the graph is a straight line with a slope of one and a zero crossing. Therefore, it 
is obvious that the relations of thermal resistance at different temperatures in (10) is  
satisfied when n is 0.2 and m equals 0.3. 

5.2 The Thermal Resistance Coefficient 

The calculation of convection thermal resistance is shown in (12) which can be 
derived from (8).
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R = M(μ/Δθ )n (12) 

where M = 1/A/M1, which is defined as the thermal resistance coefficient and A is the 
area of heat convection. M is a parameter that is related to the structure of transformer 
and is a constant for transformers in specific type. Apparently, it is easier to calculate 
the thermal resistance under different operating condition with the premise that the 
value of M is known, which would reduce the transformer parameters required in the 
application of the thermal model significantly and automatically make the modeling 
and calculation process simplified. Therefore, it is of importance to make research 
on M. And  M’s value of 100 kVA, 315 kVA and 400 kVA transformers are calculated 
and shown in Table 3. 

Where Mo is the coefficient of oil to ambient thermal resistance when transformer 
in balanced operation; Mo

' is the coefficient of oil to ambient thermal resistance when 
transformer in unbalanced operation; Mh is the coefficient of hot spot to oil thermal 
resistance when transformer in balanced operation; MA and MB is the coefficient of 
hot spot to oil thermal resistance when transformer in unbalanced operation which 
corresponds to RA_oil and RB_oil in Fig. 2. It can be seen from the Table 3 that the 
values of Mo and Mo

' are close, that is, the thermal resistance coefficient between 
the transformer oil and the ambient under different operating conditions remain 
unchanged. However, there is no obvious mathematical relationship between MA, 
MB, and Mh. In summary, the data of the regular transformer temperature rise test 
can be used to calculate Mo

'; MA and MB can be calculated through an unbalanced 
temperature rise test. Finally, the hot spot temperature and top oil temperature of 
transformer under unbalanced operation can be obtained by solving (13) 

⎧ 
⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎩ 

dθAh 
dt  = 1 

Cwd

[
− (θAh−θoil)

n+1 

MAμn 
oil 

+ qA
]

dθBh 
dt  = 1 

Cwd

[
− (θBh−θoil)

n+1 

MBμn 
oil 

+ qB
]

dθCh 
dt  = 1 

Cwd

[
− (θCh−θoil)

n+1 

MCμn 
oil 

+ qC
]

dθoil 
dt  = qfe Cfo 

+ 1 
Cfo

[
(θAh−θoil)

n+1 

MAμn 
oil 

+ (θBh−θoil)
n+1 

MBμn 
oil 

+ (θCh−θoil)
n+1 

MCμn 
oil 

− (θoil−θamb)
m+1 

MOμm 
air

]

(13) 

It should be noted that μoil is a function of oil temperature, and (9) needs to be taken 
into account when solving (13). It can be seen from (13) that when the parameter 
M is introduced in the application of the thermal model, the transformer parameters 
required calculating the hot spot temperature only consists two types. One is the 
thermal capacitance related parameters, mass and specific heat capacity included.

Table 3 M’ Value of transformers in different capacity 

capacity/kVA Mo Mo’ Mh MA MB 

100 1.72 1.67 0.06 0.127 0.129 

315 1.03 0.99 0.0353 0.0736 0.133 

400 0.72 0.735 0.0408 0.0788 0.0877 
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The other one is the losses related parameters, resistance and current included. In a 
word, the introduced M greatly reduces the transformer parameters required in the 
application of thermal circuit model method. 

5.3 Verification 

The experimental data on temperature rise of 200kVA transformer, whose rated 
current is 11.55/288.7 A, is used to verify the above model. Table 4 shows the 
parameters related to the transformer regular temperature rise test and the value of 
Mo. Table 5 shows the parameters related to the unbalanced temperature rise and 
the value of MA and MB, as calculated under the condition that the I test is equal 
to 12.06A. Then, the hot spot temperature under different conditions is obtained 
by inputting the value of Mo, MA, and MB into (13). Figure 7 shows the results 
of comparison between the calculated hot spot temperature and the measurement 
value. Apparently, the results are sufficient to validate the successful use of thermal 
resistance coefficient, that is, the symbol M used in this paper. 

Table 4 Regular temperature rise test related parameters and the value of Mo for 200kVA 
transformer 

ql/W qt/W Δθ /°C Roil_amb Mo 

2124 2238 35 0.0158 1.2 

Table 5 Unbalanced temperature rise test related parameters and the value of MA and MB for 
200kVA transformer 

ql/W Δθ /°C Rhs_oil MA/B 

phase A 258.2 7.2 0.0279 0.073 

phase B 1032.8 27 0.0262 0.088 

(a) I=9.9A (b) I=12.8A 

Fig. 7 The comparison of calculated hot spot temperature with the measured value
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6 Conclusion 

In the present study, the thermal circuit model of oil-immersed distribution trans-
formers is established under the context of unbalanced operation and then validated 
through the unbalanced temperature rise experiment. Besides, the nonlinear char-
acteristics of thermal resistance are further studied. Through data analysis, it is 
concluded that the nonlinearity exponent of distribution transformer in cold start 
is 0.2 for hot spot to oil thermal resistance and is 0.3 for oil to ambient thermal resis-
tance. At the same time, the concept of thermal resistance coefficient is proposed 
and denoted as M, for the calculation of thermal resistance under different working 
conditions. The thermal resistance coefficient can be used to reflect the intrinsic struc-
ture of the transformer. The coefficient M of the thermal resistance between oil and 
environment can be obtained through the regular temperature rise test while the hot 
spot to oil one can be calculated through an unbalanced temperature rise test. With 
the thermal resistance coefficient obtained, it is easy to solve the hot spot temperature 
and top oil temperature of transformer under different working conditions. Due to 
the introduction of M, the model is made more concise. 
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Improved Transformer Fault Diagnosis 
Method Based on Sparrow Search 
Algorithm-Optimized BP Network 
and Duval Pentagon 

Shicheng Zhang, Xiaofeng Tao, Hong Ding, Chunyan Lu, 
and Miaoxuan Shan 

Abstract Accurate diagnosis of the transformer fault type can effectively improve 
the stability of the power system. In order to improve the accuracy of transformer 
fault type diagnosis and solve the problem that the fault area division of the Duval 
pentagon method is too absolute, a combination method based on Duval pentagon 1 
and SSA-BP is proposed. Firstly, the Duval pentagon method is used to extract the 
characteristic gas characteristics, and then SSA-BP is input for fault diagnosis. The 
final experiment shows that the correct rate of the diagnostic effect of the combined 
method reaches 89.6%, which can effectively complete the diagnosis of transformer 
fault types and provide reference to the operation and maintenance personnel. 

Keywords Duval pentagon · Sparrow search algorithm · BP neural network ·
Fault diagnosis · Transformer 

1 Introduction 

Transformers play an important role in the power system for the stable operation of 
the grid. Because of their high cost, they require regular inspection and maintenance 
to ensure proper operation, as damage can affect local electricity consumption. In 
the case of oil-immersed transformers, which are widely used today, the insulating 
oil will deteriorate and decompose to produce the corresponding gases depending 
on the situation. Previous studies have found that the gas decomposition during a 
transformer failure is closely related to the type of failure. Therefore, the dissolved 
gas analysis (DGA) method is currently the most applied, effective and widely studied 
method [1, 2]in transformer fault detection.
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With the rapid development of artificial intelligence technology, the model 
combining techniques such as neural network [3, 4], extreme learning machine, 
support vector machine (SVM) and rough set with DGA method has been proved to 
be effective in improving the accuracy rate of transformer fault diagnosis. Li et al. 
[1] used an improved sparrow search algorithm (ISSA) optimized support vector 
machine (SVM) method for transformer fault classification and identification, which 
improved the correct rate; Wei et al. [2] proposed an improved BP network classifi-
cation method for transformer faults; He et al. [5] established a quantum immune BP 
neural network (QIA-BP) method, which used QIA to optimize the parameters of the 
BP network. Then the transformer is diagnosed for faults, which effectively improves 
the accuracy of predicting faults. Benmahamed et al. [6] used a particle swarm 
algorithm optimized support vector machine (PSO-SVM) and K nearest neighbor 
algorithm (KNN) for the fault diagnosis method of the improved Duval pentagon 
method, which has relatively weak mining and global search capabilities compared 
to the sparrow search algorithm. Wang et al. [7] used the kernel principal-form anal-
ysis algorithm in Elman neural network to improve the diagnostic accuracy. It was 
found that the artificial intelligence method based on neural networks has received a 
lot of attention in transformer fault diagnosis due to its extremely strong self-learning 
capability, nonlinear relationship handling ability, and better robustness. 

Duval pentagon is a graphical fault diagnosis method based on DGA proposed by 
Duval [6], which is widely used in engineering. The transformer will decompose H2, 
CH4, C2H4, C2H6, C2H2 and other gases when it fails. Since the decomposed gas is 
related to the fault type, the fault type of the transformer is displayed by calculating 
the population distribution relationship of the centroid on the pentagon. However, the 
Duval pentagon has the problem that the fault area is too absolute, and the judgment 
result is correct only when the transformer is faulty. Sparrow Search Algorithm (SSA) 
is a new type of swarm intelligence optimization algorithm which was proposed in 
2020. The algorithm has strong local search ability and convergence. 

In order to improve the accuracy of transformer fault diagnosis and solve the 
problem that fault division area of Duval pentagon is too absolute, a method based 
on Duval pentagon and SSA-BP is proposed. Firstly, the characteristic gas charac-
teristics are extracted by Duval pentagon, and then the fault types are divided by the 
SSA-BP method. The final simulation experiment shows that the combined method 
proposed in this paper can effectively divide the fault types of transformers and 
provide reference for operation and maintenance personnel. 

2 Duval Pentagon Method 

The traditional methods for transformer fault diagnosis are Duval triangle and IEC 
triple ratio method, etc. Duval pentagon is a supplementary description method to 
analyze the DGA results, including Duval pentagon 1 and 2. Duval pentagon 1 
classifies the fault types into: low temperature overheating (T1), medium temperature
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Fig. 1 Duval pentagon 1 

overheating (T2), high temperature overheating (T3), partial discharge (PD), low-
energy discharge (D1), and high-energy discharge (D2). In addition to this, the Duval 
pentagon method considers faults in the S-domain of stray gases, i.e., when the 
transformer temperature is between 120° and 200°, the oil decomposes and produces 
some stray gases, such as CO [8]. Also the Duval pentagon 2 classifies the fault 
types in a more advanced way, including not only partial discharge (PD), low energy 
discharge (D1), high energy discharge (D2), but also high temperature superheat in 
oil only (T3-H), paper carbonation heat fault (C), low temperature heat fault (O), 
and stray gas fault (S). In this paper, we mainly use Duval 1 method to classify the 
faults according to the fault types in IEEE/IEC, and classify the medium temperature 
thermal faults and low temperature thermal faults as medium and low temperature 
faults. When using the Duval pentagon to calculate the center of mass, even if the 
gas concentration of one is 100% and the others are 0%, the location of the center of 
mass is calculated according to the formula and is restricted to the pentagon formed 
at 40% of the gas axis [8]. The graph of the Duval pentagon1 is shown in Fig. 1. 

3 Sparrow Search Algorithm to Optimize BP Neural 
Network 

3.1 Sparrow Search Algorithm 

The sparrow search algorithm is a novel intelligent optimization algorithm proposed 
in 2020 [1]. Similar to other swarm intelligence methods such as genetic algorithm 
(GA) [9, 10] and particle algorithm (PSO) [11, 12], the sparrow search algorithm is 
inspired by sparrow foraging and with anti-predation. The optimal parameters are 
found by simulating the behavior of predation and anti-predation and continuously 
updating the position [13]. The sparrow search algorithm requires the existence of a
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set of valid solutions in the search space, and the search is performed in the solution 
space according to the size of the adaptation value, by continuously updating the 
position of the solution until the optimal solution is found. Compared with tradi-
tional optimization algorithms, the sparrow search algorithm has fewer parameters 
and better local search capability. In the performance of the benchmark function, 
the stability, convergence speed, and the ability to avoid local optima outperform 
algorithms such as PSO [14]. 

3.2 BP Neural Network 

The main structure of BP neural network consists of three parts: the input layer, the 
hidden layer, and the output layer. If the number of input neurons of the network is M 
and the number of output neurons is N, the neural network structure can be considered 
as a mapping from an M-dimensional Euclidean space to an N-dimensional Euclidean 
space [15]. The hidden node s = 5 is chosen according to the empirical formula as 
well as the simulation results. 

The BP neural network training process is as follow: 
Let the weight of the input to the hidden layer be ωi j  and the weight of the hidden 

to the output layer be ω jk . The output, threshold and transfer function of the hidden 
layer are Y j , θ  j , f1 respectively. The threshold and transfer function of the output 
layer are θk, f2. Let the input sample be (xk, bk) where, K ∈ {1, 2 . . .  N }, N is the 
number of input samples. According to the formula: 

Y j = f1
(∑n 

i=1 
ωi j  xi − θ j

)
(i = 1, 2, ...n; j = 1, 2 . . . .s) (1) 

Yk = f2
(∑s 

j=1 
ω jkb j − θk

)
( j = 1, 2, ...s; j = 1, 2 . . . .m) (2) 

Get the output Y j of the hidden layer nodes, and the network output Yk . 
The error of the output layer nodes is obtained from the expected value Tk : 

ϕk = −(Tk − Yk)Yk(1 − Yk) (3) 

Node errors in the hidden layer: 

ϕ j = Y j
(
1 − Y j

)∑m 

k=1 
ϕkω jk (4) 

The gradient descent method is used to trim the weights that the error function E 
reaches the minimum result, The formula is as follow:

∆ω = η 
∂ E 
∂ω 

(5)
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Table 1 Sample number and 
distribution Fault type T1&T2 D1 D2 T3 PD 

Fault Number 1 2 3 4 5 

Number of case 28 42 79 108 52 

η and ω represent the learning rate and weights. At the end of training, the test set is 
input to the network to obtain the predicted classification results. 

4 Improved Fault Diagnosis Model Based on Duval’s 
Pentagonal Method and SSA-BP 

The experimental data are based on the dissolved gas data in the oil taken from 
the transformer operation at a site of the power grid company. A total of 309 sets 
of data were used, and the first 250 sets of data were used as the training set, and 
the remaining data were used as the test set. In order to verify the feasibility of the 
method, single Duval pentagon, SSA-BP and PSO-SVM are selected for comparison. 
The fault numbers and sample distribution are shown in Table 1: 

The flowchart of the algorithm is shown in Fig. 2. First, the DGA gas data of the 
fault is processed by the David pentagon, and the centroid of each fault is obtained; 
training, the final output fault type.

The following graphs show the predicted results compared to the true results: 
Figure 3, 4, and 5 show the diagnostic results of the three methods, and Table 2 

and Table 3 show the comparison of the accuracy and recall of the three methods 
respectively. From Table 2, it can be seen that compared with the traditional Duval 
pentagon, Duval-SSA-BP improves the accuracy of fault type diagnosis by 9.1%. 
Compared with the supplementary method of PSO-SVM, the accuracy improves by 
4.5%. From the perspective of accuracy, SSA-BP can effectively supplement the 
traditional Duval pentagon.

It can be seen from Table 3, for the fault types of medium and low tempera-
ture overheating, the diagnostic recall rate of the improved method based on Duval 
pentagon and SSA-BP is equal to that of Duval pentagon, which is slightly higher 
than Duval pentagon and Duval-PSO-SVM. For low-energy discharge fault types 
and high-energy discharge fault types, the diagnostic recall rate of Duval-SSA-BP 
is higher than the other two models. All three models are correctly diagnosed on 
the high temperature and overheating fault types. For the types of partial discharge 
faults, the fault boundary division of the traditional Duval pentagon method is too 
absolute, so the overall diagnostic recall rate is lower than the other two models.
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Fig. 2 Algorithm Flow Diagram

Fig. 3 The prediction results 
of the improved method 
based on SSA-BP and the 
Duval pentagon method
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Fig. 4 The prediction results 
of the improved method 
based on PSO-SVM and the 
Duval pentagon method 

Fig. 5 Prediction results of 
Duval pentagon method 

Table 2 Comparison of 
prediction results Algorithm Precision 

Duval-SSA-BP 89.6% 

Duval-PSO-SVM 85.1% 

Duval Pentagon 80.5% 

Table 3 The recall of fault type diagnosis 

Fault type Duval-SSA-BP Duval Pentagon Duval-PSO-SVM 

T1&T2 83.3% 83.3% 71.4% 

D1 88.9% 77.8% 66.7% 

D2 83.7% 81.1% 81.1% 

T3 100% 100% 100% 

PD 93.3% 60.0% 93.3%
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5 Conclusion 

A transformer fault diagnosis model based on Duval pentagon method and sparrow 
search algorithm to optimize the BP neural network is proposed. Firstly, the Duval 
pentagon is used to extract the characteristics of the fault gas data, and then the 
SSA optimization method of BP parameters is introduced to complete the fault type 
diagnosis, which can fully combine the fault mechanism with the artificial intelli-
gence technology to complete the diagnosis. Through the comparative analysis of 
multiple models, it is found that the combined model diagnosis Duval-SSA-BP has 
higher accuracy in diagnosing fault types, and has strong diagnostic ability in actual 
scenarios, which can be used in transformer fault type diagnosis. Provide effec-
tive diagnosis, reduce costs, save resources, and provide a guarantee for safe power 
supply. 
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An Improved Low Voltage Ride Through 
Strategy for Wind Turbines Connected 
to the Weak Grid 

Chuanhao Liu and Jiaxing Lei 

Abstract Low Voltage Ride Through (LVRT) is a necessary function of modern 
wind turbines. However, it is found that in the extremely weak power grid scenario, 
the existing LVRT control strategy will generate a large current reference value jitter 
near the voltage threshold, which will cause the machine terminal voltage to oscillate. 
In order to solve this problem, this paper establishes a mathematical model of wind 
power grid-connected converters suitable for weak grid scenarios. On this basis, the 
mechanism of voltage oscillation generated by existing LVRT is analyzed, and the 
discontinuity of weight coefficient of the reactive current reference value iq* is the  
cause of current jitter is pointed out. In order to solve this problem, an improved 
LVRT control strategy is proposed, so that when the terminal voltage amplitude is 
near the threshold value, the weight coefficient of iq* remains continuous, thereby 
eliminating the sudden change of iq* and ensuring the smoothness of the terminal 
voltage during low voltage ride through. Finally, the effectiveness of the proposed 
control strategy is verified in the Matlab/Simulink simulation model. 

Keywords Wind power · Weak grid · Low voltage ride through · Current control 

1 Introduction 

With the increase in the scale of wind power access, the relationship between wind 
power and grid has become more and more close. The access of large-scale power 
electronic converters has changed the dynamic characteristics of the grid, and the 
related dynamic problems have gradually emerged [1]. In order to cope with the 
grid voltage drop, the wind power grid-connected system usually needs to have low 
voltage ride-through capability and reactive power support capability.
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In previous studies, the LVRT strategy was mainly designed under the strong grid, 
thinking that the voltage at the grid-connected point remained constant. With the grid 
becomes weaker, the assumption is no longer applicable [2, 3]. Therefore, it is urgent 
to carry out in-depth research on the voltage and current stability control of the grid 
connection point of wind turbines under weak grid faults. 

In order to maximize the support capacity of the grid during grid faults, [4] 
proposes a dynamic coordinated control strategy to enhance the overall safety and 
power support ability of the wind turbine. [5] proposed an improved low voltage 
ride-through control strategy based on reactive current distribution. [6] proposed a 
control method based on Riccati equation, which improves the support capability of 
wind power generation systems for the grid. 

Existing research focuses on the improvement of grid voltage support capability 
of new energy sources during the fault period, but there are few studies on the stability 
of the wind power grid-connected system caused by the grid fault. [7] proposed a 
concurrent control scheme of active and reactive power to reduce the active power 
shortage caused by faults as much as possible. [8] proposed an active and reactive 
current injection control strategy with adaptive priority for wind turbines to alleviate 
the frequency problem caused by grid voltage dips. [9] studied the synchronous 
instability problem caused by voltage deep drop, and proposes a criterion for the 
existence of equilibrium point, which provides a reference for analysis and control 
design. 

This paper proposes a current control strategy suitable for LVRT in weak grid. 
Firstly, the grid-connected converter is modeled, and the voltage equation and power 
equation are obtained. On this basis, the control strategy of the whole system is 
proposed. Then the improved LVRT control strategy is proposed, which ensures the 
reactive power support and the stability of the system during the fault period. Finally, 
the effectiveness of the proposed control strategy is verified in the Matlab/Simulink 
simulation model. 

2 System Modeling and Control 

2.1 Low Voltage Ride Through Weak Grid 

The strength of the grid can be represented by the Short Circuit Ratio (SCR) [10]: 

SC R = 
SSC 
SN 

= 
3U 2 

g 

ZgSN 
(1) 

In the formula, SSC is the short-circuit capacity of the power grid, SN is the rated 
capacity of the converter connected to the power grid, Ug is the rms phase voltage 
of the power grid, and Zg is the fundamental impedance of the grid.
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It is generally considered that a grid with an SCR value less than 3 is a weak 
power grid [11]. The impedance of the weak grid is large, and it can no longer be 
equivalent to an ideal voltage source with infinite capacity. It may lead to unstable 
grid-connected current and cause grid-connected current distortion, especially when 
LVRT occurs in the grid. 

2.2 Control of System 

The Control strategy of grid-side converter in weak grid is shown in Fig. 1. Among 
it, uiA, uiB and uiC are the output voltages on the bridge arm of the inverter, Lf is the 
filter inductance of the inverter, ugA, ugB and ugC are the grid-connected voltages, 
and Lg is the grid inductance. From Kirchhoff’s voltage law: 

⎡ 

⎣ 
uiA 
uiB 
uiC 

⎤ 

⎦ = L f 
d 

dt 

⎡ 

⎣ 
igA 
igB 
igC 

⎤ 

⎦ + 

⎡ 

⎣ 
ugA 

ugB 

ugC 

⎤ 

⎦ (2) 

Use Park transformation to transform formula (2) into the dq coordinate system:

[
uid 
uiq

]
= L f 

d 

dt

[
igd 
igq

]
+

[
−ωgL figq + ugd 
ωgL figd + ugq

]
(3)

Fig. 1 Control strategy of wind turbine grid-side converter in weak grid 



548 C. Liu and J. Lei

The phase angle θ g used by the Park transform is obtained by phase-locked loop 
and is oriented with the d-axis voltage, the active and reactive power injected by the 
grid-side converter into the grid are [12]: 

Pg = 1.5ugmigd , Qg = −1.5ugmigq (4) 

It can be seen that igd is the active current and igq is the reactive current. 
For the current inner loop, the reference voltage of the bridge arm of the inverter 

can be obtained from formula (2):

[
u∗ 
id 

u∗ 
iq

]
= 

⎡ 

⎢⎣ 
G i(s)

(
i∗ 
gd − igd

)
− ωgL figq + ugd 

G i(s)
(
i∗ 
gq − igq

)
+ ωgL figd + ugq 

⎤ 

⎥⎦ (5) 

In the formula, Gi(s) is the transfer function of the current inner loop PI controller. 
For the reference current, the active reference current igd0 * can be used to control 

the DC bus voltage of the grid-side converter. The DC bus voltage of the converter 
studied in this paper takes a constant value, so igd0 * is constant. In the weak grid, 
a certain reactive current must be provided to enhance the reactive power support 
capability of the grid during the LVRT period. The voltage amplitude of the grid-
connected point is controlled by the voltage outer loop. 

3 LVRT Current Control Strategy 

3.1 Current Limiting Strategy 

Considering the limitation of inverter capacity and the requirement of reactive power 
support, igd0 * and igq0 * need to be controlled by LVRT control to obtain igd * and igq * 

that act on the PI controller. The current amplitude has a maximum value [13]: 

i∗2 gd + i∗2 gq ≤ I 2 max (6) 

The calculation of igd * and igq * is related to the current amplitude and the voltage 
amplitude of the grid connection point. The normal range of the voltage amplitude at 
the grid-connected point is 0.9 < ugm(pu) < 1.1, and there are the following situations: 

• State1: igd0 *2 + igq0 *2 ≤ Imax 
2
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In this case, the reference current amplitude is less than the maximum value, no 
matter whether the voltage of the grid-connected point is within the normal range, 
let 

i∗ 
gd = i∗ 

gd0,i
∗ 
gq = i∗ 

gq0 (7) 

• State2: igd0 *2 + igq0 *2 > Imax 
2, 0.9  <  ugm(pu) < 1.1 

In this case, the amplitude of the reference current is greater than Imax, but  
the voltage is still within the normal range, it only needs to perform equal-scale 
normalization on the reference current: 

i∗ 
gd =

i∗gd0 /
i∗2 gd0 + i∗2 gq0 

Imax, i∗ 
gq =

i∗gq0 /
i∗2 gd0 + i∗2 gq0 

Imax (8) 

• State3: igd0 *2 + igq0 *2 > Imax 
2, ugm(pu) < 0.9 or ugm(pu) > 1.1 

This situation generally occurs during LVRT period, the reference current ampli-
tude is greater than the maximum value, and the voltage is not within the normal 
range. In order to quickly restore the ugm to the normal range, the control of reac-
tive current should be ensured first, so try Make igq * close to igq0 *, at which time 
equal-scale normalization is no longer applicable, which is described in detail below. 

3.2 Traditional Method 

When the system is in State 3, the traditional method assigns the available current 
to the reactive current first and the rest to the active current without exceeding the 
current limit. The reference current command is calculated as follows:

||| i∗ 
gq

||| = min
{ ||| i∗ 

gq0

||| , Imax

}
, i∗ 

gd =
/
I 2 max − i∗2 gq (9) 

Although this method can try to satisfy the control of reactive current during 
the LVRT period, but in the critical state when ugm(pu) = 0.9 or ugm (pu) = 1.1, 
the calculated reference currents of formulas (8) and (9) are not equal. During the 
LVRT period, the voltage of the grid-connected point will fluctuate within normal 
and abnormal range, that is, the State 2 and State 3 will be continuously switched, 
which will cause the reference current to jump, further causing the grid-connected 
active and reactive current, affecting the operation of the entire system.
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3.3 The Proposed Method 

In order to take into account the control of reactive current and the continuity of 
reference current, when the system is in State 3, first amplify igq0 *, and then normalize 
it with igd0 *. When the system is in State 1 and State 2, then keep igq0 * unchanged, 
and ensure that the reactive power reference current igq * is uninterrupted during state 
switching. To do this, change the weights of igq0 * in different states, let 

i∗ 
gq1 = kqi∗ 

gq0,kq = 

⎧⎪⎨ 

⎪⎩ 

k1
(
ugm − 0.9

) + 1 , ugm(pu) < 0.9 
1 , 0.9 ≤ ugm(pu) ≤ 1.1 
k2

(
ugm − 1.1

) + 1 , ugm(pu) > 1.1 
(10) 

where k1 < 0,  k2 > 0, the change curve of kq with ugm is shown in Fig. 2, and the 
current vector diagram under different conditions when the reference current exceeds 
the limit is shown in Fig. 3. 

Normalize igq1 * and igd0 * to get the reference current command: 

i∗ 
gd =

i∗gd0 /
i∗2 gd0 + i∗2 gq1 

Imax,i
∗ 
gq =

i∗gq1 /
i∗2 gd0 + i∗2 gq1 

Imax (11) 

It can be seen from Fig. 3 that the more the voltage at the grid-connected point 
deviates from the normal range, the greater the magnification kq of igq0 *, and more 
current will be allocated to the reactive current, so that the voltage can quickly 
recover. In the critical state ugm(pu) = 0.9 or ugm (pu) = 1.1, kq = 1 and there is 
continuity, so when the State 2 and State 3 are constantly switching, the reference

Fig. 2 Variation curve of kq 
with ugm 

ugm(pu) 

kq 

0.9 1.1 

1 

0 

(a) Normal voltage 

id 

iqImax 

igq0 
* 

O igd0 
* 

igq 
* 

igd 
* 

(c) Abnormal voltage-The 

proposed method 

igq1 
* =kqigq0 
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iqImax 

igq0 
* =igq 
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* igd 

* 
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id 
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igq0 
* 

O igd0 
* igd 

* 

igq 
* 

Fig. 3 Current vector diagrams under different conditions 
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Table 1 System parameters 
Parameters Value 

Grid-connected converter rated power/MW 3.0 

Grid rated voltage (line voltage rms)/kV 0.69 

Rated current (phase current amplitude)/kA 3.55 

DC bus voltage/kV 1.27 

System frequency/Hz 50 

Inverter filter inductor/µH 25 

currents igd * and igq * are continuous and do not occur jump to ensure the smoothness 
of the grid-connected current. 

4 Simulation Verification 

4.1 Simulation Parameters 

The system model is built in Matlab/Simulink to verify the effectiveness of the 
proposed control strategy. Take the SCR of the grid as 1.7, the active reference 
current is given as igd0 *(pu) = 0.7, and the main parameters are set as shown 
in Table 1. 

4.2 Simulation Results and Analysis 

Figure 4 and Fig. 5 show the simulation results before and after the proposed LVRT 
control strategy. The system operation has reached a steady state before 3 s, and 
the three-phase LVRT occurs at 3 s, and it returns to normal at 5 s. When using 
the traditional LVRT control strategy, the three-phase voltage waveforms at the grid-
connection point are shown in Fig. 4(a). It can be seen that the voltage oscillates during 
the LVRT period. The three-phase and dq-axis current are shown in Fig. 4(b)(c), 
and the reference current waveforms are shown in Fig. 4(d). The voltage amplitude 
fluctuates greatly, that is, the State 2 and the State 3 are continuously switched, 
which makes igd * and igq * discontinuous, causing the current and voltage to oscillate, 
affecting the stable operation of the system.

The voltage and current waveforms when the proposed LVRT control strategy is 
adopted are shown in Fig. 5, where the waveforms shown in each sub-figure have 
the same meaning as Fig. 4. It can be seen from Fig. 5(a) that the voltage no longer 
oscillates during LVRT period. It can be seen from Fig. 5(c)(d) that the proposed 
method can ensure the continuity of the reference current, ensuring the stability of 
the grid-connected current is improved.
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Fig. 4 Grid-connected voltage and current waveforms under traditional LVRT control strategy 

Fig. 5 Grid-connected voltage and current waveforms under proposed LVRT control strategy

5 Conclusion 

This paper proposes a LVRT control strategy for wind turbines connected to the weak 
grid. The reactive power reference current is obtained by feeding back the voltage at 
the grid-connected point, which can provide reactive power support to the grid. The 
proposed LVRT control strategy is used to calculate the active and reactive reference 
current, by properly amplifying the reactive reference current and then normalizing 
it with the active reference current, the continuity of the reference current can be 
guaranteed, thus ensuring that the system can still run stably during the fault. 
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Optimal Planning of Power-to-Hydrogen 
Unit Considering Electrical-Thermal 
Coupling in Power System with Offshore 
Wind 

Hao Yu, Honglin Chen, Zhengmin Zuo, Wenxin Liu, Yuheng Ying, 
and Xiaomeng Ai 

Abstract The power-to-hydrogen (PtH) units serve as flexible load in power system, 
which can consume surplus offshore wind power and avoid network congestion. 
PtH units are modeled with constant efficiency between electrical power input and 
hydrogen production currently, ignoring the internal physical processes. In this 
paper, an electrical-thermal coupling model is proposed to consider the tempera-
ture effect. A planning model for PtH units is established and transformed into a 
mixed-integer linear programming problem by piecewise linear approximation. The 
proposed model is verified by a 10-bus power system with offshore wind farms. The 
operation results show that PtH units can assist in the integration of wind power 
and the temperature affects the performances. Besides, sensitivity analysis of PtH 
unit planning is conducted, including curtailment coefficient, selling price, and unit 
transfer cost.
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Keywords Power-to-hydrogen · Power system planning · Electrical-thermal 
coupling 

1 Introduction 

Hydrogen is regarded as a distinguished energy carrier for carbon neutrality for high 
energy density and broad industry applications [1]. Among various hydrogen produc-
tion methods, water electrolysis is a mature method with commercial projects, which 
is also called power-to-hydrogen (PtH). Especially, water electrolysis by renewable 
energy can achieve a carbon-free process of hydrogen production, known as green 
hydrogen [2]. Although PtH only accounts for a small share of global hydrogen 
production, it has widely attracted research attention from both academia and industry 
[3]. On the one hand, green hydrogen production can assist the integration of renew-
able energy sources, such as wind farms and photovoltaic stations [4]. On the other 
hand, green hydrogen is a major raw material in industry sectors [5], including chem-
ical synthesis, petroleum refining, and metallurgy production, which are currently 
dominated by hydrogen produced from fossil fuels. The rapid development of PtH 
using renewable energy can accelerate decarbonization in the above sectors [6]. 

Due to these distinguished advantages, several studies on the PtH unit in electrical 
power system with high penetration of renewable energy are carried out. In [7], a 
hydrogen storage system consisting of PtH unit and fuel cell is established to resolve 
power quality issues raised by wind turbines. Besides, the PtH unit also has the ability 
of frequency support in power system [8]. In [9], hydrogen produced by PV-PtH 
system is optimized by the coordinated control of DC/DC converter and water flow. 
The above studies mainly focus on the operation of PtH units instead of the planning. 
In [10], the PtH unit serves as a part of hybrid storage system in the microgrid and its 
capacity is optimized. PtH units can also serve as a part of hydrogen supply chain, 
which includes the transmission and storage of hydrogen. A flexible supply chain can 
be achieved by the scheduling of PtH units and other components [11]. However, the 
electrical-thermal coupling in water electrolysis reaction is a significant part in PtH 
units, which is hardly considered in the planning stage [12]. Ignoring the coupling 
may cause inaccurate performance evaluation, affecting the optimality of planning 
options. 

To address this problem, this paper proposes a model of PtH unit to consider the 
electrical-thermal coupling. Then, an optimization model is established for the PtH 
unit planning in power system with renewable energy. The model is transformed into 
a MILP problem using piecewise linear approximation for a convenient solution. At 
last, the proposed model is verified through the case study. And the result shows 
that the PtH unit can assist in the integration of renewable energy and economical 
operation.
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2 Planning Model of Power-to-Hydrogen Unit Considering 
Electrical-Thermal Coupling 

2.1 Electrical-Thermal Coupling Model of PtH Unit 

In industrial PtH unit, the electrolyzer is the core component, where water elec-
trolysis reaction occurs. During the reaction, the electrical power is converted into 
chemical energy in hydrogen, which can be expressed by the voltage-current(U-I) 
characteristic of electrolysis cells. 

The voltage supplied to a single electrolysis cell consists of reversible voltage, 
ohmic overvoltage, and activation overvoltage. These voltages are mainly affected 
by the temperature and current of the cell, as shown in (2)-(4). 

U cell 
t = U rev 

t + U ohm 
t + U act 

t (1) 

U rev 
t = U rev.0 − krev

(
T ele t − 298.15

)
(2) 

U ohm. 
t = Rohm 

t I ele t (3) 

U act 
t = 

RT ele t 

zαF 
sinh−1

(
I ele t 

2 j0 t A

)
(4) 

Rohm 
t = Rohm.0 exp

(
δ 

T ele t 
− 

δ 
T 0

)
(5) 

j0 t = a0 exp
(

− b0 

T ele t − 273.15

)
(6) 

where U cell 
t , I ele t , and T ele t represents voltage, current, and temperature of the cell at 

time t, respectively, U rev 
t is reversible voltage at time t, which is linear to temperature, 

U rev.0 represents the reversible voltage at 298.15 K, equal to 1.23 V, krev is the coef-
ficient between the reversible voltage and temperature, U ohm 

t is ohmic overvoltage 
at time t, which is proportional to current, Rohm 

t is the resistance of the cell at time t, 
determined by (5), U act 

t is activation overvoltage at time t, given by Butler-Volmer 
equation, R is the ideal gas constant, z is the number of transferred electrons in the 
reaction, α is electrode exchange coefficient, F is Faraday constant, A is the electrode 
plate area, j0 t represents the exchange current density of catalysts, as shown in (6), 
Rohm.0 is the resistance at temperature T0 and δ is the temperature coefficient, a0 and 
b0 are experimental coefficients of the exchange current density. 

The industrial electrolyzer has several electrolysis cells in series to expand the 
scale. In this paper, each electrolysis cell in series is assumed to have the same 
current and temperature. The power consumption and hydrogen production of the
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electrolyzer can be calculated. 

Pele 
t = ncell U cell 

t I ele t (7) 

MPtH 
t = ncell 

mH2 

2F 
I ele t �t (8) 

where ncell represents the number of electrolysis cells in the industrial electrolyzer, 
mH2 is the molar mass of hydrogen, �t is the time interval, which is 1 h in this paper. 

Obviously, the temperature affects the relationship between power consumption 
and hydrogen production. To describe the process of temperature change in the PtH 
unit, this paper proposes the thermal dynamic model, considering internal energy 
conservation. The thermal unbalance consists of the reaction heat (9), heat dissipation 
from cooling equipment (10), and heat dissipation to the environment (11). Besides, 
the derivative of temperature should be proportional to the thermal unbalance, as 
shown in (12). 

Qreaction = Pele − ncell U rev I ele (9) 

Qcooling = Pcool · ηcool (10) 

Qloss = kex (T − T en ) (11) 

Cp 
dT  

dt  
= Qreaction − Qcooling − Qloss (12) 

where Pcool and ηcool represent electrical power and efficiency of cooling equipment, 
kex is ambient heat dissipation coefficient, Ten is the environment temperature (25°C), 
Cp is the heat capacity of PtH unit. 

By differencing the above Eq. (12), the temperature change between two time 
slots is obtained, as shown in (13). 

T ele t − T ele t−1 =
� t 

Cp

(
Pele 
t − ncell U rev 

t I ele t − Pcool 
t · ηcool − kex

(
T ele t − T en

))
(13) 

The cooling equipment is used to prevent the temperature rise due to the water 
electrolysis reaction, which increases electrical power consumption of the PtH unit, 
as shown in (14). 

PPtH 
t = Pele 

t + Pcool 
t (14) 

From the above model, the relationship between power consumption and hydrogen 
production of PtH unit is affected by the temperature. Meanwhile, the intensity of 
water electrolysis reaction may lead to various temperature changes. In a word, the
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electrical-thermal coupling has a significant impact on the characteristics of PtH 
units. 

2.2 Planning Model of Power System with PtH Units 

In the planning model, the location and capacity of PtH units should be determined 
to integrate renewable energy, such as offshore wind. Because the industrial PtH 
unit has various types based on power level, the capacity of PtH units is determined 
by the number of different types. Besides, hydrogen produced by PtH units needs 
devices for storage and the capacity of hydrogen storage (HS) devices should also be 
planned. In conclusion, the planning option of proposed model includes the number 
of industrial PtH units with different types and the capacity of HS devices at any 
node. And the optimal planning option can achieve renewable energy integration 
and economical system operation. 

A. Objective Function 
The objective function of proposed planning model is to minimize the annual cost of 
power system with PtH unit. The annual cost includes the investment cost Cinv and 
the operation cost Cop, as shown  in  (15). 

min J = C inv + Cop (15) 

The annual investment cost is determined by the planning option of PtH units and 
HS devices (16), while the annual operation cost is determined by the scheduling 
of electrical power system and hydrogen system under the planning option (17). We 
select several typical scenarios in this paper to reduce the computational effort. Then, 
the annual operation cost can be simulated by the operation cost in these scenarios. 

C inv = CR  F  ∗ (
CPtH.inv + CHS.inv

)
(16) 

Cop = 365 ∗ 
Ns∑

s=1

(
ps ∗

(
CE 
s + CH 

s

))
(17) 

CR  F  = 
γ (1 + γ )N year 

(1 + γ )N year − 1 
(18)

∑

s 

ps = 1 (19) 

where CRF represents the capital recovery factor, which is calculated by (18), γ is 
the discount rate, Nyear is the lifecycle of devices, equal to 20 years in this paper, Ns 

is the number of typical scenarios, ps is the probability of scenario s.
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CPtH.inv and CHS.inv represent the investment cost of power-to-hydrogen units and 
hydrogen storage devices, respectively. For PtH units, the investment cost is related 
to the number of PtH units, as shown in (20). For HS devices, the investment cost is 
proportional to the storage capacity, as shown in (21). 

CPtH.inv = 
Nh∑

h=1

∑

i 

cPtH.inv 
i N PtH h.i (20) 

CHS.inv = 
Nh∑

h=1 

cHS.inv CapHS h (21) 

where Nh is the number of nodes for planning, cPtH.inv 
i is the unit investment cost of 

type i PtH unit, N PtH h.i is the planning number of type i PtH unit on node h, cHS.inv is 
the unit capacity investment cost of HS device, CapHS h is the planning capacity of 
HS device on node h. 

CE 
s and C

H 
s represent the operation cost of electrical power system and hydrogen 

system in scenario s, respectively. For power system, the cost includes fuel cost, 
startup cost, and shutdown cost of generators, as well as wind curtailment cost. For 
hydrogen system, the cost includes storage cost, transfer cost, and selling profits of 
hydrogen. 

CE 
s = 

T∑

t=1 

⎛ 

⎝ 
Ng∑

g=1

(
F fuel 
g

(
Pg.t.s

) + C su 
g.t.s + C sd 

g.t.s

) + 
Nw∑

w=1

(
kcur ∗ (

Pa 
w.t.s − Pw.t.s

))
⎞ 

⎠ 

(22) 

CH 
s = 

T∑

t=1

(
Nh∑

h=1

(
kHS ∗ SO  Hh.t.s + k trans ∗ M trans 

h.t.s − kH2 ∗ M load 
h.t.s

)
)

(23) 

where T represents the number of total time slots, Ng is the number of generators, 
F fuel 
g represents the fuel cost function of generator g, Pg.t.s , C su 

g.t.s , C
sd 
g.t.s represent 

the power, startup cost, and shutdown cost of generator g at time t in scenario s, 
respectively, Nw is the number of offshore wind farms, kcur represents the curtailment 
coefficient, Pa 

w.t.s and Pw.t.s represent the available and actual power of wind farm 
w at time t in scenario s, respectively, kHS , ktrans, and kH2 represent the unit storage 
cost, unit transfer cost, and selling price, SOHh.t.s is the mass of stored hydrogen on 
node h at time t in scenario s, M trans 

h.t.s and M
load 
h.t.s represent the mass of hydrogen in the 

transfer or selling process on node h at time t in scenario s. 

B. Constraints 
The constraints of proposed planning model can be divided into two categories: plan-
ning constraints and operation constraints. The planning option including the number 
of PtH units and the capacity of HS devices should be constrained due to technical 
factors, such as limited space. For each type of PtH units, the planning number cannot
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exceed the maximum value (24). For HS devices, the planning capacity cannot exceed 
the upper limit (25) 

0 ≤ N PtH h.i ≤ N PtH.max 
i (24) 

0 ≤ CapHS h ≤ CapHS.max (25) 

where N PtH.max 
i is the maximum planning number of type i PtH units, CapHS.max is 

the capacity limit of HS devices. 
The operation constraints involve PtH units, HS devices, generators, and power 

flow. In addition to the electrical-thermal coupling model, the operation of PtH units 
also satisfies the following constraints: the planning number Eq. (26), the power 
consumption limit of electrolyzers (27), the power consumption limit of cooling 
equipment (28), the temperature limit (29), and the current limit (30). 

N PtH h.i = 
Ni PtH.max∑

j=1 

UPtH 
h.i. j (26) 

UPtH 
h.i. j P

ele.i 
min ≤ Pele.i. j 

h.t ≤ UPtH 
h.i. j P

ele.i. j 
max (27) 

UPtH 
h.i. j P

cool.i 
min ≤ Pcool.i. j 

h.t ≤ UPtH 
h.i. j P

cool.i 
max (28) 

T ele max ≤ T ele.i. j h.t ≤ T ele max (29) 

I ele max ≤ I ele.i. j h.t ≤ I ele max (30) 

where UPtH 
h.i. j represents whether the j-th PtH unit of type i on node h is planned, min 

and max in the subscript represent the minimum and maximum value of variables. 
Hydrogen produced by PtH unit should be stored in HS devices and transferred to 

hydrogen load for selling. The constraints include hydrogen mass limit in HS devices 
(31), hydrogen mass variation between two time slots (32), hydrogen production rate 
limit (33), and hydrogen supply rate limit (34). 

0 ≤ SO  Hh.t ≤ CapHS h (31) 

SO  Hh.t = SO  Hh.t−1 + 

⎛ 

⎝
∑

i 

Ni PtH.max∑

j=1 

MPtH.i. j 
h.t − M load 

h.t 

⎞ 

⎠ (32) 

0 ≤
∑

i 

Ni PtH.max∑

j=1 

MPtH.i. j 
h.t ≤ Mmax 

h (33)
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0 ≤ M load 
h.t ≤ Mmax 

h (34) 

The operation constraints of generators include generation capacity, ramp limit, 
startup/shutdown power limit, and minimum on/off time. Besides, DC power flow is 
adopted in this paper to express the node active power balance, upward/downward 
spinning reverse, and branch flow limit in power system. The above constraints have 
been widely used in power system optimization and they are not shown in detail in 
this paper to save manuscript pages. 

2.3 Model Linearization 

The aforementioned planning model is a nonlinear programming problem because 
the relationship between the power consumption Pele 

t and current I ele t of electrolyzers 
(1)-(7) is nonlinear. As a result, the proposed optimizaiton model is hard to solve and 
the global optimal planning option cannot be guaranteed. In this paper, piecewise 
linear functions are used to approximate the nonlinear characteristic of electrolyzers 
[13], which is mainly affected by temperature, as shown in (35). 

Pele 
t = f

(
I ele t , T ele t

)
(35) 

According to the upper and lower limit, the current (temperature) range is divided 
into several segments using breakpoints in (36) and (37). Then, power consumption 
of the electrolyzer at corresponding breakpoints can be calculated by (35). 

Iele = [
I ele 0 , I ele 1 , . . . ,  I ele M

]
(36) 

Tele = [
T ele 0 , T ele 1 , . . . ,  T ele N

]
(37) 

where 0 and M(N) in the subscript represents the lower and upper limit. 
Based on these breakpoints, the temperature, current, and power at time t can be 

expressed as the linear combination of corresponding values. 

I ele t = 
M∑

j=0 

N∑

k=0 

wele 
t. j.k I 

ele 
j (38) 

T ele t = 
M∑

j=0 

N∑

k=0 

wele 
t. j.kT 

ele 
k (39) 

Pele 
t = 

M∑

j=0 

N∑

k=0 

wele 
t. j.k P

ele 
j.k (40)
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where wele 
t. j.k is the weight coefficient of breakpoint

(
I ele j , T ele k

)
and Pele 

j.k is the power 

consumption corresponding to the breakpoint. 
To ensure the uniqueness and rationality of linear combinations, any variable value 

should only be expressed by the nearest two breakpoints. The following constraints 
is needed to achieve this goal: 

M∑

j=0 

N∑

k=0 

wele 
t. j.k = 1 (41) 

0 ≤ wele 
t. j.k ≤ 1 (42)  

M∑

j=0 

N∑

k=0

(
hele.up t. j.k + hele.down t. j.k

)
= 1 (43) 

wele 
t. j.k ≤ hele.up t. j.k + hele.down t. j.k + hele.up t. j+1.k+1 + hele.down t. j+1.k+1 + hele.up t. j.k+1 + hele.down t. j+1,k (44) 

where hele.up t. j.k and hele.down t. j.k are respectively associated with the upper left and lower 

right triangles with the line between
(
I ele j−1, T ele k−1

)
and

(
I ele j , T ele k

)
as the hypotenuse. 

After linearization, the proposed planning model for PtH units is a mixed-integer 
linear programming (MILP) problem, which can be solved by commercial solvers, 
such as Cplex and Gurobi. 

3 Case Study 

3.1 System Description 

A modified 10-bus system is used to validate the proposed planning model, as shown 
in Fig. 1. The system includes 3 generators and 1 offshore wind farm, which is located 
at bus 10 with 350 MW installed capacity. The PtH unit and HS device can be planned 
at bus 10 to integrate offshore wind. Technical parameters of PtH units with different 
types are listed in Table 1. The cooling efficiency of cooling equipment ηcool is 
set to 95%. In this case, 4 typical scenarios are selected to represent the operation 
characteristic of 10-bus system in spring, summer, autumn, and winter. The hourly 
forecasted load and offshore wind power are obtained from actual operation. Besides, 
each scenario has the same probability of 25%.
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Fig. 1 Topology of a 
10-node power system with 
offshore wind 
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Table 1 Technical Parameters of different types of electrolyzers 

Type NPtH.max CPtH.inv (RMB) Pele.max (MW) Pcool.max (MW) ncell 

1 5 1.4 × 107 6 3 300 

2 6 1.0 × 107 4 2 250 

3 8 5 × 106 2 1 150 

4 10 2 × 106 0.5 0.25 50 

4 Influence of PtH Units on Offshore Wind Integration 

A. Offshore Wind Consumption Without PtH Units 
Firstly, the system operation without PtH unit is is analyzed. The curtailment coef-
ficient of offshore wind is 1000RMB/(MW·h) and the selling price of hydrogen is 
60RMB/kg. In addition, the unit transfer cost of hydrogen is set to 1.4RMB/kg consid-
ering the distance from the shore of wind farms. The optimization results of each 
typical scenario are shown in Fig. 2.

When there is no PtH unit on offshore wind farms, wind curtailment of each 
typical scenario is 0%, 5.1879%, 0%, and 3.5413%, the average is 2.1823%. The 
annual operating cost of the system is 8.2884*108RMB, namely, the daily operation 
cost is 2.27*106RMB. When wind curtailment cost is 1000RMB/(MW·h), the average 
daily wind curtailment cost is 7.816*104RMB, accounting for 3.44% of daily oper-
ating cost. In most cases, when kcur increases, the tolerance to wind curtailment 
declines, and the renewable energy accommodation capacity increases. However, in 
this case, when kcur varies from 1000 to 5000, there is no obvious change in wind 
curtailment. The main reason is that in some periods, the available power of offshore 
wind exceeds the transmission capacity limitation of the grid-connected channel (line 
7–10). For this problem, expanding the transmission capacity by constructing extra 
grid-connected channels may be a possible solution. But the investment and system 
stability are easily affected by the environment, especially in deep-sea systems. The
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(a) Typical scenario 1 (b) Typical scenario 2 

(c) Typical scenario 3 (d) Typical scenario 4 

Fig. 2 System operation without PtH unit

planning of PtH unit can promote renewable resource consumption. PtH unit can 
act as a flexible load to consume electrical power and produce hydrogen when wind 
resource is abundant, relaxing the constraint of real-time power transmission balance 
and realizing flexible access to offshore wind power. 

B. Offshore Wind Consumption with PtH Units 
According to the solution results of the proposed programming optimization model, 
the configuration scheme of the electric hydrogen production unit is to configure 
two 6 MW and four 2 MW electrolyzers at the node (node 10) where the offshore 
wind farm is located, with a total capacity of 20 MW. In addition to the power 
consumption of auxiliary equipment, the maximum power of the configured electric 
hydrogen production unit can reach 30 MW. 

According to the optimization result, two 6 MW and four 2 MW electrolyzers are 
configured. The wind curtailment rate is 0%, 0.1695%, 0% and 0.0242%, the average 
is 0.048%. The average daily operation cost is 2.245*106RMB, and the average daily 
wind curtailment cost is only 2.128*103RMB. Compared with the case without PtH 
unit, the rate decreases by 97.7%. It demonstrates that introducing PtH can reduce the 
wind curtailment caused by randomness, intermittence, and reverse peak regulation 
characteristics, and reduce the overall system operation cost (Fig. 3).

PtH units mainly operate in typical scenario 2, and the temperature of electrolyzers 
and hydrogen storage are shown in Fig. 4. When the electrolyzers are producing 
hydrogen, auxiliary cooling equipment start operation, and heat imbalance causes 
temperature drop. Then the hydrogen is stored in a high-pressure tank and sold
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(a) Typical scenario 2 (d) Typical scenario 4 

Fig. 3 System operation with PtH unit

Fig. 4 Temperature and hydrogen storage in typical scenario 2 

for economic effectiveness. The model considering electrical-thermal coupling will 
reflect the system state more accurately. 

5 Sensitivity Analysis 

To explore the influence of different factors on the absorption of offshore wind power 
in the planning of PtH units, the following cases are set. 

A. Influence of Wind Curtailment Coefficient kcur Figure 5 Variation of wind 
curtailment rate with wind curtailment cost shows the optimal operation results of 
the system with wind curtailment cost coefficients varying. When kcur reduces from 
2000 to 500, the tolerance to wind curtailment increases. To minimize the sum of 
investment and operating cost, the capacity of the offshore PtH unit decreases from 22 
to 18 MW. And the average wind curtailment rate increases from 0.03% to 0.105%.

B. Influence of Hydrogen Selling Price kH2 

Figure 6 reflects the influence of hydrogen price in the system. In the example, the 
variation range of hydrogen selling price is 0 ~ 100RMB/kg. When kH2 increases,



Optimal Planning of Power-to-Hydrogen Unit Considering ... 567

Fig. 5 Variation of wind curtailment rate with wind curtailment cost

the cost of construction investment and electricity is lower than hydrogen price, and 
there tend to be more PtH units for more profit. In this case, the capacity of PtH 
units remains unchanged because kH2 is not When kH2 is lower than 40, although 
it is less than the cost, the capacity of planned PtH units remains approximately 
unchanged. The reason is that the wind curtailment cost encourages energy storing 
devices to consume surplus wind power. But the planning of PtH units changes from 
two 6 MW and four 2 MW to one 6 MW and seven 2 MW, wind curtailment rate 
decreases accordingly owing to the flexibility of small capacity units. 

Fig. 6 Variation of wind curtailment rate with hydrogen price 

Fig. 7 Variation of wind curtailment rate with transportation cost
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C. Influence of Hydrogen Unit Transfer Cost ktrans 

According to Reference [14], ktrans varies with distance and transportation methods, 
which affects the overall profit of the system. The increase in the transportation 
price is equivalent to a decrease in the profit of hydrogen sales. However, since the 
transportation price is much lower than the price of hydrogen, there is no significant 
change in the configuration plan (Fig. 7). 

6 Conclusion 

In this paper, an electrical-thermal coupling model is proposed to demonstrate the 
effect of temperature on the performance of PtH units. Based on this, a planning 
model of power system with PtH units is established and it is transformed into a 
MILP problem using piecewise linear functions. Through the case study, it can be 
concluded that PtH units in power system significantly improve the integration of 
renewable energy and reduce wind curtailment phenomenon caused by line conges-
tion. Furthermore, the influence of curtailment coefficient, unit transfer cost, and 
selling price of hydrogen are analyzed. When the selling profit exceeds the invest-
ment and operation cost, there will be more PtH units and HS devices in the planning 
option solved by the model. Only the deterministic case is considered in the current 
work and the uncertainties of renewable energy will be included in future work with 
corresponding algorithms, such as robust optimization. 
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Abstract The existing harmonic elimination devices in Mengxi Power Grid gener-
ally have the problem of insufficient fuse capacity, and ferromagnetic resonance has 
become one of the main reasons for the faults of voltage transformers. This paper 
analyzes the overvoltage principle of Potential transformer ferromagnetic resonance, 
summarizes the characteristics of ferromagnetic resonance in the voltage transformer 
circuit, lists some ferromagnetic resonance control measures, and proposes a flow-
sensitive electromagnetic voltage based on PTC material. Transformer harmonic 
elimination device. The device maintains a low-resistance state during normal opera-
tion, does not affect the system or Potential Transformer, and can automatically adjust 
to an appropriate resistance range during ferromagnetic resonance to destroy the reso-
nance condition. The practical application shows that the current-sensing harmonic 
elimination device can suppress the excitation inrush current in a short harmonic elim-
ination time, which provides a new idea for the ferromagnetic resonance management 
of the transformer. 
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1 Introduction 

For a long time, resonant overvoltage in power system has seriously threatened the 
safety of power grid. Especially in the distribution network of 6~35 kV, because the 
neutral point of the system is not grounded, when the bus switch closing operation 
or failure occurs, the generated transient impact will cause series effect between 
Electromagnetic Potential Transformer (PT) and the capacitor in the system, resulting 
in serious ferroresonance overvoltage in the system. This kind of overvoltage is one 
of the internal overvoltage that cause many accidents. It may lead to misoperation 
of ground indicator and rupture of primary PT fuse, or burn PT, or even blow up the 
insulator and arrester of the system, resulting in system outage [1–3]. 

In the second quarter of 2022, 39 cases of 6~35 kV PT faults and defects occurred 
in Mengxi Power Grid, among which 18 cases were caused by resonance and insuffi-
cient capacity of harmonic eliminators, accounting for 46.15%. there were 6 cases of 
fuse burn, 8 cases of breakdown, and 4 cases of deharmonizer deterioration. although 
pt is basic configuration stake power grid harmonic elimination device, but due to 
the lack of the net harmonic elimination device testing link, and as the continuous 
expansion of grid, harmonic elimination device is widespread fusing existing the 
problem of insufficient capacity, not enough to prevent ferroresonance PT fault, to 
that end, this paper proposes a flow sensitive type harmonic free installation of ferro-
magnetic resonance suppression method, the method can effectively eliminate the 
ferroresonance generated by PT and ground capacitance in 6~35 kV distribution 
network. 

2 Principle and Characteristics of PT Ferromagnetic 
Resonance Overvoltage 

2.1 Harm of Ferromagnetic Resonance Overvoltage 
in Distribution Network 

In the neutral point ungrounded system, a Y0 type electromagnetic PT is usually 
connected to the bus. The system ground parameters include the excitation inductance 
L of the transformer in addition to the ground capacitance C of the power conductor 
and the equipment. When the power system is in normal operation, the three phases 
are basically balanced, the operating point of the PT is in the non-saturation region, 
the excitation inductance of each phase is basically the same, and the displacement 
voltage of the neutral point is small. When the single-phase grounding of the line, the 
sudden change of the system operation mode or the switching of electrical equipment, 
the large fluctuation of the system load, the unbalanced change of the load and other 
disturbances, the neutral point displacement will generate zero-sequence voltage, 
and the increasing line current will cause the core of PT is gradually magnetically
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Fig. 1 System capacitance energy release channel 

saturated. When the parameter matching of the capacitor and the inductor meets the 
excitation conditions of the series resonance, a resonance circuit is formed with the 
line-to-ground capacitance, the excitation causes the resonance overvoltage. Since 
the neutral point of the distribution network system is not grounded, the grounded 
neutral point of the high-voltage winding of the electromagnetic PT connected to 
Y0 becomes the only energy release channel for the three phases of the system. 
The excitation energy generated by the overvoltage will be released through the PT 
primary neutral point (as shown in Fig. 1(a)), and the excitation energy release loop 
is shown in Fig. 1(b). 

2.2 PT Ferromagnetic Resonance Overvoltage Principle 

The volt-ampere characteristics of the nonlinear resonant tank are shown in Fig. 2. 
Ray 1 represents the volt-ampere characteristics of the capacitor, curve 2 represents 
the volt-ampere characteristics of the inductor, and ray 3 is the algebraic difference 
between the two. When there is the excitation of external conditions, the system shows 
that the current increases, the iron core is saturated, and the inductance decreases. 
The ray 1 and the curve 2 intersect at point b, resulting in ferromagnetic resonance. At 
the resonant frequency, the circuit is purely resistive to the outside, and the inductive 
reactance of the system is equal to the capacitive reactance. The whole process
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Fig. 2 The volt-ampere 
characteristics of the 
nonlinear resonant tank 

includes three characteristic points: the resonance at the point a has not yet occurred, 
which is a stable point; resonance occurs at point b, but the capacitance and inductive 
reactance are still developing, which is an unstable point; when the power supply 
voltage increasesΔU >U0, the operating point changes from Point m jumps to point 
n, with the disappearance of excitation energy, when the voltage returns to the normal 
operating voltage, the system is stable at point c. 

The non-linear characteristics of PT cause the iron core to saturate, and the loop in 
which it is located then produces a transition from the capacitive state to the inductive 
state. During this transition, the current surges and the voltage also increases, resulting 
in overvoltage. The generated ferromagnetic resonance is self-sustaining, that is, the 
duration of the ferromagnetic resonance overvoltage is generally very long, and it 
can even exist stably. 

L1, L2, L3 are nonlinear excitation inductances in PT, and the capacitance to ground 
can be regarded as C0 equivalently. The resonance of the two generates overvoltage. 
Figure 3 shows the ferromagnetic resonance oscillation circuit. 

The non-linear characteristics of PT cause the iron core to saturate, and the loop in 
which it is located then produces a transition from the capacitive state to the inductive 
state. During this transition, the current surges and the voltage also increases, resulting 
in overvoltage. The generated ferromagnetic resonance is self-sustaining, that is, the 
duration of the ferromagnetic resonance overvoltage is generally very long, and it 
can even exist stably.

Fig. 3 Ferromagnetic 
resonance oscillator circuit 
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During normal operation, the load of the three-phase circuit is balanced to the 
ground, the neutral point is regarded as zero potential, and no displacement occurs, 
that is, the neutral point voltage. When the line resonates, displacement occurs, and 
the corresponding zero-sequence current flows in the PT loop. Due to the small 
loop resistance and the large zero-sequence current, the generated zero-sequence 
voltage and the original three-phase voltage are superimposed, forming a serious 
overvoltage. Assuming that the A-phase resonates at this time, the A-phase nonlinear 
voltage drops, the other two-phase voltages rise, and the excitation current also rises, 
causing the PT core to saturate. And the A-phase admittance Y1 is inductive, and the 
B-phase admittance Y2 and C-phase admittance Y3 are still capacitive. According 
to Kirchhoff’s First Law, there is: 

UN = 

3∑

i=1 
Ei Yi 

3∑

i=1 
Yi 

(1) 

After resonance, 
3∑

i=1 
Yi will probably approach to zero and UN grows larger, so 

the series resonance after disturbance is usually very serious. 

2.3 Characteristics of Ferromagnetic Resonance in PT 
Circuit 

According to the division of the resonance region by Peterson H.A, [4–6] the  
ferromagnetic resonance of PT loop can be divided into three resonance modes: 
fundamental wave, frequency division and frequency doubling: 

(1) When the fundamental wave resonance occurs, the overvoltage does not exceed 
3.2 times of the phase voltage, and the three-phase voltage appears as two-phase 
increase and one-phase decrease, which may issue a false grounding signal; 

(2) When frequency division resonance occurs, the overvoltage does not exceed 2.5 
times of the phase voltage. The PT opening voltage is generally concentrated 
between 85 and 95 V, and the three-phase voltage increases in turn. Due to the 
large overcurrent, it is easy to cause fuses. fuse; 

(3) When high frequency resonance occurs, the resonance frequency is 3 times or 
5 times of the rated frequency of the power grid, the opening voltage generally 
exceeds 100 V, the three-phase voltage of the system increases at the same time, 
and the overcurrent is small. In the process of high frequency resonance, a large 
amount of heat is accumulated, which is easy to cause vicious accidents such 
as PT insulation breakdown and even explosion.
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3 Research and Analysis on Treatment Measures 
of Ferromagnetic Resonance 

3.1 Change the Resonance Parameters 

(1) Adopt PT with good excitation performance 
The neutral point displacement overvoltage is closely related to the volt-ampere 

characteristics of the PT. The worse the excitation characteristic is, the easier it 
is to excite the neutral point displacement overvoltage. Therefore, improving the 
excitation characteristics of PT is a measure to eliminate ferromagnetic resonance 
overvoltage. Although the method of increasing the saturation of PT reduces the 
probability of resonance, once resonance occurs, the overvoltage and overcurrent 
generated will be greater, and the harm will be greater. 

(2) Increase the ground capacitor bank 
The circuit capacitance is increased by putting in the backup line and installing 

a group of three-phase-to-ground capacitors on the bus, thereby destroying the 
resonance condition. However, if there are multiple PTs on the line, this method 
is usually not used because of the large capacity required to be installed. 
(3) The neutral point is grounded through the arc suppression coil. 

This method is equivalent to connecting an inductance in parallel with the exci-
tation inductance of each phase of the PT, which breaks the parameter matching 
relationship and reduces the probability of arc overvoltage, but the capacity of the 
arc suppression coil needs to change with the development of the power grid. For 
smaller systems, if the neutral point through the arc suppression coil is installed in 
order to suppress the ferromagnetic resonance, the economy will not be satisfied. 
(4) 4PT wiring method. 

The essence of this wiring method is to add a zero-sequence PT to the neutral 
point of each single-phase PT. When the neutral point of the system is displaced, 
the single-phase PT is still under the phase voltage, and the iron core is still in the 
linear region (unsaturated). So as to achieve the effect of suppressing ferromag-
netic resonance. However, when multiple groups of PTs are connected, each group 
of PT must be wired in this way to be effective, and the neutral point-to-ground 
voltage (zero sequence voltage) of the three-phase PT is also raised, requiring 
higher dielectric strength and occupying a larger space. 

3.2 Increase System Damping 

The principle is that the PT resonance of the distribution network has zero-sequence 
properties, and positive sequence parameters such as system load and interphase 
capacitance do not participate in the resonance. The generation and development of
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resonance can be damped by adding resistance in the zero-sequence loop. The main 
practices are: 

(1) Add a damping resistor to the open delta winding 
This method has a certain effect on suppressing resonance, but the size of the 

resonance elimination resistor is not easy to choose. The smaller the resistance, 
the more conducive to suppressing the resonance. However, when the system fails, 
it will cause the PT to be overloaded and increase the possibility of PT burning. 
If it is larger, it will not have the effect of suppressing resonance. At present, the 
common application in engineering is microcomputer harmonic elimination. 
(2) PT neutral point is grounded through nonlinear varistor. 

When the grounding resistance of the neutral point on the primary side of 
the PT is large enough, the excitation inrush current of the primary winding can 
be limited to avoid saturation of the transformer core. Obviously, the larger the 
neutral point grounding resistance, the better the harmonic cancellation effect. 
When the system resonates and the overvoltage amplitude is low, the varistor is in 
a high-resistance state and is effective at the initial stage of resonance; but when 
the system fails, it is in a low-resistance state, the flowing current increases, and 
thermal breakdown is likely to occur; During normal operation, the impedance 
of the varistor is extremely large, reaching the megohm level, which affects the 
measurement accuracy of the PT. 

4 Flow-Sensitive Intelligent Harmonic Elimination 
Management Technology 

To sum up, this paper proposes a flow-sensitive harmonic elimination device based 
on PTC (Positive Temperature Coefficient) material. Its function is to maintain a low 
resistance state during normal production operation without affecting the system 
or PT; when ferromagnetic resonance Can automatically adjust to the appropriate 
resistance range to break the resonance condition [11]. 

4.1 The Working Principle of the Flow-Sensitive Harmonic 
Elimination Device 

The current-sensitive harmonic elimination device mainly uses the characteristics of 
PCT to form an automatic control function, and its characteristics include: resistance– 
temperature characteristics, current–voltage characteristics, and current–time char-
acteristics. In actual operation, when the flow-sensitive intelligent harmonic elimina-
tion device reaches a certain transformation temperature (Curie temperature point), 
the temperature coefficient can reach + (15 ~ 60)%/°C or more, and the mutual trans-
formation of semiconductor and insulator occurs, and the resistance value occurs.
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Jump (3 to 7 orders of magnitude), reducing the system current, and suppressing the 
resonance; in the normal operation state, the harmonic elimination device returns 
to a low resistance state due to the temperature rise; the applied voltage has a large 
initial current and sudden continuous decay part, that is, the greater the resonance 
energy, the faster the varistor heats up, and the shorter the time it takes to stabilize. 

4.2 Simulation 

Build a 3PT ferromagnetic resonance simulation model (as shown in Fig. 4). The PT 
neutral point is grounded through the flow-sensitive harmonic elimination device in 
the loop, and the resistance is raised to a high-resistance state for a short time after 
resonance. Set the PT neutral point to be grounded through a 40 kΩ resistor during 
normal operation. After the ferromagnetic resonance occurs, the neutral point is set 
to a resistance of 400 0kΩ, when t = 0.1 s is set in the model. 

Fig. 4 Ferromagnetic resonance oscillator circuit
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Fig. 5 Flow-sensitive intelligent harmonic elimination simulation waveform

The waveform of each feature quantity is obtained as shown in the Fig. 5. After  the  
PT neutral point is put into a large resistance, it can be seen from the waveform that 
the three-phase voltage of the system bus is close to normal after about 50 ms, and 
the open delta voltage and the three-phase current flowing through the PT gradually 
tend to normal operation, which means that the flow of the neutral point in series. 
The sensitive intelligent comprehensive harmonic elimination device has a good 
suppression effect on the PT ferromagnetic resonance. The PT three-phase current 
is suppressed below 200 mA, and the harmonic elimination time is short, which has 
a good harmonic elimination effect. 
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5 Flow-Sensitive Intelligent Harmonic Elimination 
Management Technology 

From January 1st to March 29th, 2022, in one 110 kV substation, DS I No.314 circuit 
and DS II No.313 circuit, pulled a total of 12 times. When the voltage is abnormal, 
the regulator will notify the on-duty personnel in the station to check the equipment. 
After several inspections, the equipment in the station is normal, and then the voltage 
of the pull-out circuit returns to normal after regulation. 

At 00:19 on March 29, 2022, the monitoring showed that the bus voltage of the 
35 kV I section of the station was abnormal. The station personnel checked the 
abnormal voltage of the 35 kV busbar I on the side of the monitoring machine, Ua: 
32.7 kV, Ub: 37.8 kV, Uc: 14.7 kV. At 00:23, the DS II No.313 circuit breaker was 
opened by regulation and control, and the abnormality of the bus bar did not disappear. 
At 00:28, the regulation and control opened the DS I No.314 circuit breaker, and the 
voltage returned to normal. At 00:32, the voltage of the 35 kV busbar I was abnormal 
again Ua: 5.5 kV, Ub: 37.3 kV, Uc: 15.4 kV. The dispatcher notified that the grounding 
of the 35 kV busbar I needs to check the equipment on site. The station personnel 
checked the auxiliary control equipment and found that the A and C phases of No.381 
PT were smoking and catching fire. At 00:42, the No.351 circuit breaker was opened 
by regulation and control. The station personnel went to the site to check and found 
that the A and C phases of No.381 PT bodies burst, the three-phase burst of the 
primary melting tube, and the three-phase porcelain bottle of the arrester all had 
burn marks of varying degrees, as shown in Fig. 6. 

The operation mode of the station is double-column in parallel, the PT connection 
mode is 3PT grounding through the harmonic elimination coil, the 35 kV system 
capacitance current test results are consistent with the two parallel operation test

Fig. 6 PT is seriously damaged 
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Fig. 7 110 kV substation high voltage equipment wiring diagram 

results, and the 10 kV system capacitance current test shows that the two parallel 
operation test results are different but both less than 10 A (Fig. 7). 

The cause of the fault is that the PT circuit has multiple ground faults in a short 
period of time, and the harmonic elimination coil cannot absorb the energy of the 
accumulated resonance. The cumulative effect of the fault makes the harmonic elim-
ination device abnormal performance and cannot protect the PT. Eventually, the PT 
bursts due to the impact of the resonant voltage and the accumulation of thermal 
effects. The solution is to replace the PT and install a flow-sensitive harmonic-
free device and an active harmonic elimination device, as shown in Fig. 8. After  
4 months of operation, the line runs smoothly, and no more PT burning and fuse 
blown phenomenon happened.
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Fig. 8 Replace PT and 
install flow-sensitive 
harmonic eliminator 

6 Conclusion 

Since the neutral point of the distribution network is not grounded, it is very easy 
to cause disturbance and then generate resonance overvoltage. If the configured 
harmonic elimination device has the defect of insufficient fusing capacity, it will 
cause PT fault. In this paper, the principle and characteristics of ferromagnetic reso-
nance overvoltage generated by PT are analyzed, and a ferromagnetic resonance 
suppression method based on a flow-sensitive harmonic free device is proposed by 
comparing the common harmonic elimination measures in the network. The length of 
the resonance elimination time of this type of device is related to the neutral current 
and the resonance energy. The greater the neutral point current during resonance, 
the faster the resonance disappears. When the single-phase grounding occurs in the 
system, the amplitude of the PT open triangle voltage will not change significantly. 
Practice has shown that this type of harmonic-free device can effectively solve the 
problems of fuse blowing and PT explosion caused by intermittent grounding of the 
system. 
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Delta Measurement Analysis Method 
Applicable to All-Parallel AT Traction 
Network of High Speed Railway 

Dongdong Li and Zhengqing Han 

Abstract At present, the superimposed (delta) measurement protection is used as 
backup protection in the traction power supply system, mainly using the super-
imposed current to form the protection criterion, lacking the theoretical analysis 
basis of delta measurement in the traction power supply system. The parameter 
correspondence between the autotransformer (AT) traction network and the equiv-
alent network is investigated, and the distribution of fault current is deduced by 
analyzing the equivalent circuit of all-parallel AT traction network. This paper proves 
the adaptability of the fault component method for nonlinear components such as 
electric multiple units, introduces the fault component method to analyze the all-
parallel AT traction network, gives fault component equivalent circuit diagrams for 
all-parallel AT traction networks, derives the delta measurement expressions at each 
circuit breaker (CB), analyzes the distribution characteristics of delta measurement 
in traction networks, and gives constraints to unify the phase characteristics of delta 
measurement for no-load and on-load conditions. The simulation results verify the 
correctness of the theoretical analysis. 

Keywords All-parallel autotransformer · Fault component method · Delta 
measurement · Nonlinear components 

1 Introduction 

All-parallel autotransformer railway system (AARS), provide a single-phase 2 × 
25 kV, 50 Hz AC supply to high-speed electric multiple units (EMU) in China. High 
ridership, high departure density and heavy load are the features of high-speed EMU. 
In order to reduce the impedance of traction network, enhance the power supply
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capacity and meet the power demands of EMU, the up and down lines are connected 
at AT post (ATP) and section post (SP) through busbars in AARS. However, when 
a fault occurs, multiple circuits will appear to supply power to the fault point with 
large fault current at the same time because of the parallel branch. Compared with the 
general speed railway, high-speed railway load current is greater, usually more than 
twice the general speed railway load current. But the current, impedance and other 
protection principles do not change, which leads to high-speed railway protection 
sensitivity is lower compared to the general speed railway. When the line has a high 
resistance fault, the traditional current and impedance protection cannot act, can 
only rely on the delta measurement protection as a backup protection. At present, the 
delta measurement protection in the traction power supply system mainly uses the 
superimposed current to form the protection criterion. the theoretical analysis basis 
of delta measurement is lacking for the structure of AARS and the nonlinearity of 
EMU. 

A large number of studies exist on the fault component method in power systems, 
and protection methods such as the energy function method [1, 2], the sequence 
component method [3–7], the phase comparison method [8], and waveform similarity 
method [9] have been proposed, which are based on the characteristics of the voltage 
and current fault components to discriminate faults. Reference [10] investigated 
the effect of grid-connected distributed generation on the fault component method. 
However, due to the EMU draws current in the range of AARS, the characteristics of 
the delta measurement in the traction power supply system are not exactly the same as 
in the power system. Meanwhile, there is no sequence component in the single-phase 
railway system because of its topology and physical properties. Therefore, the above 
research results of fault components in power systems cannot be directly applied to 
AARS. 

There are few theoretical studies on delta measurement in traction power supply 
systems. Reference [11] used the correlation coefficient method to calculate the delta 
measurement waveforms at three posts on the same line, and the results were used 
to discriminate between in-phase and reverse-phase to select the faulty line. This 
reference only studied the method of using the delta measurement to select the faulty 
line in case of traction network fault in no-load condition, and has not studied the 
distribution law of the delta measurement in the AARS from the theoretical level by 
combining the fault component method in the power system. 

In order to solve the above problems, this paper introduces the analysis method 
of fault components [6], investigates the influence of EMU, a nonlinear element, on 
the fault component method, analyzes the fault component equivalent network of the 
AARS, derives the expression for the delta measurement at each breaker, and studies 
the distribution law of the delta measurement in the AARS.
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2 Fault Current Analysis 

AARS Schematic diagram is shown as Fig. 1. Traction catenary (T), rail (R) and 
feeder (F) of the up and down lines are connected in parallel at the SS, ATP and SP 
busbars. CB1 to CB6 are the circuit breakers installed at SS, ATP and SP, which can 
be tripped by relay1 to relay6. The autotransformers are connected to the busbar, and 
the length of feeding section between SS and SP is usually 20 to 30 km. We take the 
busbar-to-line direction as the positive direction. İTn, İRn and İFn denote the T-line 
current, R-line current, and F-line current at the relays, respectively, n is the number 
1 to 6. In AARS, the fault current is the difference between the T-line current and 
the F-line current at the relays, i.e. İn = İTn − İFn. 

The equivalent network derived in the Reference [9] is the equivalent of the 
AT traction network shown in Fig. 2 as a circuit composed of the equivalent self-
impedance of the T, R, and F lines and the transformer leakage resistance (shown 
in Fig. 3). In Fig. 2, I is the fault current, IT, IR, and IF, are the currents flowing 
through the first end of T, R, and F lines respectively in the original circuit diagram. 
ZT, ZR, ZF, ZTR, ZTF, ZFR are the self-impedance and mutual impedance of T, R 
and F lines respectively in the original circuit diagram. In Fig. 3, I '

T, I
'
R and I

'
F are 

the currents at the first ends of T, R and F lines in the equivalent circuit diagram, 
Z1, Z2 and Z3 are the equivalent self-impedances of the equivalent T, R and F lines, 
respectively. Zg is the leakage reactance of the traction transformer and Z '

g is the 
leakage reactance of AT. Take any 1 km long section of the AT network and write 
the T ~ F loop equation as follow [12]: 

U̇1 − U̇2 = 
ZT − ZTF 

2
· İT + 

ZTR − ZFR 

2
· İR + 

ZTF − ZF 

2
· İF (1)

The parameter correspondence between the AT traction network and the equiva-
lent circuit is obtained by deriving formula (1) according to Davinan’s theorem [12], 
as follows:

Fig. 1 Schematic diagram 
of AARS 
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Fig. 2 AT traction network 
original circuit diagram 

Fig. 3 AT traction network 
equivalent circuit diagram

⎧ 
⎪⎨ 

⎪⎩ 

İT' =  ̇IT − İF 
İR' =  ̇IR 
İF' =  2 İF 

(2) 

⎧ 
⎨ 

⎩ 

Z1 = 1 2 (ZT + ZFR − ZTR − ZTF) 
Z2 = ZR + 1 2 (ZT + ZTF − 3ZTR − ZFR) 
Z3 = 1 4 (ZF − ZT) + 1 2 (ZTR − ZFR) 

(3) 

Three types of faults usually occur in the all-parallel AT traction network: T-R 
fault, F-R fault and T-F fault. When a T-R fault occurs between the SS and the ATP 
on the up line, the equivalent circuit of AARS can be derived based on the AT traction 
network equivalent circuit at the time of the fault, as shown in Fig. 4. In Fig.  4, X1 

is the distance from the fault point to SS, D1 is the length from the SS to the ATP, 
and D2 is the length from the ATP to the SP. 

Since İ '
T = İT − İF, the equivalent T-line current is the measured current, i.e. İn = 

İ '
Tn. According to Fig. 4, the equivalent T-line current can be deduced from the 
distribution law of the fault current at each breaker, as follow:

Fig. 4 T-R fault equivalent 
circuit diagram for first AT 
section of AARS 
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Fig. 5 T-R fault equivalent circuit diagram for second AT section of AARS 

⎧ 
⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

İ1 = 
2D1 − X1 

2D1 
İ 

İ2 = İ3 = −  ̇I4 = 
X1 

2D1 
İ 

İ5 = İ6 = 0 

(4) 

When the fault occurs between the ATP and the SP of the up line, the equivalent 
circuit of AARS can be obtained as shown in Fig. 5. In Fig.  5, X2 is the distance of 
the fault point from the ATP of the second AT section. 

Similarly, the relationship between the measured current at each circuit breaker 
and the fault current can be introduced according to the equivalent circuit diagram 
in Fig. 5, as follow: 

⎧ 
⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎩ 

İ1 = İ2 = 
1 

2 
İ 

İ3 = −  ̇I4 = 
D2 − X2 

2D2 
İ 

İ5 = −  ̇I6 = 
X2 

2D2 
İ 

(5) 

From (4) and (5), when a fault occurs between SS and ATP, the delta measurement 
of the up and down lines at the SS are of different magnitude and in the same direction, 
and the delta measurement of the up and down lines at the ATP are of the same 
magnitude and in different direction. And when a fault occurs between ATP and SP, 
the delta measurement of the up and down lines at the SS are of the same magnitude 
and direction, and the delta measurement of the up and down lines at the ATP and 
the SP are of the same magnitude and in different direction.
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3 Delta Measurement Analysis 

The EMU will move at high speed in the AARS, and is a typical nonlinear load. 
Since the fault component method is based on the superposition principle and is 
only applicable to linear systems, it is necessary to consider the adaptability of the 
fault component method in the AARS. Take CRH2 as an example, its voltage–power 
characteristic curve is shown in Fig. 6. 

According to the characteristic curve in Fig. 1, the function between power and 
network voltage can be written as follow: 

S∗ = 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

0 UL ∈ (0, 17.5)kV  

0.84 × 
UL − 17.5 
19 − 17.5 

UL ∈ (17.5, 19)kV  

0.84 + 0.16 × 
UL − 19 
22.5 − 19 

UL ∈ (19, 22.5)kV  

1 UL ∈ (22.5, 29)kV  

1 − 
UL − 29 
31 − 29 

UL ∈ (29, 31)kV  

0 UL ∈ (31, +∞)kV  

(6) 

where, UL is the effective value of the traction network voltage at the EMU, S∗ is 
the standard value of the EMU power. According to the formula of apparent power 
calculation, the train current variation law under different traction network voltage 
range can be deduced, expressed by segment function as:

Fig. 6 Traction 
characteristics of CRH2 
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IL∗ = 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

0 UL ∈ (0, 17.5)kV  

14 − 
245 

UL 
UL ∈ (17.5, 19)kV  

1.1429 − 
0.7143 

UL 
UL ∈ (19, 22.5)kV  

25 

UL 
UL ∈ (22.5, 29)kV  

−12.5+ 
387.5 

UL 
UL ∈ (29, 31)kV  

0 UL ∈ (31, +∞)kV  

(7) 

where IL∗ is the standard value of the EMU current. 
The load current of the EMU has less harmonic content and can be approximated 

as a standard sine wave with a frequency of 50 Hz. For the EMU, the power factor 
cos ϕ is determined, the phase difference between voltage and current is ϕ, and the 
PWM rectifier module of the EMU adjusts the phase of the load current according 
to the phase of the network voltage. In summary, the amplitude and phase of load 
current İL are determined by the network voltage at the EMU, which can be equated 
to the voltage controlled current source equivalent model. It can be expressed as: 

İL = f
(
U̇L

)
(8) 

When the superposition principle is used in the presence of a controlled source 
in the circuit, the controlled source cannot act alone and must always remain in the 
circuit. Therefore, the fault component method can be used properly in AARS. 

The fault component method is used to analyze the short-circuit conditions of the 
AARS at no load, and the faulty traction network is decomposed into the pre-fault 
system state and the fault component state by the superposition principle to obtain 
the fault component additional network equivalent circuit diagram of the AARS as 
shown in Fig. 7. In Fig.  7,ΔĖk is the network voltage before the fault at the fault 
point, and Δ İ represents the delta measurement of the system. Since it originates 
from the same voltage source, it can be seen from Fig. 7 that the delta measurement 
at all breakers are in the same phase or differ by 180°.

The delta measurement at each breaker in Fig. 7 are expressed as: 

⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩

Δ İ1 = 
(2D1 − X1) 

2D1
Δ İ

Δ İ2 = Δ İ3 = −Δ İ4 = 
X1 

2D1
Δ İ

Δ İ5 = Δ İ6 = 0 

(9) 

where Δ İ1 ~ Δ İ6 denotes the delta measurement at relay1 ~ relay6, respectively.
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Fig. 7 Fault component equivalent circuit diagram of AARS at no load

It can be seen from (9) that when the traction network is no-load, after the fault 
occurs between the SS and the ATP, the delta measurement at the SS on the up 
and down lines are of different magnitude and in the same direction, and the delta 
measurement at the ATP on the up and down lines are of the same magnitude and in 
different direction. Combining with (4), we can see that when the traction network is 
no-load, the delta measurement and the fault current show the same law. Similarly, 
when the fault occurs in the ATP and the SP, the delta measurement and the fault 
current also have the same law, and the expression of delta measurement is: 

⎧ 
⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎩

Δ İ1 = Δ İ2 = 
1 

2
Δ İ

Δ İ3 = −Δ İ4 = 
D2 − X2 

2D2
Δ İ

Δ İ5 = −Δ İ6 = 
X2 

2D2
Δ İ 

(10) 

From (4), (5), (9) and (10), it can be seen that when a fault occurs in the traction 
network at no load, the delta measurement and the fault current change in the same 
pattern, but when there is an EMU in traction network, the delta measurement change 
is more complicated. When a fault occurs in the traction network which is under load 
conditions, the voltage controlled current source model is used instead of the EMU, 
and the fault component method is used to obtain the fault component equivalent 
circuit diagram of AARS as shown in Fig. 8. Δ İL in the figure indicates the load 
current change before and after the fault. Usually the traction network voltage will 
fall to a lower level after the fault occurs, and the EMU will stop taking current from 
the traction network because of pulse latching, so Δ İL is generally equal to the load 
current before the fault.

When a fault occurs in the traction network under load conditions, the delta 
measurement needs to consider both the fault current and the load current, and the 
delta measurement at each breaker in Fig. 8 is expressed as:
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Fig. 8 Fault component equivalent circuit diagram of AARS with load

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δ İ1 = 
(2D1 − X1) 

2D1
Δ İ − 

1 

2 
İL

Δ İ2 = 
X1 

2D1
Δ İ − 

1 

2 
İL

Δ İ3 = −Δ İ4 = 
X1 

2D1
Δ İ − 

(D2 − X2) 
2D2 

İL

Δ İ5 = −Δ İ6 = −  
X2 

2D2 
İL 

(11) 

As can be seen from (9) and (11), unlike no-load lines, the mobility of EMU 
can lead to variable load current measurements at the relays and more complex 
delta measurement changes when there is an EMU. Taking the fault condition in 
Fig. 8 as an example, according to Eqs. (4) and (11), it is known that after the 
fault, the measured current at SP is close to 0. The delta measurement consists 
entirely of load currents, resulting in a negative directional delta measurement at 
CB5. This is because the uncertainty of the load location and fault location lead 
to uncertainty in the magnitude and phase of the load current and fault current at 
the relays. Four combinations of different load currents and fault currents will be 
in existence before and after the fault. The delta measurement is in reversed-phase 
with the fault current only when the fault current amplitude is less than the load 
current amplitude and both are in phase. Due to the uncertainty of the load location 
and fault location, the reversed-phase delta measurement may occur at each relay, 
resulting in the phase characteristics of the delta measurement being inconsistent 
with the no-load condition. Therefore, in order to unify the phase characteristics of
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delta measurement under load and no-load conditions, the phase characteristics of 
delta measurement are not considered when the fault current amplitude is smaller 
than the load current. 

4 Simulation Validation 

We employed the model as shown in Fig. 1 to verify the correctness of delta 
measurement analysis. The model was built on MATLAB/Simulink with param-
eters described as follows: the capacity of traction transformer is 40MVA, and the 
ratio of the transformer is 220 kV/27.5 kV/27.5 kV. The AT capacity is 10MVA. The 
self-impedance of T, R and F are 0.1465 + j0.589 Ω/km, 0.0842 + j0.407 Ω/km and 
0.1452 + j0.713Ω/km, the mutual impedance between T and R, R and F, T and F are 
0.05 + j0.315 Ω/km, 0.05 + j0.332 Ω/km, 0.05 + j0.3 Ω/km. The length of feeding 
section between SS and ATP, ATP and SP are 12 km, 13 km. The load current is set 
to 800A. 

In order to verify the correctness of the theoretical analysis of delta measurement, 
different locations of T-R faults are set for the traction network under no-load condi-
tion and load condition, where only the load under f4 condition is located on the 
down line and the rest of the load and faults are located on the up line, the theoretical 
calculation and simulation results are shown in Table 1. The phase angle of ΔĖk in 
the theoretical calculation is set to −150°, assuming that the EMU power factor is 
1. Since Δ İ3 and Δ İ4, Δ İ5 and Δ İ6 are of equal magnitude and opposite direction, 
the theoretical calculation and simulation results of Δ İ4 and Δ İ6 are not shown in 
the table.

From Table 1, it can be seen that the theoretical and simulated results of the delta 
measurement amplitude are consistent with each other, taking into account certain 
errors existing in the simulated and theoretical calculations. It can be seen that the 
simulation results of phase angle at each relay are consistent with the theoretical 
calculation results, and the phase simulation results of Δ İ3 of f5 and Δ İ5 of f6 are 
somewhat different from the other relays, respectively, which are consistent with the 
possible reversed-phase delta measurement phase characteristics when there is an 
EMU as discussed in the previous section. The simulation results in Table 1 prove 
the correctness of the theoretical analysis of the delta measurement of AARS.
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5 Conclusion 

This paper introduces the fault component method in the power system to theoreti-
cally analyze the faults in AARS under no-load and loaded conditions, respectively, 
and derives the delta measurement expression formula at each circuit breaker, and 
draws the following conclusion: the nonlinear EMU can be equated to a voltage-
controlled current source, which can be applied to the fault component method. 
The delta measurement at all the posts of the faulty line is in the positive direction, 
and the non-faulty line, except for the SS, is in the negative direction. If the load 
current amplitude is greater than the fault current under loaded condition, the phase 
characteristics of the corresponding delta measurement are not considered. 

In this paper, the modeling simulation of AARS is performed to verify the correct-
ness of the theoretical analysis of the delta measurement about AARS. The delta 
measurement analysis of AARS in this paper lays the theoretical foundation for 
delta measurement protection, which is conducive to further research on the delta 
measurement protection scheme that integrates fault identification and fault line 
identification. 
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Analysis and Research of Networked 
Traction Power Supply System 

Qi Zhuo, Zhengqing Han, and Shibin Gao 

Abstract In order to solve the shortcomings of the existing traction power supply 
system and further optimize the operation quality of the AC traction power supply 
system, scholars have proposed a networked traction power supply system. This paper 
analyzes the system structure and operation principle of the networked traction power 
supply system, constructs a simulation model of the networked traction power supply 
system, and explores the performance and application prospects of the networked 
traction power supply system. The analysis shows that the established model can 
reflect the operating characteristics of the networked traction power supply system. 
The simulation analysis shows that the networked traction power supply system has 
enhanced power supply capacity compared with the traditional single-sided traction 
power supply system, and the system has performance advantages and feasibility, 
which provides a theoretical basis for further research and practice of the networked 
traction power supply system. 

Keywords Networked Traction Power Supply System · Traction Substation ·
Converter 

1 Introduction 

The traction power supply system of Chinese electric railway adopts single-phase 
power frequency AC system, which has the advantages of simple structure and strong 
power supply capacity, but it will cause power quality problems in industrial three-
phase power supply systems, such as increased line loss and undervoltage at the end 
of the contact line, grid current imbalance and so on [1]. At present, the traction 
power supply system is usually connected to the three-phase power supply system 
by commutation connection, receiving current from the three phases A, B, and C in 
turn, and setting an electrical split between the ends of two adjacent power supply
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arms to prevent short-circuit between phases. In order to avoid the interphase short 
circuit caused by live running and phase splitting, the pantograph must be lowered 
and the power must be cut off when the train passes through the phase splitting. 
Therefore, the phase splitting will form a power supply dead zone in the traction 
power supply system, causing the train speed loss, increasing energy consumption, 
reducing the performance of high-speed railway, affecting the ability of heavy haul 
freight trains to grow up the slope, and even causing parking in serious cases. At 
the same time, the existence of electric phase separation makes it impossible to fuse 
the power between power supply arms, and the traction power cannot be transferred 
and mutually supported between different power supply arms. In addition, when 
the train passes through the electric phase separation, it will also produce voltage 
impact, current impact, pantograph catenary arc, etc., endangering the normal and 
safe operation of the catenary and electric locomotive [2, 3]. 

In order to solve the shortcomings of the existing traction power supply system, 
relevant scholars have proposed the in-phase power supply technology, which can 
be divided into two categories [4, 5]. The first is to use symmetrical compensation 
technology to achieve in-phase power supply, and the second is to form the in-phase 
power supply system based on the power flow controller [6–9]. However, the current 
technical scheme may generate balanced current and electromagnetic loop network in 
the traction power supply system. Therefore, some scholars put forward the concept 
of networked traction power supply system, and optimized the structure of traction 
power supply system with the help of power electronics technology to solve the 
problem of phase insulator of traction power supply system and improve the power 
quality of the system [10, 11]. 

The networked traction power supply system is based on power electronics tech-
nology, with reference to flexible transmission and energy interconnection technolo-
gies, and integrates railway regenerative braking energy utilization technology to 
realize the power controllability and transmissibility of the traction power supply 
system and improve the power supply quality. 

Based on the networked traction power supply system proposed by scholars, this 
paper analyzes the system structure and operation principle of the networked traction 
power supply system, establishes the system simulation model using MATLAB/ 
Simulink simulation platform, and studies the performance of the networked traction 
power supply system. 

2 Networked Traction Power Supply System 

2.1 System Structure 

In the networked traction power supply system, the structure of the traction substation 
is shown in Fig. 1. The traction substation adopts a fully controlled structure, and 
its three-phase/single-phase voltage transformation part includes Scott transformer
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Fig. 1 The structure of 
traction substation of 
networked traction power 
supply system 

and power electronic transformer (PET). The incoming lines of the power system 
are connected to the primary side of the substation in the same phase sequence. The 
output end of the PET matching transformer is connected with the direct secondary 
output of the traction transformer through the traction network to supply power to 
the traction network. At the same time, the intermediate DC link of PET can also be 
connected to the energy storage device and the new energy power generation device 
to realize the interconnection of the electrical network and the new energy. 

The two adjacent traction substations all adopt the fully controlled structure, and 
the electric sections are still retained at the exit of the traction substation, and the 
power supply arms between the substations adopt the bilateral power supply mode, 
with the upstream and downstream running in parallel. 

2.2 System Operation Principle 

As shown in Fig. 1, in the traction substation of the networked traction power supply 
system, the T-block winding of the Scott transformer supplies the 110 kV (or 220 kV) 
level voltage of the bus bar to the AC/DC converter, the rectifier unit of the converter 
turns the AC power into DC power, and then the inverter unit of the converter turns 
the DC power into single-phase AC power, so that the output voltage of the converter 
can match the frequency and phase of the output voltage of the M-block of the Scott 
transformer. The output voltage of the converter is stepped up by the transformer and 
then connected in series with the M block of Scott transformer to provide 27.5 kV/ 
50 Hz for the traction load.
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When the system is working normally, the converter tracks the secondary voltage 
of Scott transformer M block to adjust its own output voltage, and then controls the 
secondary voltage of the matching transformer to ensure that the feeder outlet voltage 
between traction substation groups remains stable, and also adjusts the power tide 
between traction substations to realize the power controllability and transferability of 
the traction power supply system, improve the quality of power supply, and enhance 
the adaptability of power supply capacity and traffic organization. 

As the inverter unit of the converter is mainly composed of power electronics, 
which is expensive, the normal operating current of the traction load, overcurrent 
and short-circuit current of the feeder all have to pass through the inverter unit of the 
converter. Therefore, when a short-circuit fault occurs in the traction network, the 
converter should adopt the current limiting mode to avoid the short-circuit current 
from damaging the power electronics, and at the same time make the protection sense 
the occurrence of the fault, discover the fault and remove it in time. 

3 The Working Principle of PET 

3.1 Basic Structure of PET 

In the networked traction power supply system, the power electronic transformer of 
the traction substation is mainly composed of power switching tubes, as shown in 
Fig. 2. The grid-side inductor L1 of the rectifier unit plays the role of transferring and 
storing energy and suppressing high harmonics, while the filter capacitor Cd plays 
the role of suppressing high harmonics and reducing DC voltage ripple; the inductor 
L and capacitor C of the inverter unit form a series resonant circuit for filtering the 
harmonic components of the output voltage. 

Fig. 2 The working principle circuit diagram of PET
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3.2 Control Strategy for PET 

As shown in Fig. 1, the secondary voltage vector of Block M of Scott transformer T1 
and the secondary voltage vector of transformer T2 are combined to form the output 
voltage vector of the traction substation of the networked traction power supply 
system, and the secondary voltage vector of transformer T2 is changed by changing 
the output voltage of PET to make the output voltage of different traction substations 
consistent, so as to realize the bilateral power supply of the inter-station arm. 

In the traction substation of the networked traction power supply system, the 
schematic circuit diagram of the PET operation is shown in Fig. 2, uα and uβ are the 
low voltage side voltages of the traction transformer M block and T block, uol is the 
AC output voltage of the PET, uoh is the load side output voltage of the converter 
matching transformer, and k is the ratio of the matching transformer. 

According to the working principle of the traction substation of the networked 
traction power supply system, let uset be the desired output voltage of the traction 
substation, then the voltage relationship between Scott transformer and PET is shown 
as follows: 

⎧ 
⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

uα(t) = √
2Uα sin ωt 

uβ (t) =
√
2Uβ sin(ωt − 90◦) 

uol (t) = uoh(t) 
/ 
k 

uset  (t) = uβ (t) + uoh(t) 

(1) 

During the normal operation of the networked traction power supply system, the 
output voltage of the low voltage side of the Scott transformer’s M block is detected, 
and the output voltage of the PET is calculated according to the set output voltage 
of the traction substation, and the PET uses this as the control target of the output 
voltage, and the voltage of the low voltage side of the T block of the Scott transformer 
is AC/DC transformed so that the traction substation can steadily output 27.5 kV/ 
50 Hz to provide power to the traction load. Hz to provide power to the traction load. 

As a grid-side converter of PET, the rectifier unit is essentially an intermediate 
medium for energy exchange between the AC grid and the DC intermediate circuit. 
The rectifier unit converts the input AC energy into DC energy for the inverter unit. In 
the process of energy exchange, the rectifier unit uses algorithms to achieve control 
characteristics such as stable DC intermediate voltage, grid power factor close to 1, 
and grid current waveform close to sinusoidal, so as to improve the power quality of 
the traction power supply system as much as possible. 

The inverter unit adjusts the output of AC voltage according to the output voltage 
of the low voltage side of Scott transformer M block, and inverts the intermediate 
DC voltage to AC voltage that meets the demand, so that the traction substation can 
steadily output 27.5 kV/50 Hz voltage.
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For the inverter unit of the converter, in order to keep the output voltage of the 
traction substation stable, the output voltage of the inverter unit requires high steady-
state accuracy and fast dynamic response, therefore, the dual-loop control scheme 
of voltage outer loop and current inner loop is selected. The current inner loop of 
the dual-loop control scheme expands the bandwidth of the inverter control system, 
which makes the dynamic response of the inverter faster and reduces the harmonic 
content of the output voltage, and improves the adaptability to nonlinear loads. The 
current inner loop of the dual-loop control scheme expands the bandwidth of the 
inverter control system. 

Meanwhile, since the Scott transformer and PET are connected in series, both 
traction load current and short-circuit fault current have to pass through the converter. 
Therefore, when a short-circuit fault occurs in the traction network and the short-
circuit current will exceed the capacity of the PET devices, in order to avoid the 
damage of the power electronics of the PET due to the high current, the PET should 
enter the current limiting and voltage reduction mode to control the current within 
the capacity of the devices. 

4 Simulation Model Analysis 

4.1 Simulation Model 

According to the analysis of traction substation topology and PET control strategy 
of networked traction power supply system, the model of PET in MATLAB and the 
simulation model of networked traction power supply system are shown in Fig. 3. 

Fig. 3 Simulation model of traction substation for networked traction power supply system
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Fig. 4 Transformer output 
voltage simulation of PET 

4.2 System Performance Analysis 

The desired output voltage of the traction substation has a magnitude of 27.5 kV 
and a phase angle of -90°; the primary and secondary voltage ratio of Block M of 
Scott transformer is 110 kV/20 kV, and the simulated output voltage of the secondary 
output voltage of Block M has a magnitude of 19.9 kV and a phase angle of -90.28°. 
According to Eq. (1), the output AC voltage from the PET is 7.51 kV with a phase 
angle of -89.25° after the transformer step-up. The voltage waveform simulation is 
shown in Fig. 4. 

According to Fig. 4, after the PET is stepped up by the transformer, the RMS value 
of the output voltage is 7.52 kV and the phase angle is -89.31°, which can realize the 
control of the output voltage of the traction substation. The networked traction power 
supply system makes the output voltage of adjacent traction substations achieve the 
same amplitude, frequency and phase through the regulating effect of PET, and 
thus the system does not produce equalization current and electromagnetic ringing 
problem. 

According to the established system simulation model, comparing the voltage 
loss of the traditional single-sided complex traction power supply system and the 
networked traction power supply system, the impedance per unit length of the traction 
network is taken to be 0.131 + 0.366i (Ω/km), the length of the power supply arm of 
the traction substation is 30 km, and the traction load current is taken to be 1000 A. 
The change of the traction network voltage with the movement of the traction load 
position is shown in Fig. 5.
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Fig. 5 Traction network 
voltage analysis of traction 
power supply system 

5 Conclusion 

This paper analyzes the system structure and operation principle of the networked 
traction power supply system, establishes a simulation model based on MATLAB/ 
Simulink simulation platform, verifies the feasibility of the networked traction power 
supply system, explores the performance advantages of the system, and provides a 
basis for further research and practice of the networked traction power supply system. 

The networked traction power supply system is based on power electronics tech-
nology, drawing on flexible transmission and energy interconnection technology, and 
integrating railroad regenerative braking energy utilization technology. Through the 
regulation of PET, it can ensure that the feeder outlet voltage between groups of trac-
tion substations remains stable and of the same frequency and phase, avoiding the 
phenomenon of electromagnetic ring network in the system and reducing the impact 
of the traction power supply system on the power system, while also regulating the 
power tide between traction substations, improving the power tide characteristics 
of the traction network, realizing the power controllability and transferability of the 
traction power supply system, improving the quality of power supply, and increasing 
the utilization rate of new energy. 
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Abstract As a simple and low-cost partial discharge (PD) detection method, high-
frequency current (HFCT) method has wide application prospects in the field main-
tenance of gas insulated equipment. However, the propagation law of high-frequency 
PD current in gas insulated equipment is still unclear, which limits the application 
of HFCT method to field PD detection. In this paper, the equivalent circuit of gas 
insulation equipment was analyzed, the distribution parameters were calculated, and 
then the simulation circuit of the gas insulated equipment was built in MATLAB 
/Simulink, the influence of the distance, signal frequency and discharge position 
on the propagation characteristics was studied.. The results show that the discharge 
amplitude decreases nonlinearly with the increase of the distance between the detec-
tion point and discharge position. For the same propagation distance, the higher the 
signal frequency, the greater the amplitude attenuation. The high-frequency signal 
decays quicker than the low frequency signal. When discharge position changes, the 
maximum value of the discharge amplitude is located at the discharge point, and 
decreases to both sides.The research results can provide theoretical and data support 
for the improvement of the effectiveness of PD detection and the optimization of the 
design and layout of high-frequency current sensors. 
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1 Introduction 

Gas insulated equipment includes gas insulated switchgears (GIS) and gas insulated 
transmission lines (GIL). It has become a key component of the power system owning 
to its advantages of small footprint, easy installation and high reliability [1–3]. Insu-
lation defects are easily generated during the production, installation and operation 
of gas insulated equipment, which can lead to local electric field distortion. Once the 
local field strength reaches the breakdown field strength, the partial discharge (PD) 
will occur [4]. With the development of PD, equipment insulation will deteriorate, 
which will eventually lead to insulation failure, endanger power grid security, and 
cause social and economic losses. 

Commonly used PD detection methods mainly include acoustic emission (AE) 
method, ultra-high-frequency (UHF) method and high-frequency current (HFCT) 
method [5, 6]. Although AE method is simple in operation and low in cost, it is easily 
disturbed by the external environment and has low detection sensitivity for void and 
surface discharges [7]. UHF method has the advantages of strong anti-interference 
and high sensitivity, but it is easy to detect defects incorrectly [8, 9]. In addition, some 
devices are not installed with built-in UHF sensors, which will greatly reduce the 
sensitivity of the UHF method. HFCT method detects discharge by installing a high-
frequency current sensor at the ground point to detect the current signal generated by 
PD. This method is easy to operate and requires little experience, making it suitable 
for use in conjunction with other methods in the field [10]. However, the propagation 
of high-frequency current in gas insulated equipment has an important impact on 
the detection effectiveness of HFCT method. Therefore, it is necessary to study the 
propagation characteristics of the high-frequency current signal in the gas insulated 
equipment, which is of great significance for optimizing sensor design and improving 
the sensitivity of PD detection. 

In this paper, the equivalent circuit of gas insulation equipment is established, 
and the distribution parameters of gas insulation equipment are theoretically calcu-
lated. Then, the simulation circuit is built in MATLAB/Simulink, and the influence 
of the propagation distance, signal frequency and discharge position on the propa-
gation characteristics of high-frequency current in gas insulating equipment is simu-
lated. The research results can provide reference for optimizing sensor design and 
improving the sensitivity of PD detection. 

2 Equivalent Circuit Analysis and Parameters Calculation 

2.1 Equivalent Circuit Analysis 

As  shown inFig.  1, gas insulated equipment is a coaxial cylindrical structure, in which 
both the conductor and the enclosure are cylindrical, and insulating gas is filled in 
the middle. The enclosure and conductor are made of aluminum alloy material, so
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Fig. 1 Schematic diagram (a) and equivalent circuit (b) of gas-insulation equipment 

Fig. 2 Simulation model of high-frequency current signal 

there is resistance in both enclosure and conductor, which is distributed over the 
entire length, and is not concentrated at one point. When the conductor is energized, 
the electromagnetic field will be generated around the conductor, and the magnetic 
flux is distributed over the entire length of the device, so the inductance is also 
a distributed inductance. When the external voltage is applied to the conductor, 
there will be an electric field between the conductor and the enclosure, so there 
will be a distributed capacitance. In summary, the equivalent circuit of gas insulation 
equipment is shown in Fig. 2, where R is resistance, L is inductance, C is capacitance, 
and G is conductance. The conductance of gas insulating equipment is so small that it 
can be neglected. The transmission characteristics of high-frequency current signals 
in gas insulated equipment are affected by resistance, capacitance, and inductance, 
so these parameters are calculated in detail below. 

2.2 Distribution Parameters Calculation 

Taking a 126 kV GIS bus as an example, the relevant parameters required for the 
calculation are shown in Table 1.

(1) resistance 

The resistance can be calculated according to Eqs. (1):
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Table 1 Structural 
parameters of 126 kV GIS bus Parameter name Value 

enclosure outer diameter/mm 366 

enclosure inside diameter/mm 360 

conductor outer diameter/mm 30 

conductor inside diameter/mm 24 

height of conductor center to ground/mm 583

R = ρ 
L 

π(r2 2 − r2 1 ) 
(1) 

where ρ is resistivity, the resistivity of aluminum alloy is 2.8598 × 10−8�/m, L is 
length, r2 is conductor outer radius, and r1 is conductor inside radius. 

It is calculated that the conductor resistance is 1.1238 × 10−4�/m. 

(2) Inductance 

The inductance can be calculated according to Eq. (2): 

L = μ0 

2π 
ln 

R1 

r2 
(2) 

where μ0 is magnetic permeability, μ0 = 4π × 10−7H/m. 
It is calculated that inductance is 4.9698 × 10−7H/m. 

(3) capacitance 

The capacitance can be calculated according to Eq. (3) :  

C = 2πεr ε0 

ln(R1/r2) 
(3) 

where εr is relative dielectric constant, ε0 is vacuum dielectric constant, ε0 = 8.85× 
10−12F/m. 

It is calculated that capacitance is 2.2378 × 10−11F/m. 

3 Simulation of High-Frequency Current Propagation 
Characteristics 

3.1 Simulation Model of High-Frequency Current 

Firstly, the PD model is constructed in MATLAB/Simulink. In this paper, the double 
exponential oscillation attenuation pulse is selected as the PD source, and its specific 
expression is shown in Eq. (4):
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Fig. 3 Simulation waveform 
of high-frequency current 
signal 

Fig. 4 Simulation circuit to study the effect of distance on propagation characteristics 

i (t) = A(e−1.3t/τ − e−2.2t/τ ) sin(2π f t) (4) 

where A is the amplitude of high-frequency current signal, τ is attenuation coefficient, 
f is oscillation frequency. The simulation model of high-frequency current signal 
built by MATLAB/Simulink is shown in Fig. 2. 

By adjusting the values of constant1 - constant5, the final expression of the current 
signal is i (t) = 0.15(e−6.5×105t − e−1.1×106t ) sin(2 × 106π t). Figure 3 shows the 
simulation waveform of high-frequency current signal. It can be seen from Fig. 4 
that the width of the current signal is about 100 ns and the amplitude is 28.64 mA. 
It has a similar frequency and amplitude to PD signal and is capable of simulating 
high-frequency currents. 

3.2 Simulation Model of Gasinsulated Equipment 

Since the resistance, inductance and capacitance of gas insulation equipment are 
not concentrated in one point, distributed parameter circuit module is selected for 
simulation. In this paper, Bergeron distribution parameter module in MATLAB/ 
Simulink is used to simulate the gas-insulation equipment.
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Fig. 5 Diagram of current amplitude (a) and waveforms (b) variation with position 

4 Simulation Results 

4.1 Effect of Distance on High-Frequency Current 
Propagation 

Figure 4 shows the simulation circuit to study the effect of distance on propaga-
tion characteristics. As can be seen from the figure, the simulation circuit includes 
simulation model of high-frequency current signal (as shown in Fig. 2.), unit length 
(1 m) of gas insulation equipment, ground and model of current measurement. In 
the simulation, the effect of distance on propagation characteristics can be studied 
by changing the position of current measurement point. 

Figure 5 (a) is the diagram of current variation with distance. From the figure, with 
the increase of distance, the amplitude of high-frequency current gradually decreases, 
but presents a nonlinear attenuation law. The rate of current decay changes from high 
to low, and the longer the distance, the slower the decay. Figure 5 (b) is the current 
waveforms at different positions. It can be seen from the figure that the closer the 
measuring point is to the discharge point, the greater the high-frequency current 
amplitude is. From the measuring point under the discharge point to the right side 
of the bus, the current amplitude decays by 45%. It can also be seen from Fig. 5 (b). 
The further the distance, the shorter the current duration. 

4.2 Effect of Frequency on High-Frequency Current 
Propagation 

The simulation circuit of high-frequency current propagation is shown in Fig. 6, 
which is basically the same as Fig. 6. The frequency of the simulated current signal 
is adjusted by changing constant 5. In the simulation, the measuring point is always 
located at the right side of the bus.
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frequency current signal 

unit length (1m) of gas 
insulation equipment 

ground 

measuring 
point 

simulation model of 
current measurement 

Fig. 6 Simulation circuit to study the effect of frequency on propagation characteristics 

Fig. 7 Diagram of current amplitude and waveforms variation with frequency 

Figure 7(a) is the diagram of current variation with frequency. As can be seen from 
the figure, the current amplitude shows a nonlinear decreasing trend with the increase 
of frequency. When the frequency increases from 2 to 12 MHz, the amplitude of the 
current decreases by about 57%. 

Figure 7(b) is the current waveforms at different frequency. As can be seen from the 
figure, the current amplitude shows a nonlinear decreasing trend with the increase 
of frequency. When the frequency increases from 2 to 12 MHz, the amplitude of 
the current decreases by about 57%. From the current waveform, the higher the 
frequency, the shorter the current duration. When the frequency is 1 MHz, the current 
duration is more than 100 ns, while when the frequency is 50 MHz, the current signal 
duration is about 70 ns. 

4.3 Effect of Discharge Position High-Frequency Current 
Propagation 

Figure 8 is the simulation circuit to study the effect of discharge position on propa-
gation characteristics, where the triangle marks the position of discharge point. The 
position of one discharge point is selected each time for simulation and the current 
at other positions of the line is measured.
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simulation model of high 
frequency current signal 
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:discharge position 
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current measurement 

Fig. 8 Simulation circuit to study the effect of discharge position on propagation characteristics 

Figure 9 is the diagram of current variation with discharge position, where (a) 
is the current transmission situation of the discharge point on the right side of the 
pipeline and (b) is the current transmission situation of the discharge point on the 
left side of the pipeline. As can be seen from the figure, when the discharge point 
is located at the end of the bus, the current variation trend increases first and then 
decreases. The amplitude of current is maximum at the discharge point, and gradually 
decreases nonlinearly to both sides. When the discharge point is located at the end 
of the bus, the current shows a single change law, rising or falling all the time. The 
attenuation rate of the current amplitude is the same as that in Sect. 4.1, and gradually 
slows down with the increase of the propagation distance. 
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Fig. 9 Diagram of current variation with discharge position (a) discharge position from (0,0) to 
(4,0) (b) discharge position from (0,0) to (−4,0)
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5 Conclusion 

In this paper, the equivalent circuit of gas insulation equipment was established, the 
distribution parameters were calculated, and the simulation model of high frequency 
current and gas insulation equipment was built in MATLAB/Simulink, and the influ-
ence of distance, frequency and discharge position on the high-frequency current 
propagation characteristics was studied. The results show that the amplitude and 
duration of the high-frequency current decrease nonlinearly with the increase of 
distance. As the frequency rises, the high frequency current decay rate becomes 
slower and the duration becomes shorter. When the position of the discharge point 
changes, the maximum value of the discharge amplitude is located at the discharge 
point, and decreases to both sides, and the decay rate slows down gradually. 
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and Kang Wang 

Abstract Free metal particles are a common cause of insulation failure in Gas 
Insulated Switchgear (GIS). The motion and abnormal discharge of metal particles 
are more severe under High Voltage Direct Current (HVDC). To study the motion 
behavior and discharge characteristics of spherical metal particles in DC GIS, this 
paper established a simulation model of two-dimensional spherical metal particle 
motion based on kinetic analysis, and analyzed the force and motion characteris-
tics of metal particles in the coaxial cylindrical electrode structure. Meanwhile, a 
detection platform for the motion and discharge characteristics of metal particles 
was built, and the partial discharge pulse current signal and the motion trajectory of 
the particles under different conditions were recorded and observed. The research 
results show that: when the particles take off, the comparison of the magnitude of 
coulomb force, gas resistance, and gravity determines the motion of the particle. 
The motion of particles and the intensity of partial discharge are proportional to the 
applied voltage and particle size. In addition, the motion of multiple particles is more 
high-frequency and disordered than that of a single particle, which is more prone to 
discharge phenomenon and causes greater damage to the insulation inside the GIS. 
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1 Introduction 

GIS have gained wide application in the field of high-voltage power transmission 
because of its advantages in less land occupied, environmental performance, and 
insulation performance [1–4]. Due to factors such as collision operations during 
assembly, mechanical vibrations during transportation and debris shedding caused 
by electrical discharges, the problem of particle contamination within the GIS cavity 
is unavoidable [5–7]. Compared to AC electric fields, free particles are more likely to 
jump when subjected to unipolar electric field forces under DC voltage. When metal 
particles move freely, they may induce electric field distortions that significantly 
reduce the withstand voltage of the equipment and even lead to insulation accidents 
[8, 9]. Therefore, it is important to study the behavior and discharge characteristics 
of metal particles in GIS under DC voltage in order to master the mechanism of 
insulation failure caused by particles in GIS, and then develop the metal particle 
suppression structure. 

In the exploration of the motion behavior and discharge characteristics of metal 
particles, scholars have investigated the effect of the size of GIS foreign particles and 
the externally applied voltage on the particle take-off voltage, and the relationship 
between the particle flight time and the take-off height based on numerical simulation 
[10, 11]. Scholars often use the wedge-shaped plate electrode model and the coaxial 
cylindrical electrode model to simulate the insulating structure inside the GIS to 
study the motion behavior of free metal particles. Among them, factors such as 
the applied voltage, the initial position of the particles, the electrode material, the 
electrode tilt angle, and the randomness of collision reflection in the wedge-shaped 
plate electrode all affect the motion state and trajectory of the particles. In the coaxial 
cylindrical electrode, the resonant frequency of the particles is negatively correlated 
with the particle radius, SF6 ratio, and insulating gas pressure; the particle activity is 
positively correlated with the random reflection angle and voltage amplitude, while 
there exists a maximum value with the change of particle radius [12–14]. In recent 
years, for the study of the discharge characteristics of free metal particles, the metal 
particles are often applied to the surface of real insulators. And the partial discharge 
is monitored by the pulse current method and the UHF method. The results show 
that the discharge development goes through three stages, and the danger level of 
metal particles can be effectively determined by the partial discharge characteristics 
[15, 16]. 

On the one hand, the motion behavior of free metal particles in GIS is closely 
related to the partial discharge and breakdown caused by the equipment, and the corre-
lation needs to be further researched. On the other hand, no systematic conclusion has 
been formed for the motion behavior and discharge characteristics of metal particles 
in DC GIS. Therefore, based on the existing research foundation, this paper built 
an electro-mechanical transient coupled finite element calculation model of metal 
particle motion by using the kinetic analysis method and carried out the simulation 
of the motion trajectory and the analysis of the motion characteristics of the metal
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particles. And combined with tests to detect the motion and partial discharge charac-
teristics of spherical metal particles under the same structure. On this basis, the influ-
encing factors and correlations of their motion behavior and discharge characteristics 
are analyzed to provide a reference for the design of DC GIS. 

2 The Analysis of Force and Charging Mechanism 
of Particles 

Referring to the GIS pipeline structure, the force model of particles under the coaxial 
cylindrical electrode is built as shown in Fig. 1. In which the outer radius of the 
conductor is R1 and the inner radius of the shell is R2. A DC voltage Udc is applied 
to the conductor and the shell is grounded. 

Spherical metal particles with radius a (aluminum particles are used in this paper) 
are located inside the GIS cavity and are mainly subjected to coulomb force, electric 
field gradient force, gravity, buoyancy, and gas resistance. The main forces of particles 
in the DC GIS coaxial cylindrical electrode are shown in Table 1. 

In the table, r is the distance of the particle from the GIS axis. ρAl is the density of 
aluminum particles; ρgas is the density of the gas; g is the gravitational acceleration.

Fig. 1 Force model of metal 
particles 
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Table 1 The main forces on metal particle 

Type of force Force direction Force magnitude 

Gravity + Buoyancy −r G = 4 3 π a3
(
ρAl − ρgas

)
g 

Coulomb force −r(q < 0) Fq− = 2kπ 3a2ε0εr 
3r R2

(
Udc/ ln R2 

R1

)2 

+r (q > 0) Fq+ = 2kπ 3a2ε0εr 
3r R1

(
Udc/ ln R2 

R1

)2 

Electric field gradient force −r Fg = 4πε0εr 
a3 

r3

(
Udc/ ln R2 

R1

)2 

Gas resistance −v Fv =
(

24 
Re + 6 

1+ 
√
Re 

+ 0.4
)
π a2 ρgas v
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ε0 represents the vacuum permittivity, ε0 = 8.85 × 10–12 F/m; εr is the relative 
permittivity of the insulating gas. k is the correction factor due to the mirror image 
charge. When the micro discharge is ignored, k = 0.832 when the particle is on the 
electrode surface or near the homopolar electrode, and k = 1 in other cases [17, 18]. 
The gas density involved in this paper is about 2–30 kg/m3, and the particle radius a 
is in the range of 0.05–2 mm, so the Reynolds number Re ≥ 5 can be estimated. For 
large Reynolds number spherical bypass resistance, the empirical formula is usually 
used to calculate [19]. 

3 Simulation of Metal Particle Motion in Coaxial 
Cylindrical Electrodes 

Combined with the actual possible conditions inside the GIS cavity, simulation and 
experimental studies were conducted on the motion behavior of the particles. Based 
on the force model of metal particles established above, the radial motion of metal 
particles in a two-dimensional coaxial cylindrical electrode is simulated. 

According to the relevant parameters of the existing equivalently scaled-down GIS 
test platform, the radius of high-voltage conductor R1 = 20 mm, and the inner radius 
of the grounded shell is R2 = 60 mm. The motion behavior of aluminum spherical 
metal particles with a diameter of d = 1 mm is simulated, and a DC voltage of 50 kV 
is applied to the high-voltage conductor. The insulating gas in the cavity is pure SF6, 
and the gas pressure is 0.4 MPa. The force and motion behavior of the particle can 
be simulated as shown in Fig. 2. 
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Fig. 2 The force and motion of spherical metal particle
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From Fig. 2, the motion of the particle in the cavity can be seen as follows. 

1. After the lifting voltage is reached, the spherical particle starts to jump under the 
combined effect of coulomb force, electric field gradient force, and gravity. In the 
initial stage of the beating, because the coulomb force on the particle is slightly 
greater than the gravity, the particle will experience a long-term acceleration 
process and slowly move towards the conductor. 

2. In process of the particle approaching the conductor, its charge remains 
unchanged. However, as the particle gets closer and closer to the guide rod, 
the electric field strength of the particle at the location gradually increases, and 
the coulomb force on it increases, and the particle gradually accelerates until it 
collides with the conductor. 

3. After the particle collides with the conductor, the speed becomes 0.553 times 
the original, and the charge of the particle increases from negative charge to a 
larger magnitude of positive charge. The coulomb force changes direction and 
increases greatly, so the particle accelerates toward the shell. 

4. In the process of moving to the grounded shell, the coulomb force on the particle 
gradually decreases, and as the speed increases, the gas resistance gradually 
increases, the particle accelerates more and more slowly, until the collision with 
the shell, the speed and become 0.553 times before. Meanwhile, the charge 
of the particle be-comes negative and the charge decreases, the coulomb force 
decreases, resulting in the coulomb force on the particle is less than the combined 
force of gravity and gas resistance, and the particle speed will be reduced. 

5. As the particle approaches the conductor again, the coulomb force gradually in-
creases and the particle accelerates again towards the conductor until it collides 
with the conductor. 

The metal particles maintain a “conductor-shell-conductor” resonant motion 
mode between the conductor and the shell. Considering the reciprocating motion 
of the particles between the conductor and the shell as a motion cycle, the average 
time of one motion cycle of the metal particles in Fig. 2. is  T = 0.1916 s, and its 
resonant frequency is about f = 5.22 Hz. 

4 Experimental Analysis of Metal Particle Motion 
Behavior and Discharge Characteristics 

4.1 Test Platform 

In this paper, a DC GIS metal particle motion and discharge characteristics detection 
platform is built, as shown in Fig. 3. It includes a HVDC power supply, a closed 
coaxial cylindrical electrode system, a partial discharge signal acquisition system, 
and a particle motion behavior capture system to simultaneously acquire and store 
the partial discharge signal and motion behavior of the particles.
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Fig. 3 Platform of DC GIS metal particle motion and discharge characteristics testing 

Fig. 4 Enclosed coaxial 
cylindrical electrode 
simulation chamber 

To simulate the motion and discharge characteristics of metal particles in the GIS 
cavity, a closed coaxial cylindrical scaled-down electrode model is designed and 
built in this paper. And its size corresponds to the simulation model, as shown in the 
Fig. 4. 

4.2 Motion Behavior and Discharge Characteristics of Single 
Particles 

In this paper, spherical particles of four diameters were tested. The same particles 
under the same environment and conditions, the motion mode and partial discharge 
signal are basically the same. Take the spherical particle with diameter d = 2 mm  
under the condition of gas pressure p = 0.4 MPa as an example. When the particle is 
stationary in the cavity, the detected partial discharge pulse signal is small, but when 
the DC voltage rises to 48.6 kV, the particle starts to lift and jump. Once the particle 
is lifted, it immediately performs repeated beating through the coaxial cylindrical 
cavity for resonant motion, which is consistent with the simulation analysis. A large 
partial discharge pulse signal was detected when particle was jumping. Figure 5 
shows the variation of partial discharge pulse signal with the applied voltage when 
the test voltage is gradually increased for the particle. The motion behavior of a 
single spherical particle observed by the high-speed camera is shown in Fig. 6.

During the collision of the particles with the shell, the partial discharge pulses 
show repetitive cluster discharge, and the discharge quantity is mainly below 500
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Fig. 5 Pulses of partial discharge when particle bounces up and down (d = 2 mm; p = 0.4 MPa) 

Fig. 6 Motion behavior of spherical metal particles

pC, where the discharge time interval between adjacent pulses with larger amplitude 
is larger than that between adjacent pulses with smaller amplitude. 

The resonant frequencies of spherical metal particles under different voltages 
were counted through the particle motion video captured by the high-speed camera. 
And the resonant frequencies were used to characterize the activity of metal particles 
under DC voltage. The statistical results are shown in Table 2. 

Table 2 Comparison of 
resonant frequencies of 
particle motion (d = 2 mm) 

Voltage amplitude/kV Test results/kV Simulation results/kV 

50 4.69 4.72 

55 5.21 5.16 

60 5.94 6.02
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Table 3 Partial discharge 
signal statistics for multiple 
particle motion (Udc = 
55 kV) 

Number of particles 1 2 3 

Qav/pC 136.96 167.32 188.21

∆t/ms 0.196 0.155 0.142 

From Table 3, it can be seen that the resonant frequency test results and simu-
lation results of metal particles at different voltages are consistent. As the voltage 
increases, the resonant frequency of the particles increases, and the motion of the 
particles becomes more active. Meanwhile, the relationship between the changes of 
partial discharge pulse signals at different voltages shows that as the applied voltage 
increases, the resonant frequency of particle increases, the collision between particle 
and electrode is more frequent, and the quantity of partial discharge caused by it 
increases, and the discharge frequency increases. 

4.3 Effect of Particle Size 

To investigate the effect of different metal particle sizes on their partial discharges, the 
average partial discharge quantity Qav and the average partial discharge time interval
∆t of four spherical particles with different diameters in the test were statistically 
calculated. The results are shown in Fig. 7. 

From Fig. 7, it can be seen that at the same voltage, the average partial discharge 
Qav increases with the increase of particle diameter d, and the average partial 
discharge increases significantly with the increase of voltage Udc. The average 
partial discharge time interval ∆t is within 0.10–0.35 ms and decreases with the 
increase of particle diameter d and the increase of voltage Udc. Therefore, with the 
increase of particle size and voltage, the degree of partial discharge caused by parti-
cles becomes more severe, and the average partial discharge amount and discharge
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Fig. 7 Average partial discharge Qav and ∆t with different particle diameters (p = 0.4 MPa) 
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frequency increase accordingly. It shows that the movement and discharge of large-
sized particles inside the GIS cavity can have a greater impact on its insulation 
performance. 

4.4 Effect of Different Numbers of Particles 

In practical engineering, metal particle contaminants inside the GIS cavity are often 
present in more than one place simultaneously. In the paper, the motion behavior and 
partial discharge characteristics of different numbers of particles are investigated 
experimentally. Under the condition of gas pressure p = 0.4 MPa, two and three 
spherical particles with diameter d = 2 mm were placed in the GIS simulation cavity 
respectively. 

In the test, it was found that with the increase in the number of particles, the 
initial discharge voltage changed additionally. The initial discharge voltage of a 
single particle is 48.6 kV, that of two particles is 46.2 kV, and that of three particles is 
43.5 kV. At the same time, the particles moved horizontally when the initial discharge 
was detected. The reason for this phenomenon is that different particles in the same 
electric field environment will sense the same polarity of charge. Due to the repulsive 
force, two particles that are close to each other will bounce away, resulting in a 
horizontal motion, leading to a change in partial charge density, and making it easier 
for partial discharge to occur. 

Under the test voltage Udc = 55 kV, multiple particles in the cavity are beating 
continuously. After statistical analysis of the discharge signals, the average partial 
discharge quantity Qav of the particles and the average partial discharge time interval
∆t are shown in Table 3. 

In Table 3, as the number of particles moving at the same time increases, the 
average partial discharge of particles increases. This indicates that the interaction 
between particles makes multiple particles more susceptible to induced charging 
causing irregular, high-frequency collisions and motion, which promotes the increase 
in the degree of partial discharge. The decrease of average partial discharge time 
interval is partly due to the simultaneous discharge of multiple particles, which 
improves the discharge frequency, but does not show a corresponding multiple 
increase with the increase of the number of particles. It shows that the discharge of 
multiple particles is not a simple superposition of individual particles, but their joint 
existence has an effect on the discharge and motion characteristics of the particles. 

5 Conclusion 

1. Under the effect of DC voltage, the metal particles are subjected to electric field 
force and move directly toward the conductor, and then carry out the resonant 
motion mode of “conductor-shell-conductor”.
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2. During particle motion, The voltage amplitude and the size of the particles both 
will have an effect on the motion behavior and the discharge characteristics of 
the particles. As voltage increases, particles are moving more intensely, the reso-
nance frequency increases, the degree of discharge is more intense, the particle 
motion becomes more intense, and the average partial discharge quantity and the 
discharge frequency increase. The particle size is positively correlated with the 
average partial discharge caused by its motion and negatively correlated with the 
partial discharge time interval. 

3. Compared to individual metal particles, due to the high frequency and disorderly 
movement of multiple particles through the electric field and frequent charge 
exchange, the initial discharge voltage of multiple particles is lower, the average 
partial discharge time interval is reduced, and the average partial discharge 
volume is larger. Therefore, the aggregated discharge caused by multiple particles 
will cause greater damage to the internal insulation system of GIS. 

Acknowledgements This work is supported by Science and Technology Project of SGCC (5500-
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References 

1. Fu, Z., Cheng, D., Ma, J., Zhang, Q.: Investigation of research about discharge characteristics 
of GIS under combined voltage of DC and impulse. High Volt. Apparatus 56(07), 94–102 
(2020). (in Chinese) 

2. Zhang, L., Lin, C., Li, C., et al.: Gas–solid interface charge characterisation techniques for 
HVDC GIS/GIL insulators. High Volt. 5(2), 95–109 (2020) 

3. Iwabuchi, H., Matsuoka, S., Kumada, A., et al.: Influence of tiny metal particles on charge 
accumulation phenomena of GIS model spacer in high-pressure SF6 gas. IEEE Trans. Dielectr. 
Electr. Insul. 20(5), 1895–1901 (2013) 

4. Ma, H., Wang, L.X., Dai, F.: Motion behavior and discharge characteristics of metal particles 
in GIL. Electr. Mach. Control 26(03), 49–58 (2022). (in Chinese) 

5. Cookson, A.H.: Compressed gas insulated transmission systems: the present and the future. 
In: Proceedings of the International Symposium on Gaseous Dielectrics, pp. 286–313 (1978) 

6. Zhao, K., Ma, J., Gao, S., et al.: Research on the movement and partial discharge characteristic 
of free metal particles in GIS. In: 2021 IEEE 4th International Conference on Renewable 
Energy and Power Engineering (REPE), pp. 76–80. IEEE (2021) 

7. CIGRE WG 15.03: Effects of particles on GIS insulation and the evaluation of relevant 
diagnostic tools. CIGRE, Report, 15-103 (1994) 

8. Zhang, L., Lu, S., Li, C., Wang, H., Tang, Z.: Motor behavior and hazard of spherical and linear 
particle in gas insulated switchgear. Trans. China Electrotechnical Soc. 34(20), 4217–4225 
(2019). (in Chinese) 

9. Asano, K., Hishinuma, R., Yatsuzuka, Y.: Bipolar DC corona discharge from a floating 
filamentary metal particle. IEEE Trans. Ind. Appl. 38(1), 57–63 (2002) 

10. Ma, J., Zhang, Q., Wu, Z., et al.: Breakdown characteristics of particle-contaminated HVDC 
GIL under superimposed voltage of DC and impulse. IEEE Trans. Dielectr. Electr. Insul. 25(4), 
1439–1447 (2018) 

11. Ma, F., Niu, B., Zhang, T., Tian, Y., Cao, W.: Study on movement process of foreign metal 
particles in GIS at high voltage. High Volt. Apparatus 57(11), 35–41 (2021). (in Chinese)



Research on the Motion Behavior and Discharge Characteristics … 629

12. Jia, J., Tao, F., Yang, L., Zhang, Q.: Motion analysis of spherical free conducting particle in 
non-uniform electric field of GIS under DC voltage. Proc. CSEE (08), 106–111 (2006). (in 
Chinese) 

13. Jia, J., Zhang, Q., Shi, X., Yang, L.: Motion of conducting particle near PTFE spacer under AC 
voltage. Trans. China Electrotechnical Soc. (05), 7–11 (2008). (in Chinese) 

14. Wang, J., Li, Q., Li, B., et al.: Motion analysis of spherical metal particle in AC gas-insulated 
lines: random effects and resistance of the SF6/N2 mixture. IEEE Trans. Dielectr. Electr. Insul. 
23(5), 2617–2625 (2016) 

15. Qi, B., Li, C., Hao, Z., et al.: Surface discharge initiated by immobilized metallic particles 
attached to gas insulated substation insulators: process and features. IEEE Trans. Dielectr. 
Electr. Insul. 18(3), 792–800 (2011) 

16. Wang, J., Wang, Z., Ni, X., et al.: Experimental studies on the motion and discharge behavior 
of free conducting wire particle in DC GIL. J. Electr. Eng. Technol. 12(2), 858–864 (2017) 

17. Sakai, K., Tsuru, S., Abella, D.L., et al.: Conducting particle motion and particle-initiated 
breakdown in dc electric field between diverging conducting plates in atmospheric air. IEEE 
Trans. Dielectr. Electr. Insul. 6(1), 122–130 (1999) 

18. Sun, J., Chen, W., Li, Z., Yan, X., Yang, P., Liu, H.: Charge estimation and impact analysis 
of moving metal particle under DC electric field. High Volt. Eng. 44(03), 779–786 (2018). (in 
Chinese) 

19. Jia, Y., Ji, S., Lyu, L.: Motion characteristic of metal particles in GIL under DC voltage. Electr. 
Power Eng. Technol. 39(06), 124–131 (2020). (in Chinese)



A Comparison Study of Nonlinear 
Solvers in Transient Circuit Analysis 
Involving Power Diodes 

Ming Chen, Xiaoping Sun, Yanmei Zhang, He Chen, Pengcheng Zhu, 
and Jiawei Wang 

Abstract The power diode is one of the most widely adopted devices in power 
electronics, thus intensive efforts has been made to reveal the underlying mechanism 
of its complex nonlinear behavior and develop reliable modeling and simulation 
methods. Existing circuit analysis tools often adopt implicit time integration methods 
such as the well-known backward Euler method, thus are faced with the solutions 
to nonlinear algebraic equations arising from time discretization. for large systems 
involving thousands of diodes and other semiconductor devices, e.g., the high voltage 
direct current (HVDC) transmission systems, the computational overheads can be 
prohibitive. In this manuscript, we focus on sorting out the most efficient nonlinear 
solver for tackling the nonlinearity of a single diode. Both Newton-type and fixed-
point solvers are tested. Numerical results indicate that Newton-type solvers are more 
robust, while fixed-point solvers may be more efficient under small time-step size. 
This conclusion should shed light on the choice of sub-solvers in decomposition-like 
algorithms for transient analysis of practical large-scale power electronics. 
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1 Introduction 

The power diode [1] may be one of the most widely adopted devices in power 
electronics, thus intensive efforts has been made to reveal the underlying mecha-
nism of the complex nonlinear behavior of the diodes and develop reliable modeling 
methods. Existing models of power diodes can be roughly divided into system-
level models and device-level models. System-level models, which approximate the 
diodes’ behavior by multi-value resistors and ideal switches, are favorable for low 
computational overheads, while the accuracy is not satisfying for many scenarios, 
e.g., loss calculation and electromagnetic interference (EMI) evaluation [2]. Device-
level models, either behavior-based or physics-based, take into account many phys-
ical phenomena, including emitter recombination, mobile charge carriers in depletion 
layer, and carrier multiplication, exhibit much more precise transient behavior than 
those of the system-level models. 

However, popular circuit simulation tools, e.g., PSPICE, Matlab Simulink, and 
ANSYS Simplorer, often adopt implicit time integration methods, among which the 
backward Euler (BE) method may be the most common choice, are faced with the 
solutions to nonlinear algebraic equations arising from time discretization. For small 
problems involving only a few diodes, the dimensions of the nonlinear systems are 
limited, and the computational overheads are not a big issue. On the contrary, for 
large systems, e.g., the high voltage direct current (HVDC) transmission systems 
[3], thousands of diodes and other semiconductor devices are involved. The resul-
tant dimensions of the nonlinear equations can be huge and bring up prohibitive 
computational costs. 

Therefore, for large-scale transient analysis, decomposition-like techniques, 
including the latency insertion method (LIM) [4] and transmission-line links [5], are 
often used to decouple and analyze the whole system in a divide-and-conquer manner. 
In these techniques, the sub-solvers that can efficiently resolve the nonlinearity of 
a single component are essential for overall efficiency. Thus, in this manuscript, 
we focus on sorting out the most efficient nonlinear solver for tackling the nonlin-
earity of a single diode. Most existing nonlinear solvers fall into fixed-point methods 
or Newton methods. In this work, both types of nonlinear solvers are tested on 
a behavior-based diode model integrated in ANSYS Simplorer and comparison 
regarding convergence and efficiency are carried out. 

2 Formulations 

2.1 Behavior-Based Model of Diodes 

The adopted model [6–8], which is a behavior-based dynamic model of power diodes 
integrated in ANSYS Simplorer, is presented in Fig. 1. The diode core of this model 
is described as
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Fig. 1 Behavior-based 
dynamic model of diodes in 
ANSYS Simplorer 
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where k = 1.380649 × 10–23 J/K is Boltzmann constant, q = 1.602177 × 10–19 C 
the elementary charge, T the temperature in Kelvin, and IS the saturation current. 

In addition to the static behavior modelled by the diode core, charging and 
discharging of junction and diffusion capacitance are taken into account by intro-
ducing voltage-dependent capacitances. There is a distinction between the evaluation 
of depletion and enhancement capacitance behavior, but the curves keep differen-
tiable at the transition from one region to the other. The transition happens when the 
effective junction voltage 

VPN  = VC − V S  H  I  FT  _J NCT (3) 

crosses 0 V. The voltage-dependent capacitances are given by the following piecewise 
function 
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It’s worth noting that to avoid possible oscillations, we involve a damping resistor 
RDAM  P  = DAM  P  I  N  G  · √

L/C , which is related to parasitic inductances as well 
as the internal capacitance. 

The reverse recovery behavior is described by a controlled current source, i.e., Irr 
in Fig. 1. The reverse recovery waveform and related shape parameters are presented 
in Fig. 2. The piecewise analytical formulations of the reverse recovery current are 
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where the unknown coefficients are calculated as 
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Fig. 2 Reverse recovery waveform and shape parameters
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The unknown parameters in the above equations and figures can all be extracted by 
inputting the data from the manufacturer’s datasheet into the modelling tool integrated 
in ANSYS Simplorer. 

2.2 Time Discretization of a Reference Problem 

The test model, which is the reference problem considered in our context, is depicted 
in Fig. 3. The governing equations of this model are 

⎧⎪⎨ 
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where the intermediate variables 
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The differential-algebraic equations (DAEs) given by Eqs. (8) and (9) are  
discretized by the widely adopted backward Euler (BE) scheme, which is uncon-
ditionally stable and can suppress unphysical oscillations of the numerical solutions. 
The resultant discretized DAEs are

Fig. 3 The reference model 
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where the superscripts represent the time levels of the variables. In each time advance, 
the implicit nonlinear system described by Eqs. (10) needs to be solved by a proper 
solver. The choice of the nonlinear solver is our focus hereinafter. 

2.3 Fixed-Point and Newton-Type Nonlinear Solvers 

Firstly, for each time advance we reformulate Eqs. (10) as  F(x) = 0, where x = 
[Vai , IT , uCs, · · · ,CS]T is a column vector holding all unknown variables. 

Existing nonlinear solvers can be divided into fixed-point solvers and Newton-
type solvers. Many well-known relaxation-based methods, including Jacobi method, 
Gauss-Seidel method, and successive-over-relaxation (SOR) method, belong to 
fixed-point solvers. In our context, we divide the unknowns into x1 = [Vai , IT , uCs]T 
and x2 = [Vam, IF , · · ·  ,CS]T , namely, unknowns explicitly involved in time deriva-
tives are attributed to x1. The flowchart of the fixed-point method is presented by 
Fig. 4.

As for Newton-type methods, among which Newton-Raphson (NR) method may 
be the most famous representative, the essence is to linearize the nonlinear systems 
and convert the task into a series of linear equations named Newton correction equa-
tions, the coefficient matrices of which are the Jacobian matrices of the nonlinear 
systems at current solutions. These methods usually require explicit evaluation and 
storage of the Jacobian matrices, which are very costly. Therefore, in this work a new 
variant of NR method, named the Jacobian-free Newton-Krylov (JFNK) method, is
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Fig. 4 Flowchart of the 
relaxation-based fixed-point 
method [9]
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chosen. JFNK method is a nested algorithm consisting of the Inexact Newton (IN) 
method for the solution of nonlinear equations, and Krylov subspace methods for 
solving the Newton correction equations. By using the finite difference technique, 
the matrix-vector products required for Krylov iterations are approximated without 
forming and storing Jacobian matrices. The readers can refer to [10] for detailed 
implementations. 

3 Numerical Results and Discussions 

In this section, the proposed nonlinear solvers are tested on the reference problem. 
The type of diodes considered here is Infineon D2700U45X122. Firstly, the curves 
and data from the datasheet are inputted into the device characterization tool inte-
grated in ANSYS Simplorer to extract necessary parameters in the previous equa-
tions. The results are given in Table 1, and the simulated transient current and voltage 
are depicted in Fig. 5.

The diode model and nonlinear solvers are implemented with MATLAB codes. 
For validation of our implementation, the turn-on process of the diode is analyzed. 
The total simulation time is 10 ms and the time-step size of MATLAB codes is 
0.01 ms. The performance comparison of the nonlinear solvers is shown in Table 
2. It’s observed that the fixed-point method is obvious faster the JFNK method. 
Although the average iteration of JFNK method is less than that of the fixed-point 
method, for each iteration JFNK method demands two evaluations of nonlinear func-
tion F(x), which may be the main reason of its lower efficiency. However, for a small 
portion of the time steps, both methods fail to converge to the desired error tolerance 
1E-6 within 100 iterations, which is the predefined maximum number of iterations 
for each time advance. In this sense, JFNK method is a more robust solver since it 
fails for fewer time advances.
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Table 1 Model parameters extracted using ANSYS Simplorer 

Parameter Explanation Unit Value 

Is Saturation current A 1.406 

M0 Ideality factor 1 1.188 

RB0 Bulk resistance Ω 7.796E−4 

C0 Zero voltage junction capacitance F 1E−7 

Vdiff Diffusion voltage V 0.5 

α Capacity exponent 1 0.5 

δ Capacity minimum factor 1 4.089E−4 

TAU Effective lifetime s 5.358E−7 

DAMPING Relative damping factor 1 2.924 

L_ak Stray inductance H 2E−7 

INOM Nominal current A 2700 

Fig. 5 Transient waveforms 
of the diode during the 
turn-on process

(a) Diode current during the turn-on process. 

(b) Diode voltage during the turn-on process. 
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Table 2 Performance 
comparison of the solvers Indicator Value 

JFNK Fixed-point method 

Execution time (s) 47 32 

Evaluation of F(x) 40,512 21,984 

Number of failed time steps 23 30 

When the time-step size is increased to 0.05 ms, it’s a totally different story. 
Fixed-point method fails in most time steps and leads to incorrect waveforms. This 
is because the convergence of fixed-point methods is pretty sensitive to initial values, 
and larger time-step size induces more significant difference between current and 
new-time solution. For comparison, JFNK method fails in 98 time advances yet the 
waveforms are still acceptable. Nevertheless, the total number of the evaluations 
of F(x) increased to 62,298 mainly because it takes much more iterations for the 
inner Krylov solver to converge. Therefore, increased time-step size results in lower 
efficiency and of course worse accuracy. 

4 Conclusions 

In this manuscript, a modeling approach requiring merely the manufacturer’s 
datasheet is adopted for transient modeling of power diodes. Then we test two types 
of nonlinear solvers for resolving the nonlinearity of the diodes. Two conclusions 
are drawn from the numerical results. Firstly, Newton-type methods are more robust 
methods, yet they may be less efficient under small time-step size due to the costs 
for dealing with the Jacobian matrices of the nonlinear systems, either explicitly 
or implicitly. Secondly, deliberate choice of time-step size is crucial for successful 
implementations of both types of nonlinear solvers. 
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Electromagnetic Railgun Launch 
Current Feature Extraction 
in the Measurement of Muzzle-Leaving 
Time 
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and Chengdong Liu 

Abstract The muzzle-leaving time of projectile is an important index to evaluate 
the launching performance of electromagnetic railgun. The traditional testing tech-
nology is difficult to be applied in the harsh electromagnetic emission environment, 
and cannot guarantee the accuracy of testing. In order to get the key parameter of 
muzzle-leaving time of projectile quickly, simply and accurately, this paper proposes 
a feature extraction method of electromagnetic railgun launch current based on VMD 
(Variational Mode Decomposition), which is used to extract the muzzle-leaving time 
of projectile. Firstly, the characteristics of the launch current of the electromagnetic 
railgun are analyzed, and the relationship between the motion of the projectile in the 
bore and the launch current is obtained. Secondly, the VMD algorithm is proposed to 
decompose the emission current signal into multiple modal components, and extract 
the muzzle-leaving time of projectile according to the current change characteristics. 
Finally, the effectiveness of the algorithm is verified by launching experiments, and 
the accuracy is calculated based on the test results of muzzle voltage. The results show 
that the proposed method can easily measure the muzzle-leaving time of projectile 
with high accuracy, and has good engineering operability and application value. It 
lays a foundation for improving the shooting accuracy of electromagnetic railgun. 
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1 Introduction 

Electromagnetic railgun is a new concept weapon of kinetic energy distraction. With 
many advantages such as high initial velocity, high accuracy, strong controllability 
and good concealment, it has become one of the important weapons in the field of 
national defense [1, 2]. The high precision launch control capability of the electro-
magnetic railgun is its significant advantage. Which is mainly reflected in that the 
muzzle-leaving state of projectile can be accurately controlled. In order to improve 
the damage probability, the shooting mode of multi tube synchronous firing is usually 
adopted. The multi-barrel volley puts forward higher requirements for the muzzle-
leaving state of projectile. Therefore, it is necessary to accurately measure the muzzle-
leaving state of projectile, so as to provide data support for subsequent design, and 
further improve the shooting accuracy [3, 4]. 

The velocity and time of the projectile exit the muzzle are two important evaluation 
indexes of the muzzle-leaving state of projectile. At present, most of the research 
focuses on the muzzle-leaving velocity of projectile. Li et al. [5] used B probe 
and laser to test the projectile velocity and compared the measurement accuracy. 
Chang et al. [6] established a simulation model, by adjusting the pulse power supply 
parameters to achieve accurate and controllable muzzle-leaving velocity of projectile. 
Zhang et al. [7] studied the influence of projectile initial velocity on hit probability 
under different shooting modes. 

The muzzle-leaving time of projectile is an important indicator of the launch 
consistency, and it is also of great significance to the analysis of key technologies 
such as launch mechanism and in bore movement. The harsh electromagnetic envi-
ronment of electromagnetic railgun makes it difficult to measure muzzle-leaving 
time of projectile. At present, there are few related research literatures on the time 
of electromagnetic railgun projectiles leaving the muzzle, and most of them focus 
on the test of traditional artillery. The projectile’s muzzle-leaving time of traditional 
artillery is usually obtained by instrument measurement. The commonly used test 
methods include high-speed photography, recoil displacement method, target wire 
on-off method, photoelectric method and so on [8]. 

High-speed photography obtains the specific time by analyzing the image data 
of the projectile exit from the muzzle. The recoil displacement method determines 
the muzzle time through the recoil force change curve of the gun. The target wire 
on-off method is to arrange a copper wire flowing through the direct current at the 
muzzle, and judge the muzzle-leaving time of projectile by detecting the on-off of 
the copper wire. The photoelectric method detects the time through the photoelectric 
sensor arranged at the muzzle. Because of the simple measurement principle and easy 
implementation, the target wire on-off method and photoelectric method have been 
widely used in the traditional artillery testing field. However, they are vulnerable to 
external interference and difficult to obtain accurate time. 

The strong emission current during the launch of the electromagnetic railgun 
will generate huge heat. At the muzzle, impurities such as aluminum filings are 
often ejected and strong arc discharges are generated. The harsh launch environment
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greatly reduces the accuracy of the above test methods and even makes them fail. 
Therefore, it is difficult to directly apply the traditional testing method to the muzzle-
leaving time of projectile, and the accuracy is poor. Therefore, because of the poor 
accuracy of the traditional testing methods, it is difficult to directly apply them to 
the muzzle-leaving time of projectile. 

Based on the launch mechanism and mature testing technology of electromagnetic 
railgun, this paper proposes a testing and analysis method. Based on the armature-
rail contact state contained in the launch current signal, the method decomposes 
the launch current signal by VMD, and then extracts the muzzle-leaving time of 
projectile according to the current change characteristics. Finally, the feasibility of 
the method is verified by the launch test. 

2 Launch Current Analysis 

During the launch of electromagnetic railgun, the desired launch current is generated 
by setting the discharge sequence of the pulse power supply. The electromagnetic 
force generated by the launching current drives the projectile to accelerate continu-
ously, making it fly out of the muzzle at high speed. The movement process of the 
projectile is closely related to the discharge current waveform of the pulse power 
supply. 

2.1 Circuit Principle of Pulse Power Supply 

The pulse power supply is composed of multi-module parallel networking. Each 
module works in RLC or RL discharge mode during discharge. Due to the difference 
of discharge time, the whole pulse forming network has three working states [9]. 

At the beginning of power supply discharge, all modules are in RLC discharge 
state. According to the nodal voltage method, the current is shown in Formula (1), 
where Ci is the capacitance, Ri1 is the resistance, Li1 is the inductance, ui1(0-) is the  
voltage at both ends of Ri1, ii1(0-) is the current flowing through Ri1, and the total 
number of modules is N. 

I1(s) = Un1 
RL 

= 

N∑

i=1 

1 
1 

sCi 
+Ri1+s(Li1+Li3) 

×[ ui1(0− ) 
s +(Li1+Li3)ii1(0−)] 

1+RL× 
N∑

i=1 

1 
1 

sCi 
+Ri1+s(Li1+Li3 ) 

(1)
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I2(s) = Un2 
RL 

= 

M∑

i=1 

(Li2+Li3)ii2 (0− ) 
Ri2+s(Li2+Li3 ) 

+ 
N∑

i=M+1 

ui2 (0− ) 
s +(Li1+Li3 )ii2 (0−) 
1 

sCi 
+Ri1+s(Li1+Li3 ) 

1+ 
M∑

i=1 

RL 
Ri2+s(Li2+Li3) + 

N∑

i=M+1 

RL 
1 

sCi 
+Ri1+s(Li1+Li3 ) 

(2) 

In the middle of discharge, the capacitor voltage of some modules becomes 0, and 
the pulse power module is in the mixed state of RLC discharge and RL discharge. 
At this time, the launch current is shown in Formula (2), where M represents the 
number of modules in RL discharge. 

When the capacitor voltage of all modules drops to 0, all modules are in RL 
discharge state, and the launch current is shown in Formula (3). 

I2(s) = 
Un3 

RL 
= 

M∑

i=1 

(Li2+Li3)ii3(0−) 
Ri2+s(Li2+Li3) 

1 + 
M∑

i=1 

RL 
Ri2+s(Li2+Li3) 

(3) 

From Formulas (1) to (3), it can be seen that the launch current of the electromag-
netic railgun is closely related to the electrical parameters of the pulse power supply 
and the launcher [10]. 

2.2 Launch Current and Armature-Rail Contact State 

During the launching process, the changes of the launcher’s electrical parameters are 
mainly affected by the armature-rail contact state. In different launch stages, there is 
a corresponding relationship between the armature-rail contact state and the launch 
current. An example of the launch current waveform is shown in Fig. 1. According 
to the characteristics of electromagnetic emission, the current waveform is divided 
into four stages, which are current rising phase, current flat-topped phase, current 
decay phase and current ablation phase.

Current rising phase: The launch current rises rapidly from 0 to the peak current, 
and the armature gradually overcomes the friction and begins to accelerate. At this 
time, the armature-rail contact state is fixed electrical contact and low-speed sliding 
electrical contact. 

Current flat-topped phase: The current is almost constant, the armature acceler-
ates forward with constant acceleration, and the velocity and displacement of the 
projectile increase rapidly. At this time, it is a sliding electrical contact. 

Current decay phase: The current gradually decreases from the peak value until 
the projectile flies out of the muzzle. The current value at the muzzle is usually 
20–90% of the peak value, and this stage is a sliding electrical contact. 

Current ablation phase: After the projectile leaves the muzzle, the emission current 
breaks through the air, arc discharge formed between rail and armature. As the
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Fig. 1 Example diagram of launch current waveform

projectile moves away from the muzzle, the launch current is gradually consumed 
in the form of arc discharge. The contact mode between armature and rail changes 
from close contact to arc contact, the contact resistance increases sharply, and the 
launch current also changes suddenly [11]. 

From the above analysis, it can be seen that the launch current waveform will 
have a sudden change in the current decay phase, and the mutation point is the 
moment when the projectile flies out of the muzzle. This mutation point is difficult 
to visually determine, and further analysis and processing of current signals are 
required. In this paper, the VMD algorithm is used to decompose the mode and 
extract the characteristics of the launch current, so as to obtain a more accurate 
muzzle-leaving time of projectile. 

3 VMD Algorithm 

VMD is an adaptive signal processing algorithm with wide application and strong 
stability. It determines the bandwidth and center frequency of each component by 
solving the constructed constrained variational model, so as to realize the effective 
decomposition of the signal [12]. In the processing of the launch current signal, 
according to the frequency domain characteristics of the current, the signal compo-
nents with different frequencies and bandwidths can be effectively decomposed. 
VMD algorithm can be divided into two parts: construction and solution of variational 
problems.
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3.1 Variational Mode Construction 

First, the number of modes is set to K, and the original signal f (k) can be decomposed 
into K modal components uk(t) with center frequency ωn(n= 1, 2, ……, K), as shown 
in formulas (4) and (5), where Ak(t) is the envelope and ϕk(t) is the phase. 

f (t) = u1(t) + u2(t) + . . .  + uk(t) (4) 

uk(t) = Ak(t) cos(φk(t)) (5) 

The unilateral spectrum of the modal component is calculated by Hilbert 
transform. where δ(t) is the impulse function. 

δ(t) + 
j 

π t 
∗ uk(t) (6) 

The spectrum of the modal variables is then moved to a fundamental frequency 
band centered at the center frequency. 

[δ(t) + 
j 

π t 
∗ uk(t)] ×  e− jwk t (7) 

Then the square of the gradient-norm of formula (7) is calculated to obtain the 
bandwidth of the modal component, and the constrained optimization equation is 
obtained as shown in formula (8). The formula contains a target and a constraint 
condition. The target is to minimize the sum of the center frequency bandwidth, and 
the constraint condition is that the sum of the modal components is equal to the 
original signal. 

⎧ 
⎪⎨ 

⎪⎩ 

min
{uk },{uk }

{
∑

k 
||∂t [δ(t) + j 

π t ∗ uk(t)] ×  e− jwk t ||2 2
}

s.t.
∑

k 
uk(t) = f 

(8) 

3.2 Solution of Variational Problems 

VMD transforms the signal decomposition into a variational model, and its solution 
is equivalent to finding the optimal solution of the constrained variational model. 
For the above problems, the Lagrangian function is added to transform the constraint 
problem into non-constraint, as shown in formula (9), where α is the quadratic penalty 
factor and λ(t) is the Lagrangian operator.
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L({uk}, {wk}, λ)  = α 
K∑

k=1 
||∂t[δ(t) + j 

π t ∗ uk(t)] ×  e− jwk t ||2 2 
+ ||  f (t) − 

K∑

k=1 
uk(t)||2 2 +

〈

λ(t), f (t) − 
K∑

k=1 
uk(t)

〉 (9) 

Then uk, ωk, λ are updated according to the alternating direction multiplier 
algorithm, and the iterative update formula is shown in Formula (10)–(12). 

ûn+1 
k (ω) = 

f̂ (ω) − 
K∑

i �=k 
ûn k (ω) + λ̂

n (ω) 
2 

1 + 2α(ω − ωn 
k )

2 
(10) 

wn+1 
k (ω) = 

∞∫

0 
ω|ûn+1 

k (ω)|2dω 

∞∫

0 
|ûn+1 

k (ω)|2dω 
(11) 

λ̂n+1 (ω) = λ̂n+1 (ω) + τ

(

f̂ (ω) − 
K∑

k=1 

un+1 
k (ω)

)

(12) 

When the conditions of Formula (13) are met, the iteration is stopped, the VMD 
decomposition is completed, and K modal functions are output, where ε represents 
the convergence accuracy.

∑

k 

||un+1 
k − un k ||2 2 
||un k ||2 2 

< ε (13) 

The specific algorithm steps of muzzle-leaving time extraction based on the launch 
current signal are as follows: 

Step 1: read the launch current signal sample; 
Step 2: determine the VMD modal number K and other parameters; 
Step 3: decompose the samples of the launch current signal to obtain the 
decomposition set of the launch current signal; 
Step 4: According to the signal component with the most obvious characteristics, 
determine the launch current mutation turning point, namely the muzzle-leaving 
time of projectile.
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4 Test and Data Analysis 

In this paper, the above method is verified by launching test of electromagnetic 
railgun. The Rogowski coil is used to measure the launch current, the muzzle voltage 
is measured by the high-voltage differential probe, and the sensor signal is connected 
to the data-acquisition instrument. The pre-triggering time of the acquisition signal 
is 1330 μs. The parameters of the launch system are randomly adjusted, and a total 
of 4 tests are carried out. The test parameters are shown in Table 1. The emission 
current waveform of the first test is shown in Fig. 2. 

The VMD algorithm is used to decompose the launch current signal in Fig. 3 and 
extract the muzzle-leaving time of projectile. After comparing the decomposition 
effect of each parameter of VMD algorithm, determine the number of modes K = 4 
and penalty factor α = 200,000.

The VMD algorithm is used to decompose the launch current signal in Fig. 3 and 
extract the muzzle-leaving time of projectile. After comparing the decomposition 
effect of each parameter of VMD algorithm, determine the number of modes K = 4 
and penalty factor α = 200,000. 

The decomposition results are shown in Fig. 3. The signal component 1–3 is the 
effective launch current signal with increasing frequency, and the signal component 
4 is the high frequency noise collected by the system. In the signal component 3, the 
fluctuation trend of the launch current can be clearly seen, so that the muzzle-leaving 
time of projectile can be obviously extracted. At the point marked in Fig. 3(c), as the 
contact resistance changes abruptly, the launch current also changes dramatically.

Table 1 Launch system 
parameters Test Times 1 2 3 4 

Launcher Length/mm 4000 

Projectile Weight/g 152 100 81 53 

Charging Voltage/V 4000 4200 2600 2300 

Fig. 2 Launch current 
waveform 
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(a) Signal component 1 (b) Signal component 2 

(c) Signal component 3  (d) Signal component 4 

Fig. 3 VMD decomposition of modal components

After subtracting the pre-sampling time, the muzzle-leaving time of projectile is 
3409 μs. 

In addition, the muzzle voltage can also directly reflect the armature-rail contact 
state during the launch process. The muzzle voltage waveform is shown in Fig. 4. 
At the beginning of the launch process, the muzzle voltage shows a negative value 
because the reverse induced electromotive force is greater than the positive voltage. 
As the forward voltage gradually increases and the reverse induced electromotive 
force gradually decreases, the waveform gradually rises to the forward direction. Due 
to the discharge timing of the pulse power supply, the waveform shows a trend of 
gradual increase in sawtooth shape. When the projectile flies out of the muzzle, the 
contact resistance increases sharply, and the muzzle voltage (armature-rail contact 
voltage) increases suddenly. Therefore, the above calculation results can be compared 
and verified by the muzzle voltage signal. It can be seen in Fig. 5 that the muzzle 
voltage changes sharply at 4711 μs (3381 μs after discharge), and this moment is 
the muzzle-leaving time of projectile.

Finally, the test accuracy is calculated based on the test results of the muzzle 
voltage. The calculation formula is shown in Formula (14), where tv is the muzzle-
leaving time obtained by the muzzle voltage, and tI is the muzzle-leaving time 
obtained by the launch current. 

α = 
|tV − tI| 

tV 
× 100% (14)
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Fig. 4 Muzzle voltage 
waveform

Table 2 Test result of 
muzzle-leaving time Test Times Test Method 

Muzzle 
Voltage/μs 

Launch 
Current/μs 

Relative 
Accuracy/% 

1 3381 3409 0.83 

2 2193 2206 0.59 

3 3778 3809 0.82 

4 3374 3401 0.80 

The results of the four tests are shown in Table 2. It can be seen from the table that 
this method achieves high test accuracy, with an average relative accuracy of 0.76%. 

5 Discussion 

In VMD algorithm, the number of modes K and penalty factor α are the key factors 
that affect the VMD decomposition effect. They are also important parameters to 
accurately extract the muzzle-leaving time of projectile. 

The accuracy of mode number selection affects the effect of launch current 
decomposition. If the value of K is too small, it will occur under-decomposition 
phenomenon and cannot obtain effective information. When the value of K is too 
large and the number of decomposed modes increases, the over-decomposition 
phenomenon occurs. In addition, the number of VMD decomposition is proportional 
to the computation time of the algorithm. 

In this paper, the modal number K is selected as 3, 4, 5, 6, 7. The other param-
eters are general empirical values. By comparing the extraction effects of different 
mode numbers on the muzzle-leaving time of projectile, the optimal parameters are 
determined. When K = 3, the algorithm is in an under-decomposition state, and the
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Fig. 5 Comparison of 
modal components with 
different K values

change trend of launch current is not obvious. There are still some frequency compo-
nents that are not completely decomposed. It is impossible to accurately identify the 
mutation point of launch current. When K = 4, 5, 6, 7, the muzzle-leaving time point 
can be determined in the third modal component. The decomposition results of the 
third modal component obtained by different K values are shown in Fig. 5. It can  
be seen from the figure that when K = 4, the characteristics of launch current and 
time are the most obvious. With the increase of K value, the launch current signal is 
over decomposed. The mutation point of muzzle-leaving time is gradually smooth, 
which makes it difficult to find the characteristic point. In addition, the calculation 
time cost of the algorithm is greatly increased. 

The value of penalty factor α will affect the bandwidth of each signal component. 
With the increase of α, the bandwidth decreases gradually. If α is too small, the 
frequency component of the original signal cannot be completely decomposed. If α 
is too large, the number of iterations to obtain the optimal decomposition effect will 
increase. And a large number of mode aliases will occur. 

On the premise that K = 4 is determined, the value of α is 50000, 100,000, 
200,000, 500,000 and 1,000,000 respectively, and the optimal value is determined by 
comparing the decomposition effects under different values of α. When α ≤ 100,000, 
modal aliasing occurs and effective frequency signal cannot be decomposed. Example 
of modal component when α = 50,000 is shown in Fig. 6. When α ≥ 200,000, the 
effective frequency component can be obtained, and the muzzle-leaving time can 
be easily determined. When α = 20,000, the modes are completely separated and 
the number of iterations is minimum. The decomposition effect and time cost are 
optimal.
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Fig. 6 Modal component 3 
waveform at α = 50,000 

6 Conclusion 

Because of the terrible launch environment at the muzzle of the electromagnetic 
railgun, the traditional test methods are difficult to apply to the measurement of the 
projectile’s muzzle-leaving time. Aiming at the characteristics and launch environ-
ment of electromagnetic railgun, according to the mutation point of launch current 
caused by the armature-rail contact characteristics, this paper proposes a feature 
extraction method of launch current based on VMD, which can quickly and intuitively 
find the time when the projectile leaves the muzzle in the appropriate decomposi-
tion mode, and verifies the proposed method through experiments. The test results 
show that the change of armature-rail contact state can be intuitively reflected in the 
launch current. VMD algorithm can effectively decompose the launch current signal 
and extract the characteristics of current changes at the moment when the projec-
tile exits the muzzle. The method has satisfactory accuracy by comparing with the 
muzzle voltage test results. 

In addition, the method of measuring launch current through Rogowski coil has 
been widely utilized in the field of electromagnetic launch. It has the significant 
advantages of easy operation, simple, convenient and high reliability. Compared 
with other testing methods. this method has higher engineering application value, 
and lays a foundation for improving the firing accuracy of electromagnetic railgun. 
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Bin Zhu, Yulan Li, Zhi Li, Tingting Xu, Huicai Wang, Dong Yan , 
and Chongyang Luo 

Abstract With the full-scale construction of electric vehicle charging facilities, the 
back-end management data of charging users have been seen in the beginning. To 
this end, this paper performs data cleaning and standardization based on charging 
user data in Banan District, Chongqing, in China and fuses RFM model to perform 
multidimensional K-means clustering analysis on user characteristic data grouping 
and derives a typical profile of user charging behavior. The results of the cluster 
analysis based on charging duration show that charging users with charging duration 
between 1200 and 5000 s have obvious characteristics; the results of the cluster 
analysis based on SOC show the mileage anxiety behavior of some charging users; 
the results of the cluster analysis based on RFM show that a small number of users 
have high usage residual charging behavior and regular charging residual behavior.
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The research results provide data base support for distribution network planning and 
management schemes and marketing strategies. 

Keywords Electric Vehicle Charging · Clustering Analysis · K-means · User 
Profiling · RFM Model 

1 Introduction 

With the growth of the scale of new energy vehicles and the continuous expansion of 
charging station/pile construction, massive, multi-dimensional and structured oper-
ation data have been generated. In this regard, mining the potential value of user 
charging behavior data has become a new research hotspot for scholars at home and 
abroad. 

The literature [1] analyzed and described the spatio-temporal behavior of elec-
tric vehicle users from the dimension of charging user behavior habits by analyzing 
the limited rational psychology of car users in choosing travel mode, travel path 
and departure moment. The literature [2, 3] conducted K-means-based clustering 
of electric vehicle user data in the dimensions of single-pile charging frequency, 
single-pile charging power, average charging power, average charging duration and 
power consumption time, and constructed five categories of typical user character-
istics. The literature [4] implemented the fuzzy mean clustering algorithm (FCM) 
based on objective function for the average speed, average absolute acceleration 
and idle time ratio of vehicles to accurately analyze the traffic conditions of electric 
vehicle networks. The literature [5] analyzed users’ mobile terminals, gender and age 
distribution, spending power and payment habits, and explored charging behavior 
patterns and charging load distribution based on weekly, seasonal and hourly time 
dimensions. The literature [6] used the K-means clustering method to output user 
characteristic labels in four dimensions: speed preference, driving style, time pref-
erence and proficiency. The literature [7] analyzes car user driving data by a hybrid 
algorithm of DBSCAN clustering and K-means clustering, which in turn predicts 
the user’s place of residence. The literature [8] used text mining methods such as 
sentiment analysis, word frequency statistics and semantic network graphs to mine 
the sentiment features of online reviews of new energy vehicle users. The literature 
[9] conducted K-mean clustering analysis from the spatial, temporal and frequency 
characteristics of shared car users’ trips to mine the typical travel patterns. The liter-
ature [10] considers the association between the travel charging behavior of vehicle 
user groups and the spatial and temporal characteristics of cities, and implements 
user charging demand prediction based on a decision tree model. The literature [11, 
12] builds an energy consumption analysis model to optimize user charging cost 
based on historical driving data. The literature [13, 14] studied the influence law of 
user vehicle location, user charging mode preference and driving style on battery 
aging based on the statistical analysis method of big data.
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In summary, mining the potential value of charging vehicle operation data is 
conducive to improving enterprise benefits and user interests. In order to further 
explore the user profile of new energy vehicles, this paper takes the actual charging 
behavior data of users in Banan District, Chongqing as the basis, pre-processes the 
data such as cleaning and standardization, and performs multi-dimensional clustering 
analysis of users from the original data features and high-dimensional data features 
respectively to derive the charging behavior user profile, which provides data basis 
and technical support for the marketing strategy of distribution network planning and 
management. 

2 User Charging Behavior Data Analysis 

This paper collects data on charging user behavior in Banan District, Chongqing, 
China. These data contain charging duration, SOC, user ID, user order time and 
electric capacity per charge. First, the non-normal data are cleaned, then the data are 
constructed twice, the data are clustered from different dimensions, and finally the 
user profile analysis is performed. 

2.1 Abnormal Data Cleaning 

The abnormal data in the back-end can have a great impact on the analysis results, 
solid this paper cleaned 224,005 EV user behavior data from August 2021 to July 
2022 in Banan District, deleted 26,002 abnormal values, duplicate values and blank 
values, and got 198,003 valid data after cleaning. 

2.2 Feature Selection 

The user feature data is divided into raw features and high-dimensional features. 
Raw features are unprocessed data features, including the duration of each charge, 
SOC, user charge capacity, etc. High-dimensional features are the results of data after 
calculation and statistics. The following high-dimensional features are constructed. 

The number of days between the last charge of the user in the data statistics and 
the end time of the statistics: 

R = Tnow − Trec (1) 

where Tnow is the statistical cut-off time of the data, Trec  indicates the most recent 
charging time. 

Frequency of user charging during the time of data statistics: 

F =
∑q 

i=1 
pq (2)
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where pq is the number of charges on the q-th day of the user during the data validity 
time. 

User charging capacity: 

Etotal  =
∑q 

i=1 
Eq (3) 

where Eq is the charging capacity of the user on the q-th day of the data validity 
time. 

The raw data is organized and transformed into high-dimensional data character-
ized marked by a unique user ID, which is easy to mine more user characteristics 
and values. 

2.3 Data Standardization 

In this paper, the maximum-minimum normalization method is used to normalize 
the data, which is calculated as follows. The formula requires the calculation of the 
maximum value Xmax and the minimum value Xmin for all input data X. 

Xnormal = X − Xmin 

Xmax − Xmin 
(4) 

Standardization ensures that all data are within a reasonable interval, so that data 
of different magnitudes do not have a wide range of outliers in space, which not only 
accelerates the convergence speed of clustering but also makes the clustering results 
more reliable. 

3 Multi-dimensional User Profiling Technology 

3.1 RFM Model 

RFM model (Recency-Frequency-Monetary Model) is an important tool and 
instrument to measure customer value and customer profitability [14]. 

In the user charging behavior data, the new RFM model with Etotal  instead of 
Monetary can reflect the relationship between charging load and user category more 
intuitively. In addition, the RFM model requires data to have IDs. Therefore, in this 
paper, after cleaning the data without IDs, 19,099 RFM data with user IDs were 
obtained.
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3.2 K-Means Clustering 

In this paper, the K-means method is used to cluster the data. This is a distance-based 
clustering method and when it clusters it is an iterative process. Its calculation steps 
are as follows: 

(1) Input n-dimensional data points, and randomly select K points as the initial 
clustering centers of the sample set. 

(2) Calculate the Euclidean distance between each data point and the cluster center, 
and assign them to the cluster center with the shortest distance. 

(3) Update the clustering centers and use the center of mass of all data points in 
each class as the new clustering center. 

(4) Determine whether the error between the new clustering centers and the previ-
ously outputted clustering center values converges, and if it converges, output 
the result; if it does not, skip to step 2 and continue to the next step. 

The formula for calculating the Euclidean distance in the k-means clustering 
algorithm is as follows: 

d(x,y) =
/∑n 

i=1 
(xi − yi )2 (5) 

In this paper, the Silhouette Coefficient method is used to measure the clustering K 
metric. The K corresponding to the highest value of Silhouette Coefficient is chosen 
as the best clustering number. 

3.3 Analysis of Clustering Results 

In this paper, based on PyCharm development environment, we use k-means algo-
rithm to cluster the charging duration, start SOC and end SOC, and RFM data in turn, 
and derive the clustering results, which can reflect the characteristics and composition 
of local users according to the clustering results. 

Characteristic Analysis of Charging Duration. The clustering results of charging 
hours are shown in Table 1, and the cluster distribution is shown in Fig. 1. 

Table 1 Charging duration 
feature clustering results User Category Number of Clusters Clustering Center 

(second) 

1 3834 10,665.45 

2 95,066 3857.71 

3 98,841 1672.36
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Fig. 1 Clustered 
distribution of charging 
duration histogram 
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Table 2 SOC feature 
clustering results User Category Number of 

Clusters 
Clustering Center 

Start SOC (%) End SOC (%) 

1 26,098 37.6 93.21 

2 28,142 0.96 75.17 

3 116,491 0.49 97.7 

4 11,241 68.36 94.9 

5 14,769 5.33 45.5 

In Fig. 1, it can be seen that the number of users with charging time between 1200 
and 5000 s is high, and the data shows a positive distribution, while the number of 
users with more than two hours is a small percentage. 

Combining the data in Table 1 with the raw data, it is possible to classify the users’ 
charging duration into three categories, i.e., the first category - long time charging, the 
second category - general charging, and the third category - short time charging. The 
clustering results show that the users of long time charging account for a relatively 
small. 

SOC Feature Analysis. The results of clustering the SOC data are shown in Table 
2, and the distribution of clusters is shown in Fig. 2. 

From the scatter plot distribution in Fig. 2, it can be seen that the SOC feature 
points of users are aggregated, mainly gathered in the edge side of the plot.

Fig. 2 Scatterplot of SOC 
feature clustering 
distribution 
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Combined with the clustering results in Table 2, users can be divided into the 
following categories: 

Charging type 1: Mild mileage anxiety. This type of user tends to choose to fully 
charge when there is still about 35% of power left. 

Charging type 2–3: Regular users with the highest percentage, whose charging 
choice is generally: full charge when the power is depleted. 

Charging type 4: Heavy mileage anxiety. The percentage is low. This type of user 
chooses to fully charge the car when it is less than half charged, and the data shows 
that this type of person basically does not have the habit of charging for a long time. 

Charging type 5: Economical users, instead of replenishing the battery when it is 
very low, charge it to about 45% and have more precise control over the power level, 
which also results in relatively low electricity prices. 

RFM Feature Analysis. The results obtained by RFM clustering are shown in Table 
3, and the cluster distribution results are shown in Fig. 3. 

Based on the analysis in Table 3, the users can be classified into the following 
types: 

User type 1–2: casual customer type. The highest proportion, this type of users 
are not charged in time, and the frequency of charging in the region is very low every 
year, indicating that they leave after a short stay in the region, and the possibility of 
charging in the region again is very low. 

User type 3: High usage residential users, the number of such users is very small. 
This type of user uses the vehicle very frequently, has been active in the area for a

Table 3 RFM feature clustering results 

User Category Number of Clusters Clustering Center 

R (days) F (times/year) M (kWh) 

1 6086 162.38 2.35 57.9 

2 12,218 61.49 4.14 99.3 

3 39 30.54 242.79 21,343.19 

4 757 40.06 69.78 5185.14 

Fig. 3 Scatterplot of RFM 
feature clustering 
distribution 

M
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long time, is still active in the area, and is more likely to be a commercial vehicle 
user. 

User type 4: Residential users who recharge regularly. The difference in R-values 
is small and the F- and M-values are relatively low compared to the high usage 
residential type users. Combining the raw data shows that these users have regular 
charging habits in the region. 

4 Conclusion 

In this paper, a multidimensional cluster analysis is conducted for the actual electric 
vehicle station user data in Banan District, Chongqing, and the following conclusions 
and recommendations are obtained: 

(1) A clustering implementation scheme for charging user profiles is proposed. For 
charging stations, one- and two-dimensional clustering is performed from the 
original data features for charging time and SOC feature pins, respectively; for 
data with ID information, clustering is performed from the high-dimensional 
features combined with RFM model to derive typical feature user categories. 

(2) In terms of charging choice, a few users have charging plans, the vast majority 
of users choose to charge when the power is close to zero, the charging time is 
short, and a considerable number of users have mileage anxiety. Companies still 
need to improve charging speed and improve the layout of charging facilities, 
so that users can have electricity to charge in some relatively remote areas and 
alleviate mileage anxiety. 

(3) Based on the clustering results, three categories of charging time and four cate-
gories of charging behavior can be derived. Among these three categories of 
users, resident users account for a minority and the vast majority are temporary 
users, which indicates that enterprises can push tariff package plans to resident 
users in a targeted manner. 
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Turn-to-Turn Overvoltage Test 
Technology for Dry-Type Smoothing 
Reactor 

Qingsong Liu, Jiajie Huang, and Chenlei Liu 

Abstract The dry-type smoothing reactor is one of the main devices of UHVDC 
transmission projects. However, the related insulation test is still less than perfect. 
The turn-to-turn over-voltage test for dry-type reactors has been gradually carried 
out in recent years and has been recognized by many standards, but at present it is 
mostly applied for small reactors of 35 kV or below. In this paper, the design of 
turn-to-turn insulation test for dry-type smoothing reactor is developed, and a high-
frequency oscillation circuit is built. Simulations were performed using PSCAD to 
explore the effectiveness of the turn-to-turn overvoltage test method. The simulation 
results confirm the feasibility of using high-frequency attenuated oscillation waves 
for the turn-to-turn insulation overvoltage test of dry-type smoothing reactors. 

Keywords UHV dry-type smoothing reactor · Turn-to-turn over-voltage test · The 
high-frequency oscillation test 

1 Introduction 

To solve the problem of uneven distribution of energy centres and power load centres 
in China, ultra-high voltage power transmission technology has emerged. As one of 
the important equipment in the UHV DC transmission project, dry-type smoothing 
reactor plays the role of suppressing transient overcurrent and reducing harmonic 
current in the DC system, and has many advantages such as reliable insulation, light 
weight, easy to use and maintain, etc. It is widely used in the UHV DC transmission 
project. The safe and stable operation of dry-type smoothing reactor contributes to 
the operational reliability of the UHV DC transmission system [1, 2].
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With the extensive use of dry-type smoothing reactor, damage to them occurs 
from time to time. According to relevant data, the majority of interturn short-circuit 
insulation faults in reactors originate from part damage to insulation of the coil. It 
in turn causes the coil to become damp, partial discharges to be enhanced and local 
overheating. And eventually the coil insulation is completely destroyed. According 
to statistics, interturn short-circuit faults account for more than 70% of the total 
number of reactor faults [3]. At the same time turn-to-turn insulation of the dry-type 
air-core reactor is subjected to overvoltage such as residual voltage of the lightning 
arrester, switching overvoltage, uneven distribution of the power frequency voltage 
caused by extreme conditions [4]. At the beginning of a turn-to-turn short circuit, 
the relevant electrical quantities do not change significantly and the existing fault 
detection methods can not reflect the true equipment condition; when the electrical 
quantities are obvious enough, the reactor is already on fire and it is too late for 
the circuit breaker to act [5]. It is therefore particularly important to strengthen 
turn-to-turn insulation detection during manufacture and operation and to develop a 
reliable and sensitive turn-to-turn short-circuit detection technique that can quickly, 
accurately and sensitively respond to the actual operating condition of the reactor. 

For the dry-type air-core reactor of 35 kV voltage class and below, the interna-
tional standard IEC 60076-6-2007, the newly implemented national standard GB 
1094.6-2011, the industry standard JB/T 5346-1998 and the State Grid Corpora-
tion The “Technical Standard for Dry Reactors of 10–66 kV” allows the turn-to-
turn overvoltage test to be used instead of the induction voltage test and lightning 
shock test. The switching overvoltage of reactors has high amplitude, high oscillation 
frequency (cut-off overvoltage is at the level of several tens of kHz, and re-ignition 
overvoltage can be up to MHz) and large voltage change rate, etc. [7, 8]. The stan-
dard stipulate that turn-to-turn overvoltage test uses a charging capacitor to directly 
discharge the dry-type air-core reactor at high density for several times, creating a 
high frequency pulse oscillation voltage on the reactor, with each multi-cycle oscilla-
tion waveform more favorable to detect turn-to-turn faults [9]. At present, numerous 
experts and scholars have already carried out research on overvoltage studies and 
high frequency oscillation tests with small reactance. However, there is currently 
less research into the insulation design and testing requirements of the ultra-high 
voltage dry-type smoothing reactor with higher through-current and higher insula-
tion requirements, and they generally use the medium frequency oscillation test to 
detection the insulation of smoothing reactor. 

This paper investigates the turn-to-turn overvoltage test circuit for UHV dry-type 
smoothing reactors based on the standard impulse oscillation turn-to-turn overvoltage 
test method, correctly selects the test parameters and verifies the effectiveness of this 
method for the detection of turn-to-turn short-circuit faults in dry-type smoothing 
reactors.
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Fig. 1 Exponential decay oscillation voltage principle circuit recommended by the standard 

2 Basic Principle 

2.1 Standard Recommended Dry Reactor Turn-to-Turn 
Overvoltage Test Circuits 

IEC Std. 60076 recommends a turn-to-turn insulation test for dry-type air-core 
reactor, and the exponentially decaying oscillating voltage generator for the turn-to-
turn insulation overvoltage test is shown in Fig. 1. The damped oscillation frequency 
is required to be around 100 kHz in each industrial frequency cycle, with no less than 
6000 consecutive shocks to the test reactor, then the capacitor needs to be repeatedly 
charged and to discharge to the test reactor through the ball gap [10–13]. 

The core idea of the circuit is to charge the capacitor and discharge to the reactor 
by a natural breakdown of the ball gap switch, then the voltage applied to the reactor 
is a high frequency exponential decay oscillation waveform of the same overvoltage 
waveform that appears on the reactor during the reactor switching process. The IEC 
standard specifies 7200 charges and discharges (7200 overvoltage waveforms) in 
1 min. The IEC uses a frequency of 60 Hz and China uses a frequency of 50 Hz, 
so the GB standard stipulates that 3000 charges and discharges (3000 overvoltage 
waveforms) are completed in 1 min time and that the initial voltage amplitude of 
each discharge (the first voltage peak of the exponential decay oscillation voltage) 
is stable. As the resonant frequency of the turn-to-turn overvoltage is determined by 
the capacitance of the device and the inductance of the test piece, the frequency is 
not fixed and typically oscillation frequency at 100 kHz and below. 

2.2 High Frequency Decay Oscillation Voltage Test Circuit 

As shown in the Fig. 2, resistance voltage divider is used to measure the DC charging 
voltage value of the main capacitor CC and the capacitive voltage divider is used to
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measure the exponentially decaying oscillating voltage at the output of the device. 
Both have large impedance values and the presence of both is ignored when analyzing 
the voltage-current relationship of the circuit. The circuit operation is described as 
follows. The ball gap switch is controlled to conduct once per frequency voltage 
cycle, that is to say, the main capacitor discharges the inductor once per frequency 
power cycle, just to meet the standard requirement of 3000 discharges per minute. 
In the negative half of the output voltage of the test transformer, the test transformer 
charges the main capacitor via the protective resistor, the damping resistor and the 
inductor coil. Compared to the impedance of the capacitor, the impedance of the 
protection resistor, damping resistor and inductor coil can be neglected, so the main 
capacitor is charged with the peak voltage of the test transformer with a negative 
peak potential on the left pole plate and zero potential on the right pole plate. During 
the positive half of the test transformer output voltage, the components on the left 
side of the ball gap switch are open-circuited. At this point the trigger signal is 
given and the ball gap switch is discharged on, ignoring the voltage drop across the 
damping resistor, the potential of the left pole plate of the main capacitor is forced 
to zero. As the energy stored on the capacitor cannot change abruptly, the potential 
of the right pole plate of the main capacitor jumps to a positive peak and the main 
capacitor discharges the inductor coil via the damping resistor (the capacitance is 
so small that it can be ignored). The energy is then converted between the electric 
field energy of the main capacitor and the magnetic field energy of the inductor coil 
until it is all absorbed by the damping resistor and the loop resistance, resulting in 
an exponentially decaying oscillating voltage across the inductor coil and the model 
specimen connected in parallel with it. 

a. Charging circuit analysis 
Analysis of the test principle shows that when the test transformer output 

voltage is in the negative half of the cycle, the ball gap switch is open and the 
principle circuit works in the charging state. The components involved in the oper-
ation include the regulator, test transformer, protection resistor, damping resistor, 
mains capacitor and inductor coil. The impedance of the inductor coil under DC 
can be ignored, so the amplitude of the voltage charged on the main capacitor 
depends on the test transformer output voltage, the protection resistor, and the

R2 

L 

Cc 

S 

CH 

CL 

RH 

RL 

D 

T2T1 

C 

R1 

Fig. 2 High-frequency oscillation voltage test circuit
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Table 1 Parameters of UHV 
dry-type smoothing reactor Parameters Values 

Rated inductance/mH 75 

Rated DC current/A 5000 

Rated DC system voltage/kV 1100 

Short-time (0.2 s) current/kA 40 

Insulation material grade F 

Operating impulse withstand voltage/kV 1050 

damping resistor. The reactor parameters for an UHV DC transmission project 
are shown in Table 1. 

In this paper, the high frequency oscillation test voltage value is based on the 
switching impulse value of the UHV dry-type smoothing reactor, i.e., the high 
frequency oscillation test voltage is 1050 kV [14] and the protection resistance 
value is 40 kΩ.
b. Discharge circuit analysis 

In order to make the damping resistor absorb all the electric field energy in the 
main capacitor (arc extinguished in the ball gap switch) and make the recovery 
time of the air insulation between the ball gap be long enough to ensure the 
controllability of the ball gap switch, the trigger moment of the ball gap breakdown 
is chosen at the moment when the output voltage of the test transformer changes 
from negative to positive over zero. 

The ball gap discharge channel resistance is R0. The damping resistor R2 and 
the reactor equivalent resistance RL make up the discharge circuit resistance R. The 
initial charging voltage of the main capacitor is UC0. And when the circuit oscillates, 
the oscillation circuit equation is as follow: 

LC 
d2UC 

dt2 
+ RC 

dUC 

dt  
+ UC = 0 (1)  

Therefore, 

UC = 
ωo 

ω 
Uc0e

−δt sin(ωt + β) (2) 

ω0 is the intrinsic frequency, δ is the attenuation factor, ω is the actual oscillation 
frequency, β is the initial phase. 

i = C dUc 
dt  = C ω0 

ω Uc0e−δt (−δ sin(ωt + β) + ω sin(ωt + β)) 
= −Uc0 

ωL e
−δt sin(ωt) 

(3) 

UL = L 
di  

dt  
= 

ω0 

ω 
Uc0e

−δt sin(ωt − β) (4)
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When the attenuation factor δ is sufficiently small, ω = ω0. At this point, the 
voltage across the reactor and the frequency of oscillation are approximated as 

f = 
ω 
2π 

= 1 

2π
√
LCc 

(5) 

It can be seen that the voltage applied to the inductor coil is an exponentially 
decaying oscillating voltage and the oscillation frequency oscillation is only related 
to the main capacitor and the inductor coil. Based on the experimental frequency of 
100 kHz and an inductance value of 75 mH, according to the (5), it can be calculated 
that the charging capacitance Cc ≈ 3.37e−2 nF, and the damping resistance is set to 
5 kΩ to meet the decay time. 

3 Simulation Verification 

The above circuit principle is simulated and analyzed using software called PSCAD 
to carry out a simulation study of turn-to-turn fault discrimination for an inductor 
of 75 mH. Studies have shown that the presence of short-circuiting turns in a dry-
type air-core reactor will cause the presence of short-circuiting coils in the reactor, 
which reduces the number of effective turns and then result in a reduction in the 
overall reactor inductance. At the same time, the induction electromotive force will be 
generated in the short-circuit turns, and the circulating current caused by the induction 
electromotive force will have a demagnetising effect on the reactor, resulting in a 
reduction in inductance. The circulating current in the short-circuit turns will also 
increase the overall losses in the reactor. 

3.1 Principle of High Frequency Decay Oscillation Test 

A pulse capacitor is used to discharge the smoothing reactor by adjusting the ball gap, 
creating a high-frequency oscillating voltage with an oscillation frequency of approx-
imately 100 kHz on the UHV dry-type smoothing reactor. The capacitor charging 
voltage polarity is negative and the high frequency oscillation test sequence is as 
follows. 

1) 1 negative half voltage 
2) 3 negative full voltage 
3) 1 negative half voltage 

On the premise of completing the standard requirement for the intermediate 
frequency oscillation test sequence, a half-voltage test is added at the end to observe 
the frequency of the half-voltage waveform and to check whether the last intermediate 
frequency oscillation full voltage test caused damage to the reactor winding.
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3.2 Analysis of Simulation Results 

As can be seen from the Fig. 3, when a dry-type smoothing reactor has a short 
circuit between turns, the inductance value changes by 4.5%, at which point the 
oscillation frequency changes by 2.1% and the decay rate is significantly faster. 
From the results of the waveform, after several cycles of oscillation, the change in 
oscillation frequency causes a gradual increase in the difference in the waveform 
over the zero point, then we can detect a short circuit fault between the turns of the 
reactor through waveform comparison. The more oscillation periods there are, the 
more pronounced the differences in waveforms. 

(a)  Normal state 

(b)  Fault state 

Fig. 3 High-frequency oscillation waveform, ULF means full-voltage oscillation waveform and 
ULH means half-voltage oscillation waveform
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4 Conclusion 

Through detailed analysis of the high frequency decaying oscillation test circuit and 
the simulation of the reactor with short-circuit faults, it is confirmed that the designed 
circuit can detect turn-to-turn short-circuit faults by waveform comparison, and that 
the higher the number of oscillation waveform periods, the more obvious the effect. 

The use of high-frequency decaying oscillation waves is necessary and feasible 
for the implementation of turn-to-turn overvoltage test of UHV smoothing reactors. 
Taking the test method and circuit into account, it is feasible from a technical point 
of view as well as from a safety point of view and is capable of realising on-site 
partial discharge detection tests for high-voltage parallel reactors. 
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(CGYKJXM20200228). 
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Complex Path Technology for Regional 
Fault Scenario 
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Abstract Target users of the power grid, including important, focused, sensitive, 
and power supply users, exert a significant influence on social development and the 
public environment. Given their crucial role in power supply reliability, they are 
key objects of power grid dispatching. Currently, there are technical means, such as 
large-area fault restoration of the main network and self-healing of the distribution 
network, that can automatically isolate fault areas of the power grid and recover non-
fault areas. While most studies focus on load maximization recovery and economic 
considerations, there is a lack of research on accurate and reliable power restora-
tion technologies that address the needs of these key support users. Moreover, the 
existing methodologies are limited by the bottleneck bottleneck in achieving the 
complete power grid model and user data. Thus, in the event of a large-area power 
outage, it may not be feasible to provide target users with an optimal power restora-
tion path, resulting in power grid risk events and significant social impacts. And 
developing a complex algorithm specifically for the above scenarios is not practical. 
This paper proposes a method that utilizes both conventional and unconventional 
power restoration techniques to achieve optimal complex power restoration path and 
programmatic restoration for target users after a power outage. The feasibility of 
the proposed algorithm is verified through testing, and it is demonstrated that this 
algorithm can enhance the capabilities of fault perception and rapid restoration of 
target users. 

Keywords Regional Fault · Optimal Path · Target Users · Quick Power Recovery

J. Cai (B) · Z. Chen · Y. Lin 
Shantou Power Supply Bureau of Guangdong Power Grid Co. Ltd., Shantou 515000, China 
e-mail: 834157892@qq.com 

© Beijing Paike Culture Commu. Co., Ltd. 2023 
X. Dong et al. (eds.), The proceedings of the 10th Frontier Academic Forum of 
Electrical Engineering (FAFEE2022), Lecture Notes in Electrical Engineering 1054, 
https://doi.org/10.1007/978-981-99-3408-9_58 

675

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3408-9_58&domain=pdf
http://orcid.org/0000-0003-0138-1733
mailto:834157892@qq.com
https://doi.org/10.1007/978-981-99-3408-9_58


676 J. Cai et al.

1 Introduction 

Target users in the power grid, such as important users, key attention users, sensitive 
users, and guaranteed power supply users, have a certain impact on social develop-
ment and the public environment. When these target users experience power outages 
or are unable to restore power in time, it will result in power grid risk events, seri-
ously affecting the safe operation of the power grid and having a significant impact 
on society. Therefore, subject to the above technical bottlenecks, when a large-scale 
power outage occurs in the main network [1], the automation system cannot provide 
accurate complex power restoration paths and strategies [2, 3]. Nowadays the tech-
nical solutions comprise power restoration technology for main network faults and 
power outages, as well as fault self-healing technology for the distribution network 
[4]. While most researches adopt heuristic search [5], expert system and mathe-
matical optimization algorithm as solution, which can basically achieve fault area 
isolation and power restoration in non-fault areas [6], the non convergence of some 
solutions affects its accuracy [7]. However, in case of large-scale power outage of 
the main network, there is little research on reliable power restoration technology 
for target users. The existing power supply restoration technology for power grids 
[8] based on user preferences mainly focuses on the maximization of restoration of 
power supply areas and consideration of economic benefits, but it neglects the fact 
that target users, due to their social impact, should be given priority in power restora-
tion. Secondly, the current technology is primarily constrained by the fact that the 
main network and distribution network employ distinct dispatch automation systems, 
resulting in inflexible integration of graphics and models between the main network 
and distribution network, thus leading to inadequate optimization and precision of 
the complex power restoration path for target users [9]. 

In the scenario of regional power failure, this paper proposes a method for power 
restoration of target users based on the topology search and contact data acquisition 
technology of the distribution network operation control system (OCS), considering 
both conventional and unconventional situations. By eliminating non-target users 
and screening paths based on the load rate, this method enables the distribution 
network OCS to find optimal complex power restoration path and automatically 
restore power through the program after the target user experiences power outages, 
thereby enhancing the speed and efficiency of target user power restoration. 

2 Data Characteristics 

2.1 Establish Target User Data Characteristics 

The distribution OCS automatically obtains user data of the target users from the 
distribution network operation management system (OMS). Then the distribution 
network OCS compares the equipment ID of the target user with the equipment
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records in the distribution network OCS database. If it is successful matched, the 
equipment will be marked as the target user in the database. 

2.2 Establish Relationship with Bus Line Group 

To establish the correlation relationship between 10 kV lines connected to the same 
10 kV bus on the distribution network OCS, different sections of the bus and their 
10 kV disconnecting switches are assigned with unique numbers. 10 kV discon-
necting switch can be represented as Xn (Ni) and other representations are as 
follows: 

⎧ 
⎨ 

⎩ 

X ∈ The name of the substation 
n ∈ The serial number of 10 kV bus, n ≥ 1 

Xn(Ni) = {Ni|Ni+1 − Ni = 1, i ≥ 1 , N1 = 1} 
(1) 

2.3 Establish Regional Fault Characteristics 

The main network OCS and the distribution network OCS have their respective power 
grid models, and the boundary point of the two models is the 10 kV station-side feeder 
switch in the substation, which can be used as a connection. The main network OCS 
uses the key messages (10 kV bus outage messages) obtained from monitoring in the 
substation and the telemetry data (current value drops to 0) of the 10 kV station-side 
feeder switch as regional fault features. When a large-scale power outage occurs in 
the power grid, the main network OCS transmits the fault features to the distribution 
network OCS. Based on the established bus-line group relationship, all 10 kV lines 
in the distribution network OCS can obtain the corresponding bus outage message 
from the main network OCS. If the target user’s line group located by the distribution 
network OCS is consistent with the outage line group, the optimal path analysis for 
power restoration of the target user will be activated. 

3 Analysis of Power Restoration Path 

3.1 Conventional Power Restoration Path 

Based on the identification technology of “master station topology and open loop 
point sign” of distribution network OCS [10], the dispatcher can adjust the operation 
mode in real time, and automatically obtain the contact data of the loop network
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Distribution 
transforme3 

Distribution transformer4 
(Black start distributed 

power supply) 

Distribution 
transforme2 

Distribution 
transforme1 

Fig. 1 Ring network in distribution network 

line after placing the “contact” sign at the open loop point position. The distribution 
network OCS starts topology extension search from “Connection” card and “Target 
user” card and obtains corresponding data. Take the ring network power flow diagram 
in Fig. 1 as an example. 

(1) Starting from the “Connection” card, search for solutions in the direction of the 
two sides of the line till the power source switch, so as to obtain the connection path 
and connection relationship. (2) Search for solutions topologically from the “Target 
user” card towards the power source direction until reaching the “Connection” board, 
so as to obtain the main and standby power supply paths of the target user and 
obtain the corresponding data, including the power switch, real-time voltage, real-
time current and current limit value of each path. Thus, four conventional power 
restoration paths are obtained, as shown in Fig. 2, including one main power and 
three standby power supply paths. 

Fig. 2 One main supply path and three standby supply paths, among them, the distribution 
transformer 4 is an islanding startup power supply
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Fig. 3 The distribution lines 
are supplied by the same 
10 kV bus 

A substation 

DIstribution 
transformer3 

B substation 

Distribution 
transformer4 

Distribution 
transformer1 

Distribution 
transformer2 

3.2 Unconventional Power Restoration Path 

Aside from the conventional power restoration paths for target users mentioned 
above, unconventional paths can also be utilized to restore power to the target users, 
as shown in Fig. 3. 

As the unconventional path involves the 10 kV bus, which is not included in 
the distribution network OCS, the topology search cannot be completed entirely. 
Therefore, the models of the main network OCS and the distribution network OCS 
will be connected in the manner as in Sect. 1.2. 

According to the line-group relationship, When the target user supplied by the 
distribution transformer 2 on A1(1) experiences a power outage and there is no tie 
on this line or no current in the power supply on the opposite side of the tie, the 
distribution network OCS obtains the restoration path from other lines in the same 
combination. For example, after AB tie switch is closed, B1 (1) supplies A1 (4), and 
A1 (4) can be used as the reverse power supply to supply A1 (1) and restore power 
to the target user. 

3.3 Analysis of Optimal Power Restoration Path 

The optimal power restoration path analysis logic can be defined as followings: If 
it is determined that the target user’s line has a tie switch and the power supply on 
the other side of the tie switch is operational, the “conventional power restoration 
path” logic will be used. Otherwise, if it is determined that the line has no tie switch 
or there is no current on the power supply on the other side of the tie switch, the 
“unconventional power restoration path” logic will be used.
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3.3.1 Analysis of Conventional Power Restoration Path 

The power restoration path for the target user is obtained as Sect. 3.1. If there is only 
one path obtained, the optimal power restoration path is obtained after “eliminating 
non target users”. If there are multiple paths (as shown in Fig. 2), the distribution 
network OCS executes the logic criteria of “minimum load rate screening” and “non 
target user elimination” to obtain the power restoration path. This is done to reduce 
the overload probability of the line, the probability of abnormal faults in the line after 
power restoration, and to improve the reliability and accuracy of power restoration 
for the target user. 

(1) Minimum load rate filtering 
According to the formula of line load rate: 

f = IReal time/ICurrent limit × 100% (2) 

Assume that the real-time current of the power switch on the opposite side of 
each tie switch is I1, I2… In (n ≥ 1) (the current value is collected by the main 
station in real time), and the current limit value is I1L, I2L, … InL(n ≥ 1) (the 
current limit value has been stored into the OCS database of the distribution 
network). According to formula (2), the load rate of the power supply line on 
the opposite side after power transfer is f , the minimum value is: 

min( f ) = 
In 
InL 

× 100%, (n ≥ 1) (3) 

From formula (3), the minimum load rate ring network group can be located. 
(2) Elimination of non target users 

For non target users, the OCS of the distribution network chooses the ring 
network group with the minimum load rate and locates trunk switch and tie 
switch in this group through searching. Likewise, the trunk line segment where 
the target user is located is also identified through the search. The master station 
simulates to turn off the power supply switch and turn on the tie switch so that the 
trunk line segment where the simulation target user is located is powered by the 
tie switch. Then the end switch of the trunk line segment can be located through 
the power supply path, and the distribution network OCS simulates to turn off 
this switch. Thus, the power supply range of the tie switch can be identified. 
Finally, identify the non target users within the range (taking the distribution 
transformer without the “power protection” card as the criterion) and search for 
the superior switch of the non target user. Through backward simulation, the 
operation steps are as follows: turn off the switch of non target users → turn 
off the switch at the end of trunk line segment → turn off the switch of power 
supply → turn on the tie switch.
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3.3.2 Analysis of Unconventional Power Restoration Path 

According to the line grouping relationship obtained from Sect. 2.2, the 10 kV line 
groups on the same bus can be determined. Then, by conducting topological analysis 
on the 10 kV lines, the line groups with bus tie switches connecting to each other 
and having current on the other side of the switches can be screened out. Similarly 
to Sect. 3.3.1, the analysis is as follows: 

(1) Minimum load rate filtering 
Assume that the power supply current of each screened reverse power supply 

line is Iin (i ≥ 1), and the power supply current of the opposite side of the tie 
point of each reverse power supply line is IinL (i ≥ 1, n ≥ 1), and its current 
limit value is in limit. According to formula (2), the load rate fin of the opposite 
side line after reverse power supply can be obtained, the minimum value is: 

min( fin) = 
Ii + Iin  
IinL 

× 100%, (i ≥ 1,n ≥ 1) (4) 

From formula (4), the minimum load rate ring network group can be located. 
(2) Elimination of non target users 

Similarly to Sect. 2.3.1 (2), the distribution network OCS locates the reverse 
power supply line group with the minimum load rate. Because reverse power 
supply is involved, it is not necessary to disconnect the power supply switch 
during simulation. The operation steps for excluding non target users are as 
follows: turn off the switch of non target users → turn off the switch at the end 
of the trunk node section → turn on the tie switch. 

4 Example 

Take Fig. 1 as an example to test the feasibility of the conventional optimal power 
restoration path. Set the target distribution transformer as distribution transformer 2, 
with a capacity of 1000 kVA and a real-time current of 83 A at the 10 kV side. Figure 2 
shows the conventional main power restoration path. The master station identifies 
three standby power restoration paths for conventional power restoration through 
topology, as shown in Fig. 2. Relevant data are shown in Table 1. At 10:00:30, the 
bus of substation experience a power outage, the voltage of line A1 (1) decreased 
from 10 to 0 kV, and the current of line A1 (1) decreased from 283 to 0 A.

According to the conventional power restoration logic and formula (3), load rate 
of standby path 1, path 2 and path 3: f1 ≈ 16.73%, f2 ≈ 103.75%, f3 ≈ 24.01%, 
and thus min( f ) = f1 and standby path 1 is the optimal power restoration path. 
The distribution network OCS locates the standby restoration path 1. The topology 
search shows that the trunk switch nodes are A1 (1), P1, AB, P8, P9 and B1 (1), the 
tie switch node is ab, and the trunk line segment of the distribution transformer 2
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Table 1 Grid data before fault 1 

Power supply path Power switch Voltage Current Current limit 

Main supply path A1(1) 10 kV 283 A 508 A 

Standby supply path 1 B1(1) 10 kV 85 A 508 A 

Standby supply path 2 P5 10 kV 12 A 80 A 

Standby supply path 3 C1(1) 10 kV 122 A 508 A

Distribution 
transforme3 

Distribution transformer4 
(Black start distributed 

power supply) 

Distribution 
transforme2 

Distribution 
transforme1 

Fig. 4 Conventional optimal complex power restoration path 

of the target user is P1-P6. The distribution network OCS simulates to turns off the 
power supply switch A1 (1) and the tie switch AB to locates the power supply range 
of the tie switch ab. The end switches of the trunk line segment of the distribution 
transformer 2 are P1 and P6 and the non target users in this range are distribution 
transformer 1, 3 and 4 while their superior switches as P2, P4 and P5. 

According to the operation steps in 2.3.1 (2), the programmed operation: turn off 
P2 → turn off P4 → turn off P5 → turn off P1 → turn off P6 → turn off A1 (1) → 
turn on AB, as shown in Fig. 4. 

The current curve is shown in Fig. 5(a). The telemetry current value of distribution 
transformer 2 gradually rises at 10:01:50, and returns to the original level at about 
10:02:30. The telemetry current value of B1 (1) switch also rises synchronously 
because it bears the load of distribution transformer 2. The whole action process is 
about 1.22 min.

To verify the effect of standby power restoration path 2 and 3, a experiment that 
set the OCS to directly locate the optimal standby power supply path without filtering 
the minimum load rate is conducted, as shown in Fig. 2. 

When the OCS identifies the standby power restoration path 3, the programmed 
operation steps are as follows: turn off P2 → turn off P4 → turn off P5 → turn off 
P1 → turn off A (1) → turn on AC to restore the power of distribution transformer 
3. As shown in Fig. 5(b), the B current curve of standby power restoration path 1 
and the C current curve of standby power restoration path 3 are compared. Under 
the current limiting value of 508 A, the B current margin (340 A) is greater than the 
C current margin (303 A), indicating that the standby restoration path 1 are better. 

When the OCS identifies the standby power restoration path 2, the programmed 
operation steps are as follows: turn off P2 → turn off P4 → turn off P1 → turn off
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(a) Current curve of path 1. (b) Current curve of path 1 and 3. 

Fig. 5 Compared with the standby supply path 1 and path 3 of current curve and margin

Fig. 6 Current curve of standby supply path 2 

P6 → turn off A (1) → black start of power restoration of distribution transformer 
4. The current curve is shown in the Fig. 6. 

The limited load available from the power supply causes a decrease in the grid 
frequency as the current of distribution transformer 2 increases. Ultimately, the power 
supply of distribution transformer 4 trips due to the activation of “low frequency load 
shedding protection”, resulting in the current of distribution transformer 2 dropping 
to 0 A. Hence, standby supply path 1 is the optimal power recovery path. 

5 Conclusion 

In this paper, a technical approach for conventional and unconventional power 
restoration of target users is proposed to achieve the optimal complex power restora-
tion path and programmed operation following a power outage. It offers intelligent
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auxiliary decision-making for optimal power restoration for dispatching and further 
enhances the fault perception and power supply reliability of target users. 
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A Novel Design Method of Motor Speed 
Controller Based on Convex 
Optimization 

Yiwei Tang , Xin Sun, Meng Zhang, and Xi Xiao 

Abstract Speed fluctuation of the motor servo system is related to the disturbance 
torque and the speed feedback noise; thus, the motor speed controller often faces 
with trade-off between the disturbance suppression ability and the noise tolerance 
ability. Existing studies lack quantitative analysis of the performance boundary of 
motor speed controllers. This paper proposes a novel motor speed controller design 
method based on convex optimization. First, the mathematical model of the motor 
speed control system is established, and numerical indexes are selected to repre-
sent the disturbance suppression ability and the noise tolerance ability; Second, 
the parameterization method of two classic controllers, namely the Proportional-
Integral controller, and the Disturbance-Observation-Based controller, are intro-
duced, and their performance boundaries are calculated respectively; Third, general 
linear controllers are parameterized and searching the optimal linear controller is 
simplified to a finite-dimensional convex optimization problem, after which the 
performance boundary of general linear controllers is obtained. A simulation model is 
established to compare different controllers. The results show that the controller based 
on convex optimization can enhance the disturbance suppression ability without 
losing the noise tolerance ability. 
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1 Introduction 

Motor servo systems can accurately control the position and orientation of mechan-
ical components. They are the core of automation equipment and is widely used in 
many fields such as machinery manufacturing, packaging, textile, plastic produc-
tion, and medical equipment [1–3]. The speed mode is an important operating mode 
of the motor servo system, where the motor rotates according to a given speed 
command. Motor servo systems face with complex working conditions, where distur-
bance torque and speed feedback noise causes speed fluctuation. It is desirable to 
reduce the speed fluctuation as much as possible and hence prudent motor speed 
controller design is needed. 

The motor speed controller should provide the motor servo system decent distur-
bance suppression and noise tolerance ability. Proportional-Integral (PI) controller 
is the most classic motor speed controller. It has a simple structure and easy imple-
mentation, and is widely used in industrial fields. Many scholars have made various 
improvements in terms of design methods and parameter setting methods for PI 
controllers. Reference [4] leverages the attenuation law of tracking error to guide 
controller design; reference [5] designs a composite PI controller based on the state 
equation, reference [6–8] uses particle swarm optimization to tune PI parameters, 
while in reference [9, 10], the genetic algorithm is used to tune the PI parameters; 
In reference [11], the PI controller is combined with a fuzzy controller. Another 
type of classic motor speed controller is the Disturbance-Observation-Based (DOB) 
controller, whose basic idea is to deploy an observer to estimate the unknown distur-
bance torque using the known control effort and system output. The estimated distur-
bance torque is then compensated to obtain better control effect. Reference [12] 
combines DOB controller and two-degree-of-freedom PI controller. Reference [13] 
designs multiple observers based on traditional DOB controller and gives switching 
strategies. Reference [14] designs a linear nonlinear hybrid DOB controller. Refer-
ence [15] applies the neural network in the observer to reduce the observation burden. 
In addition, scholars have also applied methods such as internal model control, sliding 
mode control, and model predictive control to motor speed control [16–18]. 

Most of the existing researches have noticed the trade-off between the distur-
bance suppression ability and the noise tolerance ability, and have made beneficial 
improvements in one aspect. However, for the quantitative analysis of the perfor-
mance boundary, the existing research is still lacking. This paper proposes a design 
method of motor speed controller based on convex optimization and illustrates the 
pareto optimality of general linear controllers. Numerical indexes are first selected 
to represent the disturbance suppression and noise tolerance ability; Parameteriza-
tion methods of the two classic linear controllers, PI and DOB controllers, are then 
introduced, with which the performance boundaries are obtained; Parameterization 
method and performance boundaries of general linear controllers are then provided. 
Simulation models are designed and verified.
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2 Basics of Speed Controller Design 

2.1 Basic Mathematic Model of Speed Control System 

According to Newton’s second law in the rotational form, the dynamic equation of 
motor servo system is written as 

J ω̇ + Bω = Td − Tl , (1) 

where ω is the motor speed; J is the moment of inertia of the system; B is the damping 
coefficient; Td is the driving torque; Tl is the disturbance torque. Write (1) in operator 
form, we get 

ω = 1 

B + s0 J 
(Td − Tl ), (2) 

where s0 is the differential operator. 
By adjusting the gain and time scale, (2) can be normalized and a first-order linear 

system is then yielded, 

y0 = P(s)(u − d), (3) 

P(s) = 
1 

1 + s 
, (4) 

where P(s) is the transfer function of the normalized speed control system, s is the 
normalized differential operator; y0 is the normalized motor speed, serving as the 
system output; u is the normalized driving torque, serving as the control effort; d is 
the normalized disturbance torque, serving as the input disturbance. 

Considering the measurement noise of the system output, the feedback control 
law should be expressed as 

y = y0 + n, (5) 

u = −C(s)y, (6) 

where y is the measurement of the system output; n is the measurement noise; C(s) 
is the transfer function of the feedback controller. 

When physically implementing the designed feedback controller, it should be 
de-normalized first, that is by letting 

Td = −C

(
J 

B 
s0

)
(Bω). (7)
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2.2 Selection of Controller Index 

By combining Eqs. (3) to (6), we obtain the closed-loop transfer function from the 
input disturbance to the system output 

Hyd (s) = P(s) 
1 + P(s)C(s) 

, (8) 

and the closed-loop transfer function from the measurement noise to the control 
effort 

Hun(s) = −C(s) 
1 + P(s)C(s) 

. (9) 

Controller design is the balance between the disturbance suppression ability and 
the noise tolerance ability. When the controller design is too aggressive (such as 
bandwidth being too high or gain too large), the disturbance suppression ability 
will be great, but the control effort will be significantly affected by noise which 
often causes saturation and oscillation; On the hand, if the controller design is too 
conservative, the noise tolerance ability will be good at the cost of poor disturbance 
suppression ability. The benefit of closed-loop feedback control is not fully exerted 
in such cases. 

In order to select the appropriate index to represent the disturbance suppression 
ability and noise tolerance ability, the disturbance and noise model should be analyzed 
first. For the motor speed control system, the disturbance torque comes from harmonic 
torque, cogging torque, nonlinear friction torque, load torque, etc. Its components 
are complex, and the specific value is difficult to predict. It is usually aggregated 
and treated as a uniform disturbance. Consider the unit step response from the input 
disturbance d to the system output y, denoted as eyd(t), let the integration of squared 
speed fluctuation 

φ1 :=
∫ +∞ 

0 
e2 yd (t)dt (10) 

be a characterization of disturbance suppression ability [19]. The smaller φ1 is, the 
smaller the impact of the input disturbance d on the system output y will be, which 
means the disturbance suppression ability of the closed-loop system gets stronger. 
By Parseval’s theorem, 

φ1 = 
1 

2π

(∫ +∞ 

−∞

||||Hyd ( j ω) 
jω

||||
2 

dω

)1/2 

= ||||WHyd

||||
2, (11) 

where W is the weight function
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W (s) = 
1 

s 
. (12) 

The noise n is the speed feedback error, which is the result of position measurement 
error and quantization error after differencing and low-pass filtering. Let 

φ2 := sup
||n||2≤1

||u||2 = sup 
ω 

|Hun( j ω)| = ||Hun||∞ (13) 

be a characterization of noise tolerance [20]. Smaller φ2 indicates stronger noise 
tolerance ability of the closed-loop system. 

3 Design and Analysis of Classic Speed Controllers 

3.1 PI Controller 

Parametrization of PI Controller. The PI controller is widely used in production 
practice. It has the transfer function form of 

CPI  (s) = K P I  
1 + sTP I  

sTP I  
. (14) 

where KPI is the gain of PI controller and TPI is the time constant of PI controller. 
Let 

K P I  = 2ξη  − 1, TPI  = (2ξη  − 1)/η2 , (15) 

then the characteristic polynomial of the closed-loop system is 

s2 + 2ξηs + η2 . (16) 

Here ξ represents the damping ratio; η represents the bandwidth. By adjusting ξ and 
η, the poles of the closed-loop system can be adjusted, thereby affecting performance 
of the closed-loop system. 

PI Controller Performance Analysis. Substituting (4), (14) and (15) into (8) and 
(9), we get 

Hyd = 
(2ξη  − 1)s + η2 

s2 + 2ξηs + η2 
, (17) 

Hun = −
(
(2ξη  − 1)s + η2

)
(s + 1) 

s2 + 2ξηs + η2 
, (18)



690 Y. Tang et al.

Fig. 1 Performance indexes of closed loop system using PI controller 

By substitute (17) and (18) into (11) and (13) respectively, the disturbance suppres-
sion ability index φ1 and noise tolerance ability index φ2 can be calculated under 
different choices of ξ and η. Overall, as ξ increases or η decreases, the disturbance 
suppression ability of the closed-loop feedback system becomes stronger and the 
noise tolerance ability becomes weaker. The scatter diagram of the two performance 
indexes is shown in Fig. 1. Recall that smaller index means better corresponding 
performance. The thick solid line represents the Pareto boundary of PI controllers, 
where enhancement of disturbance suppression ability must be at the expense of 
weakening the noise tolerance ability, and vice versa. On the other hand, for sub-
optimal PI controllers represented by the upper right shaded area, the disturbance 
suppression and noise tolerance ability can be both improved by parameter tuning. 
Lower left area of the thick solid line represents performance indexes beyond PI 
controllers’ range. This is due to the structural limitation of PI controllers and cannot 
be surpassed by parameter tuning. 

3.2 DOB Controller 

Parametrization of DOB Controller. Combine linear friction and disturbance d 
into a term called total disturbance f , 

f := −(y0 + d). (19) 

Now the normalized motor speed control system can be described as



A Novel Design Method of Motor Speed Controller Based on Convex … 691

ẏ0 = u + f. (20) 

Assuming that the p-th order derivative of the full disturbance f with respect to 
time is constant, the extended state equation of the normalized motor speed control 
system is established, 

⎡ 

⎢⎢⎢⎢⎢⎣ 

ẋ1 
ẋ2 
... 
ẋ p 
ẋ p+1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
= 

⎡ 

⎢⎢⎢⎢⎢⎣ 

0 1  0  · · ·  0 
0 0 1  · · ·  0 
... 

... 
... 

. . . 
... 

0 0 0  · · ·  1 
0 0 0  · · ·  0 

⎤ 

⎥⎥⎥⎥⎥⎦ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

x1 
x2 
... 
xp 
x p+1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
+ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

u 
0 
... 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎦ 
+ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

0 
0 
... 
0 
f ( p) 

⎤ 

⎥⎥⎥⎥⎥⎦ 
. (21) 

Let the observer state equation be 

⎡ 

⎢⎢⎢⎢⎢⎣ 

ż1 
ż2 
... 
ż p 
ż p+1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
= 

⎡ 

⎢⎢⎢⎢⎢⎣ 

0 1  0  · · ·  0 
0 0 1  · · ·  0 
... 

... 
... 

. . . 
... 

0 0 0  · · ·  1 
0 0 0  · · ·  0 

⎤ 

⎥⎥⎥⎥⎥⎦ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

z1 
z2 
... 
z p 
z p+1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
+ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

u 
0 
... 
0 
0 

⎤ 

⎥⎥⎥⎥⎥⎦ 
− 

⎡ 

⎢⎢⎢⎢⎢⎣ 

β1 

β2 
... 

βp 

βp+1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
(x1 − z1), (22) 

then the observer error equation is 

⎡ 

⎢⎢⎢⎢⎢⎣ 

ḋ1 
ḋ2 
... 
ḋp 

ḋp+1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
= 

⎡ 

⎢⎢⎢⎢⎢⎣ 

−β1 1 0  · · ·  0 
−β2 0 1  · · ·  0 

... 
... 

... 
. . . 

... 
−βp 0 0  · · ·  1 

−βp+1 0 0  · · ·  0 

⎤ 

⎥⎥⎥⎥⎥⎦ 

⎡ 

⎢⎢⎢⎢⎢⎣ 

d1 
d2 
... 
dp 

dp+1 

⎤ 

⎥⎥⎥⎥⎥⎦ 
− 

⎡ 

⎢⎢⎢⎢⎢⎣ 

0 
0 
... 
0 
f (p) 

⎤ 

⎥⎥⎥⎥⎥⎦ 
, (23) 

where di = zi − xi, i = 1, 2…p + 1. The closed-loop characteristic polynomial of 
the observer is 

s p+1 + β1s 
p +  · · ·  +  βp+1. (24) 

Choose 

βi = 
( p + 1)! 

i !(p + 1 − i )! ω
i 
0, i = 1, 2, · · ·  , p + 1, (25) 

then all the observer poles are located at −ω0. Define the observer bandwidth as the 
minimum distance between the characteristic polynomial roots and the imaginary 
axis. It can be proved that the configuration shown in (25) maximizes the observer 
bandwidth under the constraint that βi ≤ ωk+1 

o . Combine (21) to (23) and we get the
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transfer function from f to z2 

Gz2 f = 1 − s p+1 + β1s p 

s p+1 + β1s p +  · · ·  +  βp+1 
= 1 − 

s p+1 + β1s p 

(s + ω0)p+1 
. (26) 

When s ≪ ω0, G2f ≈ 1, and (20) can be approximated as 

ẏ0 = u + f ≈ u + z2. (27) 

Let 

u = −z2 − ky  = −z2 − k(y0 + n) (28) 

to complete the DOB controller design. 
Combining (21), (22), (25), and (28) leads to the transfer function of the controller 

CDO BC  (s) = 
(s + ω0)

p+1(s + k) 
s p+1 + pω0s p 

− s, (29) 

where p, ω0, and k represent the order, the bandwidth and the gain of the controller, 
respectively. Note that the DOB controller degenerates into a proportional controller 
and a PI controller when p equals to 0 (that is, assuming that the full disturbance f 
is constant) and 1 (that is, assuming the first-order derivative of the full disturbance 
f with respect to time is constant), respectively. The following analysis hence only 
consider cases where the order is greater than 1. 

DOB Controller Performance Analysis. By choosing certain order p, bandwidth 
ω0 and gain k, and substituting (4) and (29) into (8), (9), (11) and (13), we can 
calculate the disturbance suppression ability index φ1 and the noise tolerance indi-
cators φ2. Overall, with the increase of ω0 and k, the disturbance suppression ability 
gets stronger and the noise tolerance ability becomes weaker; increasing the order 
p can increase the Hyd slope in the low frequency band and hence improve the 
low frequency disturbance suppression ability, without affecting the noise tolerance 
ability much. The performance indexes scatter diagram is shown in Fig. 2.

4 Speed Controller Design Based on Convex Optimization 

4.1 Parametrization of General Linear Controllers 

For a general linear controller, denote its transfer function as C(s), define 

Q(s) = −C(s) 
1 + P(s)C(s) 

(30)
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Fig. 2 Performance indexes of closed loop system using disturbance-observer-based controller

to be the tuning transfer function. Obviously, C(s)can be uniquely determined by 
Q(s). 

Substituting (30) into (8) and (9), we get 

Hyd (s) = P(s) + P(s)Q(s)P(s), 
Hun(s) = Q(s). 

(31) 

To obtain the performance bounds of general linear controllers, we need to 
consider the constrained optimization problem 

min 
φ2(Q)≤φ∗

2 

φ1(Q), (32) 

that is to say, to solve the optimal disturbance suppression ability index value under 
the constraint that the noise tolerance ability value being not great than a certain 
threshold. 

(32) takes Q as the optimization variable and belongs to infinite-dimensional 
optimization problems. When solving numerically, Ritz approximation can be used, 
that is, to expand Q according to some basis functions: 

Q = 
N∑
i=0 

qi Hi , (33) 

where N is the expansion order; qi are the expansion coefficients; Hi are the expansion 
basis functions.
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Substituting (33) into (32), we can obtain the finite-dimensional optimization 
problem 

min 
φ2(q)≤φ∗

2 

φ1(q), (34) 

where 

q = [
q0 q1 · · ·  qN

]T 
, φ1(q) = ||||WHyd (q)

||||
2, φ2(q) = ||Hun(q)||∞. (35) 

Choose the basis functions as such 

H0(s) = 1, Hi (s) = s 

(1 + s/ω0)i 
, i = 1, 2, · · ·  N . (36) 

where ω0 is the bandwidth parameter. When N tends to infinity, the solution of the 
finite-dimensional optimization problem shown in (34) converges to the solution of 
the infinite-dimensional optimization problem shown in (32). Numeric experiment 
will show that the converging speed is sufficiently fast, therefore only a dozen or so 
terms are needed. 

Considering the robustness of the system, C(s) is required to include an integral 
stage, namely let 

lim 
s→0 

C(s) = +∞. (37) 

Thus 

lim 
s→0 

Q(s) = −1. (38) 

Combining (33) and (36), we have 

q0 = −1, (39) 

then 

Q = −1 + 
N∑
i=1 

qi 
s 

(1 + s)i 
. (40) 

(40) is a parameterization of general linear controllers satisfying the robustness 
requirement. Specifically, C(s) can be uniquely determined by (40) and (30) after  the  
expansion term N and the bandwidth parameter ω0 are selected, and a set of scalar 
expansion coefficient qi are designed. 

The stability of C(s) is briefly explained now. Note first that C(s) makes the 
closed-loop system transfer function
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W (s)Hyd (s) = 
1 

s 

P(s) 
1 + P(s)C(s) 

(41) 

and 

Hun(s) = − C(s) 
1 + P(s)C(s) 

(42) 

stable, so 1 + P(s)C(s) has no unstable zeros and C(s) has no unstable poles, that is, 
C(s) is stable. 

4.2 Design Process of Linear Speed Controller 

(40) gives the parameterization scheme of general linear controllers, and makes the 
optimization problem shown in (34) a convex one. The detailed explanation is as 
follows: 

First, the two-norm and infinite-norm of transfer functions satisfy that

||H||2 −
||||H∗||||

2 ≥ gH∗ (H − H∗), gH∗ (∆H ) := 

∞∫
−∞ 

Re(H∗(− j ω)∆H ( j ω))dω 

2π||H∗||2 , 

(43)

||H||∞ −
||||H∗||||∞ ≥ ρH∗ (H − H∗), ρH∗ (∆H) := 

Re(H∗(− j ω∗)∆H( j ω∗))
||H∗||∞ 

. 

(44) 

where Re(.) represents the real part, ω∗ satisfies that |H∗( jω∗)| = ||H∗||∞; g and 
ρ are linear functionals defined on the transfer function space. (43) is a corollary of 
the Cauchy-Schwartz inequality, while (44) can be quickly verified by the scaling 
method. (43) and (44) show that the two-norm and infinite-norm are convex func-
tionals of the transfer function, and the subgradient is given by the linear functional 
g and ρ respectively. 

Secondly, we know that Hyd and Hun are affine with respect to Q from (31); we 
know that Q is affine with respect to q from (40), so φ1 and φ2 are convex functions 
of q, and (34) gives a convex optimization problem. 

Finally, the subgradients of φ1 and φ2 with respect to q are easily derived from 
(43) and (44)
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φ1(q) − φ1(q∗) = ||||WHyd (q)
||||
2 −

||||WHyd (q∗)
||||
2 

≥ gWHyd (q∗)

(
(q − q∗)T W P →HP

)
= (q − q∗)T gWHyd (q∗)

(
WP →HP

)
, 

φ2(q) − φ2(q∗) = ||Hun(q)||∞ − ||Hun(q∗)||∞ 

≥ gHun (q∗)

(
(q − q∗)T →H

)
= (q − q∗)T gHun (q∗)

( →H
)
. 

(45) 

where →H = [
H1 H2 . . .  HN

]T 
, gHyd (q∗) and ρHun (q∗) operate element-wise. (45) and 

(46) imply that the subgradients of the functions φ1 and φ2 defined at the point 
q∗ ∈ RN are respectively 

g̃ = gHyd (q∗)

(
P →HP

)
(46) 

and 

ρ̃ = ρHun (q∗)

( →H
)

(47) 

The finite-dimensional convex optimization problem shown in (34) can be 
effectively solved using the ellipsoid method. The specific steps are as follows. 

Step 1. Initialize the feasible point q0, the 
ellipsoid matrix A0, set k to 0, and set the current 

optimal value



φ1,k = φ1,0; 
Step 2. If φ2(qk) ≤ φ∗

2, calculate ̃gk, let



φ1,k ← min

{



φ1,k, φ1,k

}

α = φ1,k−

φ1,k √

g̃T k Ak g̃k 

qk+1 = qk − 1+N α 
N+1 

Ak g̃k √
g̃T k Ak g̃k 

Ak+1 = N
2(1−α2) 
N 2−1

(
Ak − 2(1+Nα) 

(N+1)(1+α) 
Ak g̃k g̃T k Ak 

g̃T k Ak g̃k

)
k ← k + 1 
Otherwise calculate ̃ρk, let 
α = φ2,k−φ∗

2 √
ρ̃T 
k Ak ρ̃k 

qk+1 = qk − 1+N α 
N+1 

Ak ρ̃k √
ρ̃T 
k Ak ρ̃k 

Ak+1 = N
2(1−α2) 
N 2−1

(
Ak − 2(1+Nα) 

(N+1)(1+α) 
Ak ρ̃k ρ̃

T 
k Ak 

ρ̃T 
k Ak ρ̃k

)
k ← k + 1 

Step 3. If φ2(qk) ≤ φ∗
2 + ε2 and 

/
g̃T k Ak g̃k ≤ ε1, then skip to 

Step 4, otherwise skip to Step 2
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Step 4. Output qk as the minimum point,



φ1,k as the 
minimum value. 

In the above steps, the subscript k represents the k-th iteration cycle, and ε1 and 
ε2 are precision parameters. 

After obtaining the expansion coefficients q* = qk that minimizes φ1 within the 
accuracy range, a linear controller can be determined using (40) and formula (30). 
The linear controller designed in such a way may have a high order. A balance 
truncation can be performed to obtain a linear controller with similar performance 
but a lower order, and Convex-Optimization-Based controller (COB controller) is 
obtained. 

4.3 Performance Analysis of COB controller 

Solve the convex optimization problem shown in (34) and we get the performance 
boundary of COB controllers, as shown in Fig. 3. The expansion order N used are 
10, 20, and 30, respectively and the bandwidth parameter ω0 equals to 70. 

It can be seen that for the speed feedback control system, the performance 
boundary of COB controllers is better than that of the PI controllers and DOB 
controllers, which means the application of COB controller can enhance the distur-
bance suppression ability without losing the noise tolerance ability. Within a certain 
range, increasing the expanded order can push the performance boundary to be more 
optimal, but when N is sufficiently large, the performance boundary will tend to the 
limit, and increasing N will no longer have a significant impact on the results.

Fig. 3 Comparison among performance boundaries of different controllers 



698 Y. Tang et al.

5 Simulation Verification 

To benchmark a typical motor speed control system, a simulation model with the 
diagram shown in Fig. 4 is constructed. The measurement error comes from the 
geometric tolerance and the installation error, which is treated as white noise. It 
is then superimposed on the real position, and the result serves as the input of the 
position encoder. The position encoder produces sampled outputs periodically, and 
the rotational speed feedback value is obtained after differencing and filtering. The 
parameters of the simulation model are listed in Table 1, while the difference filter 
adopts the difference-by-difference method with a window length of 10. 

The noise tolerance ability index is chosen as 100. Under this condition, the 
optimal PI controller has parameters ξ = 0.6914 and η = 69.94, and the obtained 
disturbance suppression ability index is 1.03 × 10–3; the optimal DOB controller has 
an order of 2, bandwidth of 54.81, and gain of 40.85, and the obtained disturbance 
suppression ability index is 1.13 × 10–3. In the COB controller design process, let 
the expansion order N be 20, and the bandwidth parameter ω0 be 70. After balanced 
truncation, a fourth-order controller can be obtained, whose transfer function is shown 
in (48), the obtained disturbance suppression ability index is 0.91 × 10–3, and the 
noise tolerance ability index is 104.6. 

122.1s4 + 4.67 × 1010s3 + 3.158 × 1012s2 + 6.971 × 1012s + 3.671 × 1012 

s4 + 4.892 × 108s3 + 1.154 × 109s2 + 4.687 × 108s − 0.1831 
(48)

Fig. 4 Simulation model diagram 

Table 1 Simulation model 
parameters Parameter Value unit 

Moment of inertia 1 × 10–3 kg · m2 

Damping coefficient 1 × 10–3 Nm · s · rad−1 

Standard deviation of position 
error 

9.70 × 10–5 rad 

Sampling resolution 6.28 × 10–4 rad 

Sampling period 100 µs 
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In the simulation model, the operating speed is set to 200 rad/s, and a step distur-
bance torque of 1Nm is applied. When different controllers are used, the control 
effort and the motor speed waveform before and after the disturbance step are shown 
in Fig. 5 and Fig. 6, respectively, the performance indexes obtained are shown in 
Table 2. 

The control effort standard deviation indicates the fluctuation of the control effort 
in the steady state, which is related to the noise tolerance of the closed-loop system. 
The smaller this value is, the stronger the noise tolerance ability will be. The control 
effort maximum, the speed drop, the speed overshoot, and the integration of squared 
speed error are all related to the disturbance suppression ability of the closed-loop

Fig. 5 Control effort before 
and after disturbance step 
change 

Fig. 6 Motor speed before and after disturbance step change
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Table 2 Performance indexes obtained by different controllers in the simulation model 

Parameter PI DOB COB 

Control effort standard deviation 0.0232 0.0231 0.0234 

Control effort maximum 1.4501 1.4489 1.4474 

Speed drop 5.4298 5.3527 5.1790 

Speed overshoot 0.2812 1.9979 0.4681 

Integration of squared speed error 0.6942 0.8451 0.5514

system. Smaller value means stronger disturbance suppression ability. The compar-
ison shows that compared with the PI controller and DOB controller, the controller 
based on convex optimization has smaller disturbance step speed drop and square 
integral value of speed error while keeping the standard deviation of the steady-state 
output of the controller close. Overall, the controller based on convex optimiza-
tion enhances the disturbance suppression ability without losing the noise tolerance 
ability. 

6 Conclusion 

This paper proposes a design method of motor speed controller based on convex 
optimization. Firstly, the mathematical model of the speed control system is estab-
lished, and after normalization, the noise tolerance and disturbance suppression 
ability indexes expressed by the norm of transfer functions are introduced; the 
Proportional-Integral controller and the Disturbance-Observer-Based controller are 
analyzed and their parametric design method and performance boundary are quanti-
tatively explained. Secondly, a parametric method is proposed for the general linear 
controller, which simplifies the motor speed controller design problem into an easy-
to-handle convex optimization problem in finite-dimensional space; The performance 
boundary of the general linear controller is quantitatively given by the numerical 
method. Finally, a simulation model is designed for the typical motor speed servo 
system, and the performance indexes using different controllers are compared. The 
results show that the controller based on convex optimization acquires a stronger 
disturbance suppression ability without losing the noise tolerance ability. 
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Fire Extinguishing Effect of Reignition 
Inhibitor on Lithium Iron Phosphate 
Storage Battery Module 

Mingjie Zhang, Kai Yang, Jialiang Liu, Yilin Lai, Hao Liu, Hao Chen, 
Maosong Fan, and Mengmeng Geng 

Abstract After fire extinguishing, there will be smoke generation, reignition, and 
the uncontrolled heat spread of lithium-ion batteries. Given this situation, the fire-
extinguishing effect of heptafluoropropane combined with reignition inhibitors on 
lithium iron phosphate batteries used for energy storage and the amount of reignition 
inhibitors are analyzed in this paper. The experimental results show that the reignition 
inhibitor with high thermal stability can exist in liquid form for a long time to achieve 
long-time cooling of the battery. Therefore, it can effectively inhibit the internal 
thermal runaway reaction of the battery and then impede the battery’s reignition and 
thermal runaway spread after the fire. The dosage test of reignition inhibitor show that 
the cooling effect of full submerged method is better than the half submerged method. 
In addition, the fully submerged method can absorb various particles, and electrolyte 
vapors brought out by combustion smoke, reduce the amount and concentration of 
smoke injection, and reduce the harm of smoke after thermal uncontrol of the battery. 

Keywords Lithium iron phosphate battery · Thermal runaway ·
Heptafluoropropane · RH-01 reignition inhibitor · Thermal runaway spread 

1 Introduction 

The rapid promotion of lithium-ion batteries leads to frequent fire and explosion 
accidents for the thermal runaway essentially [1, 2]. A large amount of heat and 
fume gas will be generated in the thermal runaway process, causing combustion and 
even explosion due to electric sparks and other external disturbances [3, 4]. 

For the fire protection of lithium-ion batteries, conventional extinguishants such as 
carbon dioxide, dry powder, and foam extinguishants have little effect on lithium-ion 
battery fires as they will often re-burn within a short time after the extinction of their
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naked fires. Currently, heptafluoropropane extinguishant is mainly used for lithium-
ion battery fire under the principle of chemical suppression and isolation of oxygen 
[5, 6], where heptafluoropropane decomposes at high temperatures to generate free 
radicals that can react with O:, H, and other free radicals in the flame to interrupt 
the chain reaction of the combustion process to achieve fire extinguishing [7–9]. 
Gas extinguishant such as heptafluoropropane has now been widely used in energy 
storage power stations and battery rooms in substations. Still, it cannot efficiently 
lower the temperature for a long time, leading to the risk of battery re-burning and 
the spread of thermal runaway [10]. 

Regarding the inhibition of battery reburning, the Project Team found that a liquid 
organic fluoride liquid with a high boiling point and thermal stability (named RH-
01 re-burning inhibitor) can be used to inhibit the temperature rise of the battery 
effectively. Taking the tri-parallel module composed of square lithium iron phos-
phate battery commonly used in the energy storage field as the research object, the 
heptafluoropropane gas extinguishant, and RH-01 re-burning inhibitor (abbreviated 
as “RH-01”) as the fire protection method for thermal runaway batteries, the fire 
extinguishing effect of the tri-parallel module before and after the introduction of 
RH-01 was analyzed in this paper, accompanied with the exploration on the influence 
of the amount of RH-01 on the fire extinguishing effect. 

2 Experimental Sample and Method 

2.1 Experimental Sample 

The square 60 Ah LiFePO4 battery of a company was selected for the experiment. 
The battery was charged to 100% SOC before the experiment. 

RH-01 re-burning inhibitor is a fluorinated liquid with C, O, and F as 
the main constituent elements, of which the relevant physical parameters were 
shown in Table 1. 

Table 1 Physical Parameters of RH-01 

Characteristic 
name 

Molecular 
formula 

Properties 
and state 

Density Dynamic 
viscosity 

Volatility Corrosiveness 
(to metal) 

Decomposition 
temperature 

Specific 
heat 
capacity 

Characteristic 
value 

(C3F6O)nn 
= 10–60 

Colorless 
and odorless 
transparent 
liquid 

1.91 g/ 
mL 

10–250 
mm2/s 

No 
volatility 

No corrosion >350 °C 0.99 kJ/ 
kg·K
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Fig. 1 Experimental 
platform 

2.2 Experimental Device 

The structure of the lithium-ion battery extinguishment experiment platform was 
shown in Fig. 1 (1-Data acquisition device; 2-Heptafluoropropane fire extinguishing 
device; 3-RH-01 fire extinguishing device; 4-Gear pump; 5-Gas extinguishant nozzle; 
6-Liquid extinguishant nozzle; 7-Electric heating device; 8-Battery box; 9-Plywood; 
10-Cell module; 11-Top exhaust device; 12-Experimental platform box; 13-Electric 
ignition device), on which the thermal runaway of a lithium-ion battery can be trig-
gered by electric heating, and assist in igniting the battery and test its re-combustion 
through the electric ignition device, with the two sets of pipeline systems injecting 
heptafluoropropane gas extinguishant and RH-01 respectively. Meanwhile, the data 
acquisition device and the high-definition camera device collect the temperature and 
voltage data of the battery and the image data during the thermal runaway process. 

2.3 Experimental Method 

Nine square lithium iron phosphate batteries of the same model at full charge state 
(SOC = 100%) were selected in this experiment, and three parallel connection 
modules were formed in groups of three batteries, numbered LFP-1a, LFP-1b, LFP-
1c, LFP-2a, LFP-2b, LFP-2c, LFP-3a, LFP-3b, and LFP-3c respectively. The heating 
method was used to trigger the thermal runaway of the battery. When the voltage 
dropped to 3 V, the heptafluoropropane was injected, and RH-01 was injected after 
2 min. A control experiment was designed to study the impact of RH-01 dosage on 
the extinguishment effect of the lithium iron phosphate storage battery module. The 
experimental settings were shown in Table 2.

Two 500 w heating plates were set on both sides of the battery to be heated in 
the experiment, and k-type thermocouples were used for temperature measurement. 
The specific temperature measuring points layout was shown in Fig. 2 (bottom of 
No. 1-1 battery; bottom of No. 2-2 battery; bottom of No. 3-3 battery; and 10 cm 
above the safety valve of No. 4-1 battery).
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Table 2 Experimental 
Content Heptafluoropropane 

consumption (Kg) 
RH-01 consumption 
(L) 

Experiment 1 1.5 0 

Experiment 2 1.5 19 

Experiment 3 1.5 9.5

Fig. 2 Thermocouple 
position arrangements 

3 Results and Discussion 

3.1 Analysis of Battery Burning Phenomenon 

During the whole experiment, the main phenomena of the burning and extinguish-
ment process of the battery module 1, which only used heptafluoropropane gas extin-
guishant to extinguish the fire, the battery module 2, which used RH-01 to flood the 
safety valve of the battery for extinguishment after injecting heptafluoropropane 
gas, and the battery module 3, which used RH-01 to immerse half of the battery 
for extinguishment after injecting heptafluoropropane gas, as well as the re-burning 
and thermal runaway spread after extinguishment were shown in Fig. 3, Fig.  4, and 
Fig. 5. 

When the selected voltage of the extinguishment node was reduced to 3 V, the 
battery’s fire at this node had significantly increased compared with the initial burning 
stage. At the same time, it was judged that the battery had appeared to thermal 
runaway according to the temperature rise rate of the battery. At the moment of

Fig. 3 The battery module is extinguished by heptafluoropropane
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Fig. 4 RH-01 does not pass the battery safety valve to extinguish the fire 

Fig. 5 Battery half-immerged model of RH-01 extinguishes a battery module fire

injecting the gas extinguishant, the open fire was successfully extinguished within 
3 s in three experiments, which indicated that the heptafluoropropane extinguishant 
had a good effect on extinguishing the open fire. 

However, it can be seen from Fig. 3 that the battery produced a large amount of 
fume gas after the open fire was extinguished. After the open fire was extinguished 
for 2 min, the electric ignition was turned on again, and the reburning happened. 
Then, LFP-1b deflagrated after 1139 s of heating, and a thermal runaway spread 
occurred in the battery module. 

In Experiment 2, RH-01 was used to flood the safety valve of the battery; in 
Experiment 3, RH-01 was used to flood half of the battery, and there was no re-
burning and thermal runaway spread in both experiments. The difference was that 
the fume gas in the two experiments began dissipating within 5 and 12 min after 
injecting RH-01.From the above experimental phenomena, it can be seen that the 
RH-01 can effectively inhibit the re-burning and thermal runaway spread of the 
thermal runaway battery. The analysis indicated that the role of RH-01 is mainly 
manifested in three aspects: 

➀ RH-01 is an organic solvent that can dissolve EC, DEC, and other organic 
electrolytes when it floods the safety valve of the battery. Therefore, it can be observed 
that the fume gas generated after extinguishing the thermal runaway battery was 
effectively inhibited in Experiment 2. 

➁ RH-01 has a specific viscosity and a particular obstruction and adsorption effect 
on the outward injected gas and particles injected with the gas, which can effectively 
reduce the amount and concentration of fume gas injection. 

➂ RH-01 has a specific cooling capacity, which can effectively absorb the heat 
of the internal reaction of the thermal runaway battery. By reducing the internal 
temperature rise of the battery, the thermal runaway reaction of the battery can be
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inhibited to inhibit the re-burning and spread of the thermal runaway battery from 
the origin. 

The mass and voltage changes of each battery after the burning and extinguish-
ment test were shown in Table 3.According to the mass data of the battery after the 
thermal runaway, LFP-1a had a complete thermal runaway and released all energy 
in Experiment 1. LFP-1b had a thermal runaway but did not react completely, and 
LFP-1c did not have a thermal runaway, indicating that the energy transferred from 
LFP-1a to LFP-1b had been weakened by heptafluoropropane extinguishant. 

Thermal runaway happened to only the first battery in Experiments 2 and 3, but 
the battery mass loss was different, with 0.26 and 0.29 kg, respectively. There were 
two aspects included in the reasons: First, concerning the reignition inhibitor RH-
01, the chemical reaction rate inside the battery was effectively inhibited by cooling 
down. Second, in Experiment 2, the battery mass was increased by a small amount 
of RH-01 entering the battery. 

According to the extinguishment phenomenon, the extinguishment effect of 
heptafluoropropane was evident, and the open flame was successfully extinguished 
within 3 s. As shown in Figs. 6, 7 and 8(a) the flame temperature above the safety 
valve of the battery dropped from about 7007 °C to below 1007 °C at the moment 
of heptafluoropropane injection. Still, the properties of heptafluoropropane led to its 
rapid vaporization, and the battery could not be cooled continuously. Therefore, the 
thermal runaway reaction inside the battery continued to be carried out, and it could be 
seen from the figure that the temperature of the battery itself was still rising. In Exper-
iment 1, re-ignition occurred after starting the electric ignition, with the temperature 
of the secondary burning flame reaching 529.7 °C. At 1,139 s, heat spread occurred, 
and the LFP-1b valve was broken. Deflagration occurred, and finally, the voltage of 
both batteries dropped to 0 V.

Through temperature monitoring, in Experiment 2, it was found that the temper-
ature measuring point above the battery did not fluctuate significantly after RH-01 
injection, indicating that there was no high-temperature flue gas injected from the 
safety valve. On the contrary, in Experiment 3, the temperature measuring point 
above the battery showed a relatively noticeable fluctuation, ranging from 79.7 to

Table 3 Experimental Content 

LFP-1a LFP-1b LFP-1c LFP-2a LFP-2b LFP-2c LFP-3a LFP-3b LFP-3c 

Mass after 
the 
experiment 
(kg) 

1.50 1.73 1.85 1.59 1.84 1.85 1.56 1.85 1.85 

Loss mass 
(kg) 

0.35 0.12 0 0.26 0.01 0 0.29 0 0 

Voltage 
after the 
experiment 
(V) 

0 0 3.31 0 3.30 3.32 0 3.33 3.32 
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(a) Temperature and voltage                            (b) Temperature rise rate  

Fig. 6 Experiment 1 temperature and voltage change 

(a) Temperature and voltage                            (b) Temperature rise rate  

Fig. 7 Experiment 2 Temperature and Voltage Change 

(a) Temperature and voltage                            (b) Temperature rise rate  

Fig. 8 Experiment 3 temperature and voltage change
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97.7 °C. It is confirmed that RH-01t can inhibit the flue gas generation after flooding 
the battery safety valve. 

After heptafluoropropane injection, the temperature of the battery body continued 
to rise. Injected RH-01 after 2 min, the highest temperature that the battery can 
reach was significantly reduced, and the temperature rise of the LFP-b battery in 
Experiments 2 and 3 was effectively inhibited, indicating that RH-01 can inhibit heat 
conduction and further heat spreading between batteries. 

Under the effect of RH-01, the maximum cooling rate of the battery in Experiments 
2 and 3 were 0.27 and 0.17°C/s, respectively, both of which indicate that RH-01 has an 
apparent cooling effect on the battery, and the cooling effect under the total flooding 
mode is better. 

In conclusion, heptafluoropropane can effectively extinguish the open flame 
during the extinguishment. Still, it cannot restrain the temperature rise inside the 
battery and the generation of significant smoke, and it is easy to reignite the battery 
and thermal runaway propagation. This suggests that heptafluoropropane extinguis-
hant is still of substantial potential safety hazard after battery extinguishment. RH-01 
performs well at cooling. It can effectively inhibit the re-ignition of the battery and 
thermal runaway propagation, significantly restraining smoke generation under total 
flooding mode. Therefore, total flooding mode should be adopted when a reburning 
inhibitor is used. 

4 Conclusion 

1. Regarding fire appearing in lithium-iron phosphate energy storage battery 
modules, heptafluoropropane gas extinguishant can effectively extinguish the 
open flame. But, it cannot continuously and effectively cool batteries or isolate the 
oxygen around batteries subject to thermal runaway, which is prone to reignite the 
battery and trigger thermal runaway propagation of batteries inside the module. 

2. RH-01 can effectively reduce the body temperature of batteries subject to thermal 
runaway and adjacent batteries, inhibit the internal reaction of batteries subject 
to thermal runaway, and prevent reignition and thermal runaway propagation of 
batteries. 

3. Regarding the application amount of RH-01 liquid extinguishment, compared 
to semi-flooding mode, full flooding mode is of better cooling effect, and it can 
absorb a variety of particulate matters and electrolyte vapor brought out with the 
combustion smoke, reducing the amount and concentration of smoke injection.
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A Power Decoupling Strategy 
for Three-Phase Inverter Based 
on Mid-Leg Fundamental-Frequency 
Common-Mode Voltage Injection Under 
Unbalanced Conditions 

Rui Zhang, Lan Xiao, Zhiquan Deng, and Xin Cao 

Abstract Three-phase inverter is widely used in the fields of new energy grid-
connected and power distribution, but it has the problem of double-frequency power 
pulsation when it is connected to unbalanced power grid. The double-frequency 
power pulsation will affect the lifetime and efficiency of the system. In this paper, 
a power decoupling strategy based on mid-leg common-mode voltage injection is 
proposed to suppress the double-frequency power pulsation, which connects the 
midpoint of the input split capacitor with the common point of the output filter 
capacitor, by controlling the fundamental-frequency common-mode voltage compo-
nent in the midpoint voltage of the three-phase bridge, the double-frequency power 
can be decoupled. The advantage of this method is that the double frequency pulse 
power can be absorbed without additional components, and the pulse power of other 
frequencies is not introduced. Another feature of this method is that, compared with 
the differential decoupling method, the Output filter capacitor can be fully used and 
the voltage stress on Output filter capacitor can be reduced effectively. 

Keywords unbalanced grid · Suppression of power pulsation · common-mode 
injection · power decoupling
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1 Introduction 

Three-phase inverter is widely used in power grid-connected system. However, there 
are all kinds of disturbances in the power grid. Among them, the negative sequence 
component of the voltage in the unbalanced state is a typical disturbance [1], which 
can lead to the output of the double-frequency pulsation, the pulsating power’s reflec-
tion on input terminal makes it hard for the photovoltaic system to operate at the 
optimal power point when using the photovoltaic system as power source. Or requires 
the instantaneous output power of the battery to increase and causes the battery to 
heat up when using the battery as power source. Therefore, it is necessary to suppress 
power pulsation’s affection on power source. This operation is called power decou-
pling. The common method used in engineering applications is to connect large 
electrolytic capacitors in parallel on the DC side. Although this passive decoupling 
approach is easy to perform, the electrolytic capacitors have the disadvantages of 
large volume, short life and low reliability. In order to get rid of large electrolytic 
capacitors, many active decoupling methods have been proposed, by controlling the 
active device in a proper way, the dc-side double-frequency power pulsation can 
be absorbed by the energy storage device instead of the power source. Generally, 
the decoupling topology consists of two parts: The decoupling unit and the orig-
inal converter, according to the multiplexing of the decoupling unit and the original 
converter, the active decoupling circuit can be divided into switch-multiplexed decou-
pling circuit and independent decoupling circuit. The independent decoupling circuit 
works independently with the original converter, and more active devices are needed 
in comparison with multiplexed decoupling circuit, so the economy and reliability 
of the converter is lowered. The multiplexed decoupling circuit needs to work in 
cooperation with the original converter, so the control strategy is relatively complex. 

For the independent decoupling circuit, the decoupling method of single-phase 
inverter can be used directly: In [2], an active decoupling circuit is designed, which 
is composed of Buck-Boost converter and energy storage capacitor. In [3], a parallel 
connection of an independent six-switch power decoupling circuit is used at the AC 
side. [4, 5] use the third port parallel independent power decoupling unit, which can 
reduce the value of decoupling capacitance. [6, 7] use a H Bridge Structure and a 
Capacitor as an independent decoupling unit in the system. 

For the switch-multiplexed decoupling scheme, an improved three-phase inverter 
topology is proposed in [8]. In this way, no there are DC voltage bias on output 
filter capacitors, the voltage stress of the filter capacitor is high. In addition, a 
quadruple-frequency pulsating power is generated. A four-leg modified converter 
and a three-leg split-capacitor converter are proposed in [9]. This method can realize 
the power decoupling by controlling the power on the added capacitor, but the cost 
and complexity of the system increases. And a much higher DC voltage is required 
in this way, which increases the voltage stress of the switch and increases the cost of 
the system. 

Aiming at the disadvantages of existing active decoupling methods, a decoupling 
method based on mid-leg fundamental-frequency common-mode voltage injection is
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proposed in this paper. This method can make the most of the output filter capacitors. 
In this paper, current stress and voltage stress of the switch before and after decoupling 
are analysed, and the accuracy and correctness of the theory are verified by simulation. 

2 Methods 

Figure 1 is the improved three-phase inverter topology with fundamental-frequency 
common-mode voltage injection. The power pulsation required to compensate the 
pulse power is generated by fundamental-frequency current flowing through the red 
dotted path in improved topology instead of second order harmonic current flowing 
through the black dotted path in unimproved topology. 

After injecting a fundamental-frequency common-mode voltage, the output filter 
capacitor voltage is shown (1). Among them, ucfa, ucfb, ucfc are the corresponding 
filter capacitor voltages, A is the root mean square value of common-mode voltage 
on output filter capacitor ucomp and ϕ is its initial phase. 
⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

ucfa =
√
2U+ sin(ω0t + �U +  ) +

√
2U− sin(ω0t + �U - ) + ucomp 

ucfb =
√
2U+ sin(ω0t − 2π/3 + �U +  ) +

√
2U− sin(ω0t + 2π/3 + �U - ) + ucomp 

ucfc =
√
2U+ sin(ω0t + 2π/3 + �U +  ) + 

√
2U− sin(ω0t − 2π/3 + �U - ) + ucomp 

ucomp =
√
2A sin(ωt + ϕ) 

(1) 

The total instantaneous power of the output filter capacitor p2ω can be derived from 
Formula (1), which is shown as: 

p2ω = (3Cf + 
9C2 

f 

2Cn 
)ω A2 sin(2ωt + 2ϕ) (2) 

when the double-frequency harmonic pulse power on the capacitor and the output 
pulse power are equal, power decoupling is achieved.
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Fig. 1 Improved three-phase inverter topology 
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After injecting common-mode voltage, the minimum DC source voltage to meet 
the circuit operation will increase, so the voltage stress of the switch will increase. 
For comparing the voltage and current stress before and after decoupling, VI and CI 
is defined as: 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

V I  = max[ Up 

Ustress 
] 

C I  = max[ Ip 
Istress 

] 
(k  = a, b, c) (3)  

Up and Ip are voltage stress and current stress of inverter switches with power decou-
pling, respectively. Ustress and Istress are voltage stress and current stress of inverter 
switches without power decoupling, respectively. 

α is shown in formula (4), U - and U+ represent the root mean square value of 
negative-sequence and the positive-sequence component of gird voltage. According 
to the national standard, the imbalance ‘α’ should not exceed 4%. 

α=U− 

U+ 
× 100% (4) 

Taking the fluctuation of the root mean square value of the voltage of phase A as an 
example, when the voltage of phase a falls by 11.5% or rises by 12.5%, the voltage 
imbalance will reach a critical 4%. According to this, a simulation model can be 
established, which is shown in Table 1. 

Simulation is carried out according to the parameters in Table 1. As shown in Fig. 2, 
the relationship between the values of VI and CI and the imbalance is obtained. 
The positive and negative horizontal coordinates indicate the rise and fall of A-
phase voltage. According to the diagram, if the inverter can satisfy the decoupling

Table 1 Simulation model 
parameters parameters symbol value 

Switching frequency f s 10 kHz 

Output frequency f n 50 Hz 

Filter inductor Lfa, Lfb, Lfc 2 mH  

Filter capacitor Cfa, Cfb, Cfc 50 μF 

Grid side inductor L 1 mH  

Split capacitor Cn1,Cn2 50 μF 

Output voltage ua, ub, uc 110 V 

Rating power Po 1 kW  

imbalance α 4% 

Voltage of phase A ea 97.35– 123.75 V 

Voltage of phase B eb 110 V 

Voltage of phase C ec 110 V 
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Fig. 2 The relative value of 
voltage and current stress of 
the improved topology 
switch 
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requirement, the input voltage of the inverter needs to increase to 126.6% of the 
three-phase in equilibrium state, and the current stress of the inverter switch needs 
to increase to 106.8%. 

3 Control Strategy and simulation verification 

As shown in Fig. 3, the control strategy should consist of two parts: grid-connected 
control and double-frequency pulse power suppression control. 

At present, grid-connected control has the control methods of instantaneous 
active-reactive power control, average active-reactive power control, instantaneously 
controlled positive-sequence, balance positive-sequence control and so on [10, 11]. 
The balance positive sequence control can ensure the sinusoidal balance of the output 
current, so this kind control method is adopted.



718 R. Zhang et al.

For the double-frequency pulse power suppression control. Because the purpose 
of control is eliminating the second order harmonic component of idc, so the resonant 
controller GR shown in Formula (5) can be used to obtain the common-mode voltage 
needed to inject into min-leg. The resonant angular frequency ωn is 2πf n and kn is 
set to be 25. The output of the resonant controller contains only the second harmonic 
component. According to this idea, this paper adopts the control strategy as shown in 
the Fig. 3, in which T d is a quarter of cycles of second order harmonic. T r is shown 
in Formula (6), the function is converting second harmonic signal into fundamental-
frequency component signal. u’cfa, u’cfb, u’cfc is three-phase modulated wave. 

GR(s) = 2kns 

s2 + ω2 
n 

(5) 

Tr=
[
cos ωt sinωt 

− sin ωt cosωt

]

(6) 

In order to verify the effect of the proposed power decoupling method, the parameters 
in Table 1 are used for simulation verification. The key waveform diagram and the 
FFT analysis spectrum diagram of idc obtained by simulation are shown in Fig. 4, 
from top to bottom are grid voltage, output current, output filter capacitor voltage, 
idc after decoupling and before decoupling, FFT analysis spectrum diagram of idc. 
The voltage waveform corresponding to the maximum voltage stress of the output 
filter capacitor is shown in Fig. 4(b), which is 46% lower than the proposed method 
in [9] It is shown from the graph that the second harmonic of idc is eliminated after 
decoupling, indicating that the second harmonic pulse power can be totally absorbed 
by the output filter capacitor and the split capacitor..

Therefore, through the analysis and simulation verification, this power decoupling 
method has the following advantages: 

1. The second harmonic pulse power on DC source can be well suppressed by 
optimizing the control strategy without adding additional components. And the 
other high-frequency components in idc can be significantly reduced. 

2. Compared with the existing power decoupling method which connects the 
common point of the output filter capacitor to the negative terminal of the DC 
input bus, this method can reduce the voltage stress of the output filter capacitor, 
and make the most of output filter capacitor.
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4 Conclusion 

This paper presents a power decoupling method for three-phase gird-connected 
inverter under unbalanced voltage conditions, without increasing the hardware 
complexity of the system, the second harmonic ripple current, which is supposed 
to flow through the DC source, is converted into the fundamental-frequency compo-
nent current by establishing a new path, the power decoupling of the input terminal 
is realized. The topology is analyzed, discussed and verified by simulation. The 
results show that the proposed topology and control method can effectively suppress 
the double-frequency pulsating power on the DC source without introducing other 
high-frequency components. 

Acknowledgment This research is supported by National Natural Science Foundation of China 
under Grant 52,177,049. 

References 

1. Kumar, C., Mishra, M.K., Mekhilef. S.: A new voltage control strategy to improve performance 
of DSTATCOM in electric grid. Trans. China Electrotech. Soc.4(4), 8 (2020) 

2. Serban, I., Marinescu, C.: Active power decoupling circuit for a single-phase battery energy 
storage system dedicated to autonomous microgrids. In: IEEE International Symposium on 
Industrial Electronics. IEEE (2010) 

3. Wen, C., Bangyin, L., Shanxu, D.: An active low-frequency ripple control method based on 
the virtual capacitor concept for BIPV systems.IEEE Trans. Power Electr. 29(4), 1733–1745 
(2014) 

4. Hanlei, T., Yiwen, X., Maolin, C.: A single-stage non-bridge Virtual three-port rectifier with 
power decoupling capability. Trans. China Electrotech. Soc. 37(08), 2006–2017 (2022) (in 
Chinese) 

5. Song, Z., Liu, M.: Modeling of modular multi-port wireless power DC-DC converter and 
its multi-directional power flow decoupling control strategy. Trans. China Electrotech. Soc. 
37(24), 6262–6271 (2022) (in Chinese) 

6. Liu, W.,Wang, K., Chung, H. S. -H.: Modeling and design of series voltage compensator for 
reduction of DC-link capacitance in grid-tie solar inverter. IEEE Trans. Power Electr. 30(5), 
2534–2548 (2015) 

7. Fan, Q., Lu, Y., Bi, K.: Power balance decoupling control strategy for two-phase staggered 
three-level bidirectional DC/DC converter based on frequency doubling sampling. Trans. China 
Electrotech. Soc. 37(14), 3654–3664 (2022) (in Chinese) 

8. Tang, J., Zhou, Z., Xin, S., Huang, Loh, P.C.: An Improved three-phase voltage source converter 
with high-performance operation under unbalanced conditions. IEEE Access 6,15908–15918 
(2018) 

9. Zhou, J.: Study on active power decoupling of three-phase grid-connected converter under 
unbalanced operating conditions. Beijing Jiaotong University, (2019) (in Chinese) 

10. Blaabjerg, F., Teodorescu, R., Liserre, M.: Overview of control and grid synchronization for 
distributed power generation systems. In: IEEE Trans. Indust. Electr. 53,1398–1409 (2006) 

11. Pei, X., Zhou, W., Kang, Y.: Analysis and calculation of dc-link current and voltage ripples 
for three-phase inverter with unbalanced load. IEEE Trans. Power Electr. 30(10), 5401–5412 
(2015)



Terminal Sliding Mode Control 
of Permanent Magnet Motor Considering 
Saturation Effect 

Longfei Zhu, Jiani Liu, and Xueyan Han 

Abstract The ideal linear permanent magnet motor does not consider the saturation 
effect leading to inductance and chain-related nonlinear parameter error problems. A 
new permanent magnet motor model based on discrete cross-direct axis current char-
acteristic analysis and online identification of the magnetic chain table is proposed, 
and an improved non-singular fast terminal sliding mode control strategy is designed 
to control the simulation. Firstly, considering the uncertainty of motor parameters, 
the motor parameter regimes of the nonlinear permanent magnet motor model with 
different dq-axis currents considering the saturation effect are developed. Secondly, 
the non-singular fast terminal sliding mode control module is applied to the speed 
loop to improve the switching function to reduce the system jitter and improve the 
speed dynamic response performance of the system. Finally, the proposed model 
control method is compared with the conventional ideal model control method in 
simulation experiments, and the results show that the improved non-singular fast 
terminal sliding mode control proposed in this paper has fast dynamic response and 
high robustness under different speed and load torque conditions. 

Keywords Saturation effects · Magnetic link form online recognition ·
Non-singular fast terminal slider · Switching functions 

1 Introduction 

As a system power source, permanent magnet synchronous motor has the advantages 
of high mechanical efficiency, high power factor, and high output power, and is used 
in more and more high-performance applications with considerable development 
prospects [1].
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Fig. 1 DQ-axis magnetic chain a, b and torque characteristic curve c 

However, in places where permanent magnet motors are required to have high 
saturation capacity, such as in high overload intelligent robots, they are bound to 
cause a higher degree of saturation of their own magnetic circuits than conventional 
motors [2]. The characteristic curves of magnetic chain and torque with current 
change during the operation of servo motors for robots (see Fig. 1), it is easy to see 
that the permanent magnet motors operate under high overload conditions with a 
greater degree of saturation, nonlinearity and other problems. 

Therefore, an accurate model of permanent magnet motor considering saturation 
effect is established, and a suitable intelligent control strategy is proposed to improve 
the shortcomings of traditional control, achieve better control accuracy and dynamic 
performance, give full play to the high performance of permanent magnet motor, 
apply to automation and intelligent occasions, and improve production efficiency. 

2 Methods 

2.1 Analysis of Nonlinear Effects of Permanent Magnet 
Motors 

The nonlinearity of permanent magnet motor mainly comes from the nonlinearity of 
its ferromagnetic material and magnetic circuit under the action of dq-axis current, 
and the inductance parameters Ld and Lq are nonlinear functions of dq-axis current. 

The magnetic permeability varies nonlinearly with the current, and the magnetic 
chain is derived from the permeability, i.e., the magnetic chain of the permanent 
magnet ψ f is a nonlinear function of the current. 

In addition, the total magnetic chain consists of two parts: the chain generated by 
the stator current and the chain generated by the permanent magnets. 

ψ(t) = ψi(t) + ψf(t) (1)
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where ψi is the magnetic chain generated by the stator current. 
The current generates a magnetic chain that can be expressed by the inductance 

parameter, whose total magnetic chain is the following matrix:

�i,dq =
(

ψi,d 

ψi,q

)
= Ldqidq 

=
(
Ldd Ldq 

Lqd Lqq

)(
id 
iq

) (2) 

where: Ldd, Lqq are the dq-axis self-inductance of the three-phase winding; Ldq, Lqd 
are the dq-axis mutual inductance of the three-phase winding; �i,dq is the current 
generation magnetic chain. 

There are various nonlinear factors in the generation of magnetic chains by perma-
nent magnets, whose permanent magnet rotor magnetic fields are distorted with 
different amplitudes and directions depending on the external state. The distribution 
of the non-sinusoidal rotor magnetic field in the air gap can be written in the form 
of Fourier series of the magnetic chain generated by the permanent magnets in the 
three-phase winding. 

ψf,d(t) = ψf1 + [(ψf5 + ψf7) cos(6θe)] 
+[(ψf11 + ψf13) cos(12θe)]  +  · · ·  

= ψf1 + 
∞∑
k=1 

{(ψf,6k - 1 + ψf,6k + 1
)
cos(6kθe)} 

(3) 

ψf,q(t) = [(−ψf5 + ψf7) sin(6θe)] 
+[(−ψf11 + ψf13) sin(12θe)]  +  · · ·  

= 
∞∑
k=1 

{(−ψf,6k - 1 + ψf,6k + 1
)
sin(6kθe)} 

(4) 

2.2 Consider the Mathematical Model of Nonlinear 
Permanent Magnet Motor 

The voltage equation is obtained from the magnetic chain equation as follows. 

⎧⎨ 

⎩ 
ud(t) = Rid +

(
dψi,d 

dt  − ωeψi,q

)
+

(
dψf,d 

dt  − ωeψf,q

)
uq(t) = Riq +

(
dψi,q 

dt  + ωeψi,d

)
+

(
dψf,q 

dt  + ωeψf,d

) (5)
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Fig. 2 Consider the 
saturated permanent magnet 
motor model 

By the law of conservation of energy, the torque equation can be deduced as 
follows. 

Te = 
3 

2 
p(ψdiq − ψqid)︸ ︷︷ ︸

Tdq 

+ 
3 

2 
p

(
∂ψd 

∂θe 
id + 

∂ψd 

∂θe 
iq

)
︸ ︷︷ ︸

Teh 

− p 
∂ Wf

(
idq, θe

)
∂θe︸ ︷︷ ︸
Tf 

(6) 

where Tdq is the average torque, and the magnetic chain is a nonlinear term: Teh, Tf 
are the torque pulsations caused by space harmonics and magnetic energy variations, 
respectively. 

A model of a permanent magnet motor considering the effect of saturation is 
established (see Fig. 2). 

In order to derive the above nonlinear functional relationship, a finite element 
model of the permanent magnet motor in saturation operation is established, and 
the ψ−1 

d (id, iq, θ  )  and ψ−1 
q (id, iq, θ  )  curves are recorded under different cross-axis 

currents, and a Look-up Table (LUT) based on the axial magnetic chain is constructed 
for off-line access. 

3 Designing Improved Terminal Slide Controllers 

For the permanent magnet synchronous motor control problem, a non-singular fast 
terminal sliding mode control method is used with the aim of overcoming the 
singularity of the terminal sliding mode control and achieving global convergence 
of the state variables, improving the convergence speed while ensuring its robust 
performance to the internal inductance parameter regression [4]. 

Assuming no external disturbances and parameter changes, the dynamic model 
of PMSM is expressed as:
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ω̇r(t) = 
npKt 

J 
iq(t) − 

B 

J 
ωr(t) 

= 
npKt 

J 
i∗ 
q (t) − 

B 

J 
ωr(t) + 

npKt 

J

(
iq(t) − i∗ 

q (t)
)

= ai̇∗ 
q (t) + bωr(t) + c(t) 

(7) 

where Kt is Torque constants; J is Rotational inertia; B is the damping factor; TL 

is the load torque; ψr is the permanent magnet chain; a = npKl/J ; b = −B/J ; 
c(t) = a(iq − i∗q ). 

If load torque disturbances or parameter changes disturb the system, the PM motor 
dynamic model can incorporate variable parameters, and its equation is modified as: 

ω̇r(t) = (a + �a)i∗ 
q (t) + (b + �b)ωr(t) + c(t) − TL 

= ai∗ 
q (t) + bωr(t) + d(t) 

(8) 

where d(t) is Focused interference, defined as 

d(t) = �ai∗ 
q (t) + �bωr(t) + c(t) − TL (9) 

where the concentration disturbance is a bounded function, designed |d(t)| < η0 
is the system concentration disturbance maximum and η0 is a constant greater than 
zero. 

Defining the sliding die surface. 

s = z + k1zλ + k2 ż p/q (10) 

where z is the state variable,k1, k2 > 0, p and q are positive odd numbers and satisfy 
1 < p/q < 2 and λ >  p/q. 

Under vector control of i∗d = 0, the input to the speed controller is the speed error 
for tracking the reference given value of ωref and requires strong immunity to load 
changes, while the output quantity is the q-axial current iq. Now assume that the 
electric angular velocity reference is ωref and the electric angular velocity is ωr, then 
the velocity error is defined as 

e = ωref − ωr (11) 

Rewriting Eq. (10) and deriving it gives: 

ṡ = ė + k1λ|e|λ−1 · ė + k2 
p 

q 
|ė|( p/q−1) · (−ai̇∗ 

q + b ė
)

(12) 

Letting ṡ = 0 yields the equivalent control law of the system as follows. 

u̇eq = i̇∗ 
q = 

1 

a

[
1 

k2 

q 

p

(
ė[2−p/q] + k1λ|e|λ−1ė[2−p/q]) + bė

]
(13)
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In order to solve the jittering problem when close to the sliding die surface, the 
switching function is improved, the sign function in the convergence law is processed 
for continuity, and the improved switching function λn is designed as: 

λn = −
{
sgn(s), |s| > φ(s) 
φ(s), |s| ≤ φ(s) 

(14) 

φ(s) = |tanh(s)|γ (15) 

where: γ is a constant and γ ∈ (0 1). 
Proof: define the Lyapunuov function V1 = 1/2sT s, then 

V̇1 = sTṡ = sT 
⎡ 

⎣ ė + k1λ|e|λ−1ė+ 

k2 
p 

q 
|ė|(p/q−1) ·

(
−ai̇∗ 

q − b ω̇r − d
)
⎤ 

⎦ (16) 

Substituting Eq. (16) yields. 

V̇1 = sT · k2 p q |ė|( p/q−1) · [η0 − (η0 + ε)λn] 
≤ k2 p q |ė|(p/q−1) · (η0 − η0 − ε) 

(17) 

Since 1 < p/q < 2, so  V1 ≤̇0. With Lyapunov’s theorem it is known that the 
permanent magnet motor system is asymptotically stable. 

Figure 3 below shows the simulation block diagram of the improved non-singular 
fast terminal sliding mode control of a high-saturation permanent magnet servomotor. 

Fig. 3 Non-singular fast terminal sliding mode control
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4 Simulation Analysis 

To verify the effectiveness of the method, the motor speed control system is simulated 
using the improved control method and the conventional PI method respectively for 
comparison. MATLAB simulation is used to examine the speed response curve of 
the designed permanent magnet motor system and the anti-disturbance performance. 

The output performance of the prototype was simulated in rated operation, short-
time high overload operation and short-time high speed operation conditions, and 
the results were as follows. 

Rated Operating. Simulation results under rated conditions show that the dynamic 
response speed of the control method proposed in this paper is 65% higher than that 
of PI control, with almost no overshoot and strong robustness when disturbed, and 
the control effect is obvious (see Fig. 4). 

Short-time High Overload & Maximum Speed After the motor is started, the At 
t = 0.02 s add Short-time maximum torque T max , the results show that the model 
proposed in this paper model has strong robustness and fast dynamic response. The 
simulation results are excellent. Simulation of the motor model at the maximum 
speed operating condition shows that the improved control model The response 
speed t = 0.01s reaches the given given speed compared to the PI model response 
speed faster and without overshoot (see Fig. 5).

(a) (b) 

Fig. 4 Motor speed a and torque b waveform curves under rated operation 
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(a) (b) 

Fig. 5 Motor torque a and speed b waveform curves 

5 Conclusion 

In this paper, a nonlinear permanent magnet motor model with online identification of 
magnetic chain and torque parameters considering saturation effect is proposed, and 
an improved non-singular fast terminal sliding mode control strategy is designed 
to control it. The correctness and validity of the proposed model are verified by 
Matlab/Simulink simulation. The simulation results show that the proposed improved 
non-singular fast terminal sliding mode control strategy can effectively improve 
the dynamic response performance of the PM motor in the presence of overload 
conditions and achieve zero overshoot and strong robustness. 
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An Equivalent Transformer Capacitance 
Model Analysis Method for CM Noise 
Conduction 

Kaining Fu , Zhiyong Qiu , Qiang Zhang , and Hanchao Zeng 

Abstract The parasitic capacitance of the transformer is the critical coupling path for 
common-mode (CM) noise conduction. The voltage pulsation assigned on winding 
terminals of transformers caused by switch on and off process of semiconductors 
switches is the main CM noise sources to conduct CM noise. In order to analyze 
the CM transmission characteristic of the transformer, this paper proposed a two-
capacitor transformer winding capacitance model for CM noise analysis in flyback 
converter. Based on this model, the CM noise conduction characteristics in flyback 
transformer under different circuit configurations in secondary side are analyzed, 
respectively. For verifying the effectiveness of the proposed model, insertion loss was 
introduced to evaluate the CM characteristics of the designed PCB planar transformer. 
Finally, the experiment results prove the effectiveness of the proposed transformer 
winding model. 

Keywords Common-mode (CM) Noise · Transformer model · Flyback ·
Capacitance 

1 Introduction 

Electromagnetic compatibility (EMC) is the key way to guarantee the safe and reli-
able operation of power electronic system. With the breakthrough of the technical 
bottleneck of the wide band gap (WBG) devices, such as SiC and GaN, the switching 
frequency of the switched mode power supply (SMPS) is also increased to above 
megahertz, which significantly reduces the size of the passive devices in the power 
converter and effectively improves the power density of the whole converter [1]. 
Then, the electromagnetic interference (EMI) caused by high switching frequency 
and compact layout becomes more and more serious [2]. In particular, the high 
switching frequency pushes the high-order harmonic component of the noise source
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to a higher frequency range. This seriously deteriorates the electromagnetic noise 
spectrum of SMPS in the higher frequency band of conducted electromagnetic inter-
ference (10–30 MHz) and even in the frequency band of radiation interference 
(30 MHz–1 GHz) [3]. The conducted EMI can be divided into CM noise and differ-
ential mode (DM) noise according to its noise propagation path. The generation 
mechanism and suppression method of DM noise are relatively simple, while the 
CM noise is relatively hard to be addressed due to its generation mechanism and 
complicated propagation paths. Distributed capacitance is the key coupling path for 
CM noise conduction [4]. Due to its complex parasitic parameter effect, the study 
of generation mechanism and suppression method of the CM noise has become a 
research hotspot in the EMC design of power converters. Developing an accurate, 
simple, and having actual physical parameters transformer CM noise model, is very 
critical for the analysis of EMI characters in isolated power converters. 

Flyback converter is widely used as power adapter such as phone chargers and 
laptop chargers due to its simple structure and low cost. Figure 1 describes the 
conducted CM characteristics of flyback converters. In Fig. 1, there are two CM noise 
propagation paths. The first is the parasitic capacitance between primary MOSEFT 
and ground. The secondary is the interwinding capacitance of transformers. Power 
adapter used for mobile chargers is with only two wires (L and N). For this circuit 
configuration, the secondary ground of the designed flyback converter is floating. 
The parasitic capacitance Csg between SG and the ground is used as the CM trans-
mission impedance of the conduction path. Using Y-cap to bypass CM noise is also 
an effective way to eliminated the CM noise flowing through transformer at the cost 
of causing leakage current [5]. 

Transformer not only has functions in isolation and voltage transform but also 
has other function in CM EMI filtering [6–9]. Analyzing the CM noise conduction 
mechanism in transformer coupling path is very significant to build transformer 
winding capacitance model, which is beneficial to further analyze the high frequency
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Fig. 1 Conduction EMI measurement and the CM noise conduction path of Flyback converter 
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CM noise characteristic and adopt proper noise cancelation methods to achieve noise 
attenuation. 

2 Transformer Winding capacitance Model 

Figure 2(a) shows the conducted CM model of the transformer consisting of six-
capacitance [10], i.e., CAB, CAC, CAD, CBD, CCD, and CBC. The parasitic capacitance 
CAB and CCD paralleling with primary and secondary windings are not regarded as 
CM conduction paths. They can be removed in the CM noise analysis. 

The displacement current flowing through the parasitic capacitance of the 
transformer can be calculated by: 

iT rans  = CAC 
d(VA − VC ) 

dt
+ CBD  

d(VB − VD) 
dt  

+CBC 
d(VB − VC ) 

dt
+ CAD 

d(VA − VD) 
dt  

= (CAC + CAD) 
dVA 

dt  
+ (CBD  + CBC ) 

dVB 

dt  

−(CBC + CAC ) 
dVC 

dt  
− (CBD  + CAD) 

dVD 

dt  

(1) 

where point A and C are called voltage hot points connecting to the drain of the 
MOSFET, points B and D are called voltage static points connecting to the ground 
terminals of DC bus capacitor for flyback converter. 

Because point B and D are static point, their potential are equal to the ground 
potential (dv/dt = 0). Then, the expression of (1) can be simplified as (2): 

iT rans  = (CAC + CAD) 
dVA 

dt  
− (CBC + CAC ) 

dVC 

dt  
(2)

Cps 

Csp 

CAB 

A 

B 

C 

D 
CBD 

CCD 

CAC 

CBC CAD 

n:1 n:1 

Hot point 

Hot point 

Static point 

Static point 

ips 

isp 

Primary Secondary Primary Secondary 

(a) Transformer winding six-capacitor model (b) Transformer winding two-capacitor model 

Fig. 2 Transformer winding model 
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where the displacement current iTrans will flow through the parasitic capacitance CAC, 
CAD, CBC and CAC to conduct CM noise. In order to do further simplification, the 
expression of the CM noise in (2) can be equivalent as in (3). 

iT rans  = Cps 
dVA 

dt  
− Csp 

dVC 

dt  
(3) 

The function of  CAC + CAD is represented by a lumped capacitance called as Cps. 
Similarly, using the lumped capacitance Csp can represent the function of CBC + 
CAC. 

As shown in Fig. 2(b), the voltage pulsation generated by dVA/dt and dVC/dt will 
be assigned on Cps and Csp to form CM noise ips and isp, respectively. It should be 
noted that the location of Cps and Csp are between voltage hot point and static point, 
representing the CM noise in primary or secondary side, flowing from voltage hot 
point to static point. Usually, ips is far larger than isp, because voltage pulsation dVA/ 
dt is far larger than dVC/dt. Then, the total CM noise flowing through transformer is 
in the same direction with ips. 

In order to eliminate the CM noise, it can be done in view of increasing Csp. Then, 
the CM noise isp can also be increased. It is possible to make a balance between ips 
and isp and the CM noise can be effectively suppressed. There is a certain assumption 
that the phases of two CM noise sources are antiphase with each other. Otherwise, it 
is impossible to make a balance between ips and isp. 

3 Transformer EMI Character with Different Topology 

For Flyback converter, the secondary side using diode to rectify is commonly used 
topology due to its easy implement and low cost. Most of the scholars focus on the 
EMI characteristic of this topology, and many noise cancelation methods and noise 
balance methods are successively proposed to solve the EMI problems. In Fig. 3(a), 
the phase of secondary CM noise source is antiphase compared with that of primary 
CM noise source. Figure 3(b) shows the equivalent CM noise circuit. It can easily 
find that isp can cancel ips and ipg, which means that reasonable transformer winding 
design can achieve CM noise reduction. When the flyback converter is with two-wire, 
the part of CM noise ipg can be reasonable ignored due to too tiny of Cpg. Then, the 
main task should be focused on how to balance ips and isp.

In order to minimize the switching losses in the secondary side, the synchronous 
rectification technology is proposed and the power loss can be reduced. For lowering 
cost and easy design of gate driving, MOSFET in the secondary is in the low poten-
tial side instead of high potential side. However, this action can make a huge change 
for conductive CM noise characteristic. To further investigate the CM characteristic 
under this kind of circuit topology, Fig. 4(a) and (b) show the CM noise conduc-
tion paths. In Fig. 4(b), it can find that the location of secondary switch has changed, 
which lead to the phase of UDS2 to be inverted compared with that shown in Fig. 3(b),
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i.e., the CM current ips and isp are in the same direction. So increasing isp can 
only worsen EMI problem instead of improving. That means the transformer with 
synchronous topology cannot attenuate CM noise by achieving the electric potential 
balance between the adjacent windings. 

To further reveal the internal reason, the winding potential is also drawn in 
Fig. 4(a). It can find that the location of the secondary switch alters the potential of the 
secondary winding. The potential in primary winding is antiphase with the potential 
in secondary winding. Any way to adjust the winding arrangement cannot achieve 
CM noise attenuation. For the transformer under this kind of circuit configuration, 
antiphase CM noise sources should be created to achieve CM noise cancellation. 

4 Experimental Verification 

Based on the insertion loss (IL) method, the CM noise suppression characteristic of 
transformer is conducted network analyzer, and the dynamic CM capacitance CQ 

of the transformer is obtained by normalization. The measurement method of CQ is 
shown in Fig.  5(a), and Fig. 5(b) shows the corresponding equivalent circuit model.
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In Fig. 5(b), the CM behavior of the transformer is represented by capacitance 
CQ. The CM noise flows through CQ from primary side to secondary side and cause 
voltage drop U1 in resistor R2. Hence, CQ can represent the CM characteristic of 
transformers. 

The dynamic CM capacitance CQ can be measured according to the following 
expression. 

CQ = 1 

2π f
/
10 

40−S21(dB) 
10 − 104 

(4) 

where S21 parameter at a certain frequency is measured by network analyzer. 
In this section, a flyback transformer is used to check the effectiveness of the 

proposed transformer capacitance model. The structure parameters of the designed 
PCB planar transformer are: 

Transformer: EID22.5/12.3; Core material: PC95; Turn number: NP = 26, NS = 
3; Winding arrangement: PSP. 

As has been analyzed in section II, the CM noise ips and isp is determined by 
its voltage pulsation and the lumped parasitic capacitance. The flyback converter is 
usually used for lower voltage output. It means that the voltage pulsation in primary 
side is larger than that in secondary side. In order to cancel the CM noise, the 
value of the equivalent CM capacitance Cps and Csp can be adjusted, which can be 
achieved by the designed of transformer or paralleling an external capacitor between 
the transformer terminals. 

For better and clear understanding, the external capacitors are used to manually 
adjust the lumped capacitance Cps and Csp. The sum of CM noise is the result of ips-
isp, and it can be represented by the dynamic CM capacitance CQ. The measurement 
results under two circuit configurations are shown in Fig. 6(a) and (b), respectively.

In Fig. 6(a), adding an external capacitor on the location of Cps can increase ips 
(ips = V p 

.Cps). Similarly, isp can be increased by adding an external capacitor on 
the location of Csp (isp = V s 

.Csp).  As  a matter of fact,  V p is far larger than V s, 
adding an external capacitor on the location of Cps will cause more CM current in
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the transformer coupling path compared with that adding the same external capacitor 
on the location of Csp. The CM noise sources V p and V s are anti-phased, and the 
CM noise can be cancelled by creating a balance between Cps and Csp. For further 
lowering the CM noise, the external capacitor should be parallel on the location 
of Csp, and the CM noise will first decrease to zero and then increase. When the 
condition of V p. Cps = V s. Csp is met, zero CM noise will be achieved. 

In Fig. 6(b), adjusting Cps and Csp can only increase CQ, that means the CM current 
ips and isp are in the same phase, and the CM current in transformer coupling path 
is increased. ips and isp cannot be canceled with each other. This situation is totally 
different from that shown in Fig. 6(a), which conforms well with the previous anal-
ysis mentioned in section III. Therefore, for Flyback transformer with synchronous 
technology, some of the CM noise attenuation methods may not be applied to reduce 
CM noise anymore. Because V p and V s are in the same direction, and it is impossible 
to achieve noise cancellation just by adjusting the value of Cps and Csp. 

5 Conclusions 

The proposed two-capacitor transformer CM model is very suitable and easy to 
analyze the CM current characteristics of transformers and it also points out that the 
CM cancellation characteristic is determined by the noise source. For the same trans-
former under different topologies, it can exhibit totally different the CM cancellation 
effect. Based on the proposed model, the CM noise conduction mechanism and its 
corresponding noise cancelation method in capacitive coupling frequency range can 
be investigated in detail. For higher frequency range, the proposed model should be 
extended to consider the effect of inductive coupling. 
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Virtual Screening of New High Voltage 
Insulating Gases as Potential Candidates 
for SF6 Replacement 

Xiaodian Li, Dongwei Sun, Yongyan Zhou, Xiaopeng Fan, Li Li, Nian Tang, 
Zhuanglei Zou, and Gaokeng Xiao 

Abstract A virtual screening protocol was developed to screen a massive ZINC 
database for potential candidates for sulfur hexafluoride (SF6) replacement as insu-
lating gases via estimation of boiling points, dielectric strengths (DS), filtering of 
some other relevant properties and then Global Warming Potential (GWP) index. 
Firstly, we calculated the boiling points of about 1200 million compounds, which 
is a subset of ZINC database with the molecular weights less than 250. 1329 
compounds with their calculated boiling points below 70 °C were obtained. Next, 
we calculated the DS of the compounds using quantum mechanical methods and 
1248 compounds with their DS values above 0.8 remained. Further filtering was 
applied to exclude those compounds with formal charges, polar hydrogens, metal 
elements, and elements such as chloride, bromine, boron, silicon and tin. At last, 
41 compounds resulted from the virtual screening as potential candidates for SF6 
replacement. Among these compounds, 14 were reported in literature as insulating 
gases with their experimental DS values between 0.8 and 2.4. The rest had the 
potential to be novel insulating gases. After establishing the validity of our virtual 
screening protocol, we further calculated the GWP values of the screened compounds 
and recommended potential SF6 replacements with high DS, low boiling points and 
low GWP values. In summary, a virtual screening protocol was developed in this 
study. It is able to enrich existing insulating gases and is likely to be useful to find 
novel SF6 replacement candidates. 

Keywords SF6 · gas insulation · dielectric breakdown
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1 Introduction 

Sulfur hexafluoride (SF6) is widely used in the electric power industry as insulating 
gases because it is chemically inert and nontoxic with a high dielectric strength and 
a low boiling point. It was estimated that more than 10,000 tons of SF6 are produced 
every year and more than 8,000 tons are used in the electric power industry [1]. It 
was pointed out in the 2007 Inter-governmental Panel on Climate Change (IPCC) 
report that the concentration of SF6 in the atmosphere has been increased steadily in 
accordance with the increasing usage of SF6 [2]. Although it is an excellent electrical 
insulator, SF6 is a potent greenhouse gas with a long atmospheric lifetime. Its Global 
Warming Potential (GWP) was estimated to be 23,000 times of CO2 and will have a 
great impact on global warming. The only effective way to reduce the atmospheric 
concentration of this long-lived gas is to reduce its emissions. It has therefore been 
included in the Kyoto Protocol as one of the greenhouse gases [3]. The usage of SF6 
have been limited and steadily reduced over the past decade. Considerable efforts 
have been made to search for its replacement. 

The characteristics that the SF6 replacements must possess are chemical stability, 
low toxicity, low flammability, low GWP, high dielectric strength (DS), and suitable 
boiling point ranges for high voltage applications. It would be time consuming and 
very costly to test these properties of many compounds by performing individual 
experiments. In light of such difficulties, an alternative method is to use computational 
techniques to predict the properties first, then test selected compounds experimentally 
[4]. Previously, in order to find new classes of refrigerants with low GWP values, 
along with low to moderate flammability and suitable thermodynamic characteristics, 
Kazakov et al. developed new computational methods to narrow down to 1,234 
candidates by applying environmental and safety criteria to the PubChem database 
of over 56,000 compounds [5]. Based on this work, Rabie et al. went one step further 
by systematically screening those chemical compounds obtained by Kazakov et al. 
for their suitability as high voltage insulating gases on the basis of the predictions of 
their dielectric strength, boiling points and other properties [6]. 141 compounds were 
enriched as potential candidates for SF6 replacement. Such studies demonstrated the 
power of virtual screening and motivated us to develop our own virtual screening 
method. 

In this study, we performed virtual screening on the subset of the ZINC database 
with the molecular weights less than 250 (about 12 million molecules in total) by 
filtering their calculated boiling points, calculated dielectric strengths, other rele-
vant properties and GWP index. The virtual screening protocol is as follows: Firstly, 
the boiling points of the compounds were calculated by a machine-learning method 
and the compounds with the boiling points below 70 °C were kept. Secondly, the 
dielectric strengths of the remaining compounds were calculated by density func-
tional theory (DFT) and the compounds with their dielectric strength values above 
0.8 were kept. Lastly, the compounds with chlorine or bromine elements, which are 
previously known to be harmful to ozone, along with unstable structures and C-H 
bond were filtered. The results showed that our method was able to enrich existing
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known insulating gases with high dielectric strengths and low boiling points. After 
establishing the validity of our virtual screening protocol, we further calculated the 
GWP values of the screened compounds and recommended potential SF6 replace-
ments with high DS, low boiling points and low GWP values. The virtual screening 
protocol is simple, fast, and easy to apply. It is likely to be a useful tool in the search 
for SF6 replacement gases. 

2 Methods 

2.1 Estimation of Boiling Points 

The estimation of boiling points was performed based on the well-established 
machine-learning method [7]. The experimentally measured boiling points of struc-
turally diverse sets of environmental chemicals were taken from the EPA EPI Suite 
Data [8]. The boiling points of 4074 compounds were used as the training set and 
1358 were used as the test set. The estimation model was built by the DNN deep-
learning method within the framework of TensorFlow [9, 10] with the Morgan molec-
ular fingerprints [11] calculated by RDKit 2017 [12] and molecular weights as the 
descriptor. The correlation coefficients (R2) of the training set and the test set were 
found to be 0.985 and 0.955, respectively. The root mean squared deviations (RMSD) 
between the experimental and predicted values of the training set and test set were 
9.05 and 18.28 °C, respectively. The maximum and minimum residuals of the training 
set were −124.91 and 74.82 °C, respectively. Those of the test set were −91.93 and 
−124.41 °C, respectively. The training and test datasets were available in Table 1. 
The scatter plots of the experimental data versus the estimated values for both the 
training set and the test set were shown in Fig. 1. 

Next, the subset of the ZINC12 database [13, 14] with the molecular weights 
less than 250 (11,918,365 compounds) were estimated for their boiling points by 
the method described above. 1329 compounds with their boiling points below 70 °C 
were chosen for the estimation of their dielectric strengths in the next step.

Table 1 Confusion matrix 

Prediction 

Class 1 2 3 SUM 

1 88 1 1 90 

2 2 47 0 49 

3 0 0 64 64 

SUM 90 48 65 203
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Fig. 1 The scatter plots of 
the measured and predicted 
boiling points for a the 
training set b the test set

2.2 Estimation of Dielectric Strength 

The estimation of dielectric strength was based on DFT calculations as follows [15]. 
Firstly, the geometry optimization and frequency analyses were performed to confirm 
the convergence to the optimal structure at the ground state. Then the descriptors such 
as electronegativity (χ ), polarizability (α) were calculated. All these calculations 
were done at APFD/6–311 + G(2dp) level using Gaussian 16 package [16]. The 
electronegativity χ was calculated according to Koopmans’ theorem: 

χ = −  
EHO  M  O  + ELU M O 

2 
(1) 

APFD/6–311 + G(2dp)-based GIPF descriptors such as molecular surfaces (A), 
electrostatic balance parameter (ν), total variance of the surface electrostatic poten-
tial (σ 2 tot ), local polarity of molecule (P) were calculated using Multiwfn package 
(Version 3.4.1). A model was obtained when applying the above descriptors on the
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Table 2 Accuracy statistics 
Class 1 2 3 

TPR 0.978 0.959 1 

FPR 0.018 0.006 0.008 

TNR 0.982 0.994 0.992 

FNR 0.022 0.041 0 

Precision 0.978 0.979 0.985 

Sensitivity 0.978 0.959 1 

Specificity 0.982 0.994 0.993 

F-measure 0.978 0.969 0.992 

dataset containing 42 compounds with their relative dielectric strength experimental 
determined. 

DS  = 0.00002736A2 + 0.06949αχ + 0.0457νσ 2 tot  − 0.07247 + 0.3163 (1) 

The correlation coefficient was 0.9705 and the RMSD was 0.117, comparable to 
other methods for the same dataset reported in literature [15]. 

We then applied the model to the 1329 compounds from the previous step (see 
Table 2). The compounds with their DS values below 0.8 were filtered out. It resulted 
in 1248 compounds for the next step (see Table 3).

2.3 Filtering of Other Relevant Properties 

In this final step of our virtual screening protocol, we further applied several filtering 
criteria as follows. We filtered out charged compounds because the SF6 replace-
ment candidates should not be charged for insulating gases. Compounds containing 
elements such as B, Si, Fe, Sn are considered unstable therefore they were filtered 
out. The elemental composition of the remaining compounds was only C, H, O, N, S. 
Compounds with some unstable functional groups such as O-O, N-F, O-F, carboxylic 
acid ester, amide, acyl halide were also filtered out. At last, only compounds without 
C-H were kept because they have the best chance to be SF6 replacements. It resulted 
in 41 compounds. Their chemical structures, estimated boiling points and dielectric 
strengths are listed in Table 4.

2.4 Estimation of GWP 

To analyze the resulting compounds from our virtual screening, their GWP values 
were further evaluated. GWP was introduced in the first IPCC Assessment Report
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Table 3 Compounds with their relative DS above 0.8 

ID Structure 
BP 
Predicted 

BP (Lit) 
DS 
Pre-
dicted 

DS(Lit) 

ZINC000001845819 -2.15 -24.6 [19] 1.32 1.71 [20] 

ZINC000001845828 8.62 6-7 [21] 1.15 1.20 [15] 

ZINC000001847433 2.64 -35 [22] 1.81 2.00 [15] 

ZINC000001847489 8.68 2-5 [23] 2.22 2.40 [15] 

ZINC000002004073 3.33 1.2 [24] 1.38 1.70 [20] 

ZINC000002031388 4.76 5-6 [25] 1.03 1.70 [20] 

ZINC000002034765 45.25 27 [26] 1.46 2.20 [20] 

ZINC000002041032 -37.52 -29 [27] 0.91 0.94 [15] 

ZINC000002041042 1.98 -5.9 [28] 1.24 1.50 [15] 

ZINC000004262093 -24.16 -28 [29] 1.73 1.03 [20] 

ZINC000005019026 -41.42 -64 [30] 1.51 1.50 [15] 

ZINC000008214651 -43.54 -39 [31] 1.22 0.98 [20] 

ZINC000039256939 10.54 23.5 [17] 2.12 2.20 [15] 

ZINC000056897668 -0.05 -2 [32] 1.61 1.36 [20] 

ZINC000095671149 19.04 0.6 [33] 1.44 1.89 [20] 

ZINC000095676839 23.17 -85 [34] 0.93 0.72 [35]

as a simple metric for comparison of potential greenhouse gases in terms of their 
impacts on the climate system. IPCC defined GWP as the ratio of radiative forcing 
(RF) due to a pulse release of 1 kg of trace compound integrated over a chosen time 
horizon (TH) to that of the reference gas, CO2: 

GWP =
∫ T H  
0 RFdt

∫ T H  
0 RFCO2dt  

(3) 

In this study, GWP was computed for the time horizon of 100 years, which is the 
value most commonly used in the policy framework.
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Table 4 Compounds with reported DS values 

ZINC ID Structure Dielectric Strength 

ZINC000002004073 1.12 [38], 1.7 [39] 

ZINC000002031461 0.80 [15] 

ZINC000002041032 0.94 [15] 

ZINC000004262093 1.03 [39] 

ZINC000064370167 0.93 [40] 

ZINC000064370165 2.20 [40] 

ZINC000095676839 0.72 [41][42]

Potential SF6 replacements should have comparable or even lower GWP than 
SF6. In order to obtain compounds with diverse chemical structures, the constraint 
for GWP was set to GWP < 1000, instead of GWP < 200 as in Rabie’s study [6]. 
The reason for the high GWP constraint was that the GWP of Novec 4710 marketed 
by 3 M company is 2100 [17], indicating that higher GWP values could be tolerated 
in the development of insulating gases. In this study, we used the 202 compounds 
in IPCC (2013) plus Novec 4710 as the training set. They were divided into three 
classes based on their GWP values: 

Class 1 : GWP ≤ 200 
Class 2 : 200 < GWP ≤ 1000 
Class 3 : 1000 < GWP 

We selected PM7 semiempirical method implemented in Gaussian 16 to compute 
the energies of highest occupied molecular orbital (HOMO) and lowest unoccupied 
molecular orbital (LUMO) of the compounds in the training set. Then a random 
forest classification (RF) model was built via the Weka 3.7 implemented in KNIME 
(Version 3.5). Classification accuracy reports the percentage of data points correctly 
classified and is defined as: 

classification accurracy = 
C 

N 
× 100% (4) 

where C is the number of data points correctly classified and N is the total number 
of data points. 

Cohen’s kappa (κ) measures the agreement between two raters who each clas-
sify N items into C mutually exclusive categories [18]. For a given classification 
prediction, we used the statistical measures such as classification accuracy, true posi-
tive rate (TPR), false positive rate (FPT), true negative rate (TNR), false negative 
rate (FNR), F-measure and Cohen’s kappa (κ):
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TPR is defined as 

TPR = TP 

TP + FN 
(5) 

FPT is defined as 

FPR = FP 

TP + TN 
(6) 

TNR is defined as 

TNR = 
TN 

TN + FP 
(7) 

FNR is defined as 

FNR = FN 

TP + FN 
(8) 

Precision is defined as 

Precision = TP 

TP + FP 
(9) 

F-measure is the harmonic mean between the recall and precision and is defined as. 

F − measure = 
2 × Precision × Recall 
Precision + Recall 

(10) 

The major statistical measures were summarized confusion matrix (Table 1) and 
accuracy statistics (Table 2). In this study, 199 out of 203 compounds were classified 
correctly with an overall classification accuracy of 98.03%. And Cohen’s kappa 
(κ) of class prediction was 0.969. It was shown that our GWP classification model 
has a significant classifying prediction performance. The dataset used to build the 
classification model, the descriptors and the predicted results were listed in Table 5.
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Table 5 Compounds with reported GWP values 

ZINC ID 
Formula 

(IPCC 2013) 
Structure GWP 

ZINC000001845822 CF3OCH2CH3 29 

ZINC000001845835 CH2FCF2CHF2 716 

ZINC000001847428 CH3OCF2CHF2 301 

ZINC000001847439 CH3CH2CF3 76 
ZINC000001847513 CF3CF2CF=CF2 <1 
ZINC000002031461 CF3CH=CH2 <1 

ZINC000002041032 CF3CF=CF2 <1 

ZINC000002242932 CF3CF2OCH3 654 

ZINC000002379320 (CF3)2CFOCH3 363 

ZINC000002379349 CF3CF=CH2 <1 

ZINC000002379384 CH3OCF2CF2CF3 530 
ZINC000002560087 CF3CH2OCH3 1 

ZINC000002584257 C2F5CH=CH2 <1 

ZINC000004290222 CF3OCF=CF2 <1 

ZINC000005701046 CH3OCF3 523 
ZINC000008698363 CH3OCHF2 144 
ZINC000014611418 CF3CH2OCF3 979 

ZINC000063146256 CF3CF=CHF (Z) <1 

ZINC000063148507 CF3CF=CHF (E) <1 

ZINC000064370165 CF3CH=CHCF3 (Z) 2 

ZINC000064370167 CF3CH=CHF (E) <1 

ZINC000064370173 CF3CH=CHF (Z) <1 

ZINC000080440236 CHF2CHFCHF2 235
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3 Results and Discussion 

3.1 The Virtual Screening Protocol Is Able to Enrich 
Compounds with High Dielectric Strengths and Low 
Boiling Points 

Among the final 41 compounds from the virtual screening in Sect. 2.3, there were 
16 compounds with their DS reported in the literature (see Table 3). Except for 
compound ZINC000095676839 whose experimental DS value of 0.72 therefore 
should have been excluded, all compounds had their experimental values above 
0.8. It suggested that our virtual screening protocol was able to enrich compounds 
with high dielectric strengths. In terms of boiling points, except for compound 
ZINC000002034765, all the compounds had their experimental boiling points lower 
than 30 °C. It indicated that our virtual screening protocol was able to enrich 
compounds with high dielectric strengths and low boiling points at the same time. The 
boiling point constraint of 70 °C was set by taking into consideration that there could 
be significant uncertainties in the calculations of boiling points and a high boiling 
point constraint could include relevant compounds as many as possible. Based on 
Table 3, it suggested that the boiling point constraint could be possibly set to a lower 
value for future virtual screenings. 

Quantitative analysis of the predicted properties and their experimental values 
could further help us evaluate the accuracy of our calculations. As shown in Table 
3, the predicted BP value of compound ZINC000095676839 was 27.17 °C while 
the experimental value was – 85 °C. The deviation was seemingly very big, up to 
108 °C. However, it was still within the maximal deviation of our built model. More-
over, if this compound was excluded, the correlation coefficient was 0.7197 for the 
remaining 15 compounds. The Pearson correlation and the Spearman Rank Correla-
tion were 0.848 and 0.875, respectively, indicative of strong correlation between the 
predicted values and the experimental data. As for the electric strength, compounds 
ZINC000002031388, ZINC000002034765 and ZINC000004262093 had the largest 
deviations of 0.67, 0.74, and 0.70, respectively. If they were excluded, the correlation 
coefficient was 0.796, and the Pearson Correlation and the Spearman Rank Correla-
tion were 0.852 and 0.856, respectively, also indicative of strong correlation between 
the predicted values and the experimental data. 

3.2 The Virtual Screening Protocol is Able to Enrich 
Compounds with Diverse Structures 

There are six different types of structures for the final 14 compounds, as shown in 
Table 4.
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The alkanes have a long atmospheric lifetime and high GPW therefore they are not 
suitable for SF6 replacement [36, 37]. The alkenes are more interesting because they 
have a relatively short atmospheric lifetime and high dielectric strengths. For instance, 
perfluoroethene (ZINC000002004073) has a very low boiling point of 1.2 °C but 
excellent insulation capability (dielectric strength of 1.7). ABB Company has filed a 
patent for this compound (WO2017162578). Perfluorocyclobutene has shown similar 
performance with the boiling point of 5 °C and the same dielectric strength of 1.7. The 
boiling point of perfluoropropene is only−23 °C but its dielectric strength is about the 
same as SF6. Owing to the very low boiling point, it is expected to be useful at areas 
of high latitude as an insulating gas [36]. Perfluoro-2-butyne (ZINC000001845819) 
has high dielectric strength of 1.71 and low boiling point of−24.6 °C. It was expected 
to be a good candidate for SF6 replacement [36]. 

Four nitrile compounds have survived our virtual screening protocol, which is a 
great demonstration of the strength of our method because nitriles have been known 
to be good insulating gases and some of them have been commercialized. Mitsubishi 
Inc. was granted patents (US4547316) for use of perfluoronitriles such as perfluo-
roacetonitrile, perfluoropropionitrile, perfluorobutyronitrile and perfluoropentanen-
itrile as insulating gases in electric equipment. Based on these results, heptafluo-
roisobutyronitrile was commercialized by Alstom (Trade name Novec 4710) as a 
lower GWP alternative to sulfur hexafluoride (SF6). 

One perfluoroketone was in the final list of the virtual screening results. Such 
compounds also have high dielectric strengths and low boiling points as perfluo-
ronitriles. Novec 5110 as an example in this kind has been commercialized. There 
are few scientific reports about perfluoroepoxides as insulating gases. However, they 
were included in the patent (US20130292614) filed by 3 M company. 

3.3 Optimization of the Virtual Screening 

Evidently, the net charges of the compound should be zero as insulating gases. There-
fore, compounds with non-zero formal charges should be filtered out. The results from 
the previous section confirmed that it was possible to enrich compounds with known 
high DS values when the filtering criteria were set to be boiling points ≤30 °C and DS 
≥0.8. Therefore, we have adjusted our virtual screening protocol to the same criteria. 
Previously, compounds containing hydrogen were filtered out, which resultedin only 
41 compounds. To increase the number of the hits, the filtering criteria were modi-
fied to retain the compounds with the element of hydrogen. Lastly, we hope that the 
compounds have low GWP values, therefore, compounds with GWP values lower 
than 1000 were selected by applying GWP classification model. The flowchart for 
the modified virtual screening is shown in Fig. 2. In the end, 170 compounds were 
screened out from our refined virtual screening protocol (see Table 6).

We obtained 170 compounds from our virtual screening protocol, including 7 
known insulating gases (see Table 4). For these 7 compounds, there are perfluoro-
compounds as well as compounds with C-H bonds. In the meantime, among the 170
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Fig. 2 Refined virtual screening protocol

compounds, there are 23 known compounds (see Table 5) with GWP values lower 
than 1000. It showed that our GWP prediction model was able to enrich compounds 
with low GWP values. 4 of them (see Table 7) have their reported DS values greater 
than 0.8. These 4 compounds had very low boiling points as well as low GWP values. 
All these suggested that our virtual screening protocol have the ability of enriching 
compounds with high DS values, low boiling point and low GWP values. Other 
compounds which have not been reported in literature yet have the potential to be 
possible SF6 replacements. 

When the GWP values were used as filtering criterion, nitrile compounds were 
filtered out due to their large predicted GWP values (>1000). Therefore, nitrile 
compounds were not included in the final compounds. Meanwhile, when building 
the prediction model, only one nitrile compound (NOVEC 4710) was included in 
the training set and its GWP value was as large as 2100. Because some commercial 
insulating gases are nitrile compounds and they do have rather large GWP values, 
it suggested that nitrile compounds should be treated separately to increase the 
possibility of finding novel insulating gases.
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4 Conclusion 

In this study, we performed virtual screening on the subset of the ZINC database 
with the molecular weights less than 250 by filtering their boiling points, dielectric 
strengths, GWP values as well as other relevant properties for SF6 replacements. The 
results showed that our method is able to enrich insolation gases with high dielectric 
strengths, low boiling points and low GWP. It is simple, fast, and easy to apply. It is 
likely to be a useful tool in the search for SF6 replacement gases. 
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Prediction of Global Warming Potential 
of Insulating Gases Using Random Forest 
Classifiers 

Dongwei Sun, Yongyan Zhou, Xiaopeng Fan, Li Li, Nian Tang, 
Zhuanglei Zou, and Gaokeng Xiao 

Abstract Greenhouse effects caused by insulating gases with high global warming 
potential (GWP) pose a severe threat to the environment therefore searching for their 
alternatives is imperative. In this study, random forest classifiers were utilized to 
build a classification model for prediction of global warming potential of insulating 
gases using random forest classifiers. The accuracy and the predictive power of the 
model were thoroughly evaluated. 

Keywords gas insulation · SF6 · modeling · environmental radiation effects 

1 Introduction 

Hydrofluorocarbons (HFCs) and sulfur hexafluoride (SF6) are gases with severe 
greenhouse effects. The former is widely used as refrigerants while the latter is 
widely used as an electrical insulating gas. Concerns about climate change have 
prompted people to seek alternatives with low global warming potential (GWP) [1, 
2]. Hydrofluoroethers (HFE) and hydrofluoroolefins (HFOs) as unsaturated HFCs 
are potential alternatives for HFC-based refrigerants [3] and the insulating gas SF6 
[4]. Due to the presence of double bonds in the compounds of HFOs, the reaction 
rate with atmospheric hydroxyl radical (OH) is high. Therefore, HFOs have a much 
lower atmospheric lifetime than the currently used HFC-based refrigerants and the 
insulating gas SF6, therefore much lower GWP as well. 

GWP was introduced as a simple metric to measure the impact of a particular 
substance in the atmosphere in the first Intergovernmental Panel on Climate Change
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(IPCC) Assessment Report. The IPCC Fourth Assessment Report (IPCC2007 AR4) 
[5] defines an index, based upon radiative properties of well mixed greenhouse gases, 
measuring the radiative forcing of a unit mass of a given well mixed greenhouse gas 
(i) in today’s atmosphere integrated over a chosen time horizon, relative to that of 
carbon dioxide: 

GW Pi = 
∫T H  
0 RFi (t)dt  

∫T H  
0 RFr (t)dt  

= 
∫T H  
0 ai [Ci (t)]dt  

∫T H  
0 ar [Cr (t)]dt  

(1) 

where TH is the time horizon, RFi is the global mean radiative forcing capacity (RF) 
of component i, ai is the RF per unit mass increase in atmospheric abundance of 
component i, [Ci(t)] is the time-dependent abundance of i, and the corresponding 
quantities for the reference gas (r) in the denominator. The atmospheric lifetime τ is 
used to describe the time-dependent abundance of chemicals: 

where TH is the time horizon, RFi is the global mean radiative forcing capacity 
(RF) of component i, ai is the RF per unit mass increase in atmospheric abundance 
of component i, [Ci(t)] is the time-dependent abundance of i, and the corresponding 
quantities for the reference gas (r) in the denominator. The atmospheric lifetime τ is 
used to describe the time-dependent abundance of chemicals: 

Ci (t) = Ci (t = 0)e
−t/τi (2) 

where Ci(t = 0) is the initial concentration of component i, and its concentration 
decreases exponentially. 

The atmospheric lifetime τ depends on the reaction rate constants of component 
i with OH, expressed by the reaction rate constant relative to methyl chloroform and 
the atmospheric lifetime: 

τi = τCH3CCl3 
kCH3CCl3 (277K) 

ki (277K) 
(3) 

where kCH3CCl3 (277 K) and ki (277 K) are the reaction rate constants of methyl 
chloroform and component i with OH at 277 K, respectively. 

The reference compound ar is given by IPCC2007 AR4, so the GWP index of 
compound i over a given time span depends on its radiative forcing efficiency (RE) 
and atmospheric lifetime τ. Although there have been many separate reports of radi-
ation forcing efficiency predictions [6–8] and atmospheric OH response rate predic-
tions [9–12], it was not until 2012 that Kazakov et al. first reported the combination 
of the two directly for GWP predictions [3]. In that report, the GWP prediction was 
performed in three steps: (a) using the semi-empirical quantum mechanics method 
PM6 to calculate the infrared spectrum of a compound then predict the radiative 
forcing efficiency of the compound; (b) predicting the reaction rate of the compound 
using a modified hydroxyl radical reaction rate prediction model and estimating its 
atmospheric lifetime; (c) calculating the radiation efficiency and atmospheric life



Prediction of Global Warming Potential of Insulating Gases Using … 755

into the Eq. (1) to obtain GWP100 (the GWP value when TH = 100 years). Using 
this method, it was shown that there was a clear correlation between the predicted 
GWP100 and the experimental data reported in the literature. 

In order to cope with the threat from global warming, a framework agreement 
signed by various governments specified that the GWP100 of future emissions of 
chemical substances should be less than 200 [13]. The European Union has begun 
to implement the standard for refrigerants used in vehicles, ships and other means 
of transportations. In light of this, it is of utmost importance to develop refrigerants 
and insulating gases with their GWP100 ≤ 200. Toward this goal, Kazakov et al. set 
the filtering criteria as GWP100 ≤ 200 in their study [3]. However, it is possible to 
lower the GWP100 value by mixing a gas with a relatively high GWP100 value with 
another gas with a low GWP100 value. For example, the GWP100 of 3 M’s insulating 
gas NOVEC 4710 is 2300 [15], far higher than 200. In order to balance both the use 
of single gas and mixed gas and to increase the chances of discovering potentially 
low GWP100 gases, we set the filtering criteria for GWP100 values to ≤ 1000 in this 
study. 

The main purpose of this study is to describe a method for predicting gas molecule 
GWP100 using a random forest classification model with a prediction accuracy of over 
95%. To the best of our knowledge, this is the first method to directly classify and 
predict the compound GWP100 with the highest accuracy. In order to facilitate the 
reader to reproduce the results of this article, the GWPclass online prediction server 
was set up and it is available at http://sf6.molcalx.com.cn. At this server, the GWP100 
of a compound can be classified and predicted by drawing its chemical structure 
and providing its HOMO and LUMO energy values from density functional theory 
(DFT) calculations. 

2 Methods 

2.1 Compiling of the Dataset 

More than 200 structurally diverse compounds were collected in Chapter 8 of the 
IPCC 2013 report [16], including their GWP100 values, radiation efficiency and atmo-
spheric lifetime. They were selected as training data sets to establish a random forest 
classification model if the following selection criteria were met: 1) only elements 
such as H, C, N, O, S, F, Cl, Br and I are present; 2) at least 4 atoms per molecule; 3) 
The spin multiplicity is 1; 4) The time span HT of the GWP calculation is 100 years. 
In addition to the IPCC 2013 report, data reported by Kazakov et al. [3] and NOVEC 
4710 data [15] from 3 M were also included. The compounds were represented by 
Daylight SMILES. Redundant structures were removed. Then they were categorized 
as follows: a compound with GWP100 < 1000 was labeled as Class 1; a compound 
with GWP100 > 1000 was labeled as Class 2.

http://sf6.molcalx.com.cn
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2.2 Calculations of the Descriptors 

Machine learning methods use features, such as descriptors, to characterize molecules 
of interest. In this study, compounds were characterized by four descriptors: the 
energy of the frontier molecular orbitals HOMO and LUMO (EHOMO and ELUMO), 
the number of carbon-hydrogen bonds (nBCH), and the number of unsaturated bonds 
containing C atoms (double bonds and triple bonds) (nCdt). EHOMO and ELUMO were 
calculated using the Gaussian 16 (Rev B.01) [17] at the level of APFD/6–311 + 
G(2d,p) and the energy unit was Hartree; nBCH and nCdt were calculated using 
RDKit (Version 2017.9.03) [18]. EHOMO and ELUMO were chosen as descriptors 
because they are related to the reactivity of compounds, and it was reported that 
EHOMO is directly correlated with the reaction rate of atmospheric OH reaction [19]. 
nBCH is also related to the atmospheric OH reaction rate therefore it is listed as one 
of the main reaction modes in Atkinson’s atmospheric OH reaction rate prediction 
method [9–11]. In the method of predicting the atmospheric OH reaction rate by 
Thomas et al. [12], nBCH is also used as one of the descriptors. It is well known 
that HFO refrigerants containing carbon–carbon double bonds have lower GWP than 
HFC-based refrigerants, and the reactions between compounds with carbon–carbon 
double bonds or triple bonds and atmospheric OH are also the main reactions in the 
prediction method of atmospheric OH reaction rate developed by Atkinson [9–11]. 
Therefore, nCdt was chosen as a descriptor for GWP prediction as well. 

2.3 Random Forest Classification 

Random forest is an integrated learning model that outputs the final predicted value 
by training multiple decision trees separately and finally combining the results of all 
decision trees via voting or averaging. Compared to decision trees, random forests are 
randomized in two ways. On the one hand, the training dataset is selected at random. 
The same size of data is extracted from the original data set then it is returned. By 
doing so, the constructed data set will partially overlap but will not contain all of the 
original data. The random forest uses the constructed data set to train the decision 
tree, and outputs the final results by combing all the results from the decision tree of 
the subdataset. For example, the voting model is used for the classification model, 
and the regression model is used to average the output. On the other hand, the features 
are selected at random. Not all the features are used during the split process of each 
decision tree. A feature set is formed from random selection. Use this feature set 
to select the best features and then split. The addition of the randomness makes the 
decision tree not necessarily select the global optimal feature for splitting, and the 
generated decision tree is a relatively weak decision tree. 

Random forests are an algorithm that performs very well in many aspects and are 
widely used. Studies have shown that in the hundreds of data sets in different fields, 
compared to support vector machines, Bayesian classifiers, etc., random forests excel
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on average [20]. Recently, Tao et al. used random forest classifiers for large-scale 
ligand-based virtual screening studies and the results showed that it performed well 
in the tests of several drug targets [21]. Therefore, we decided to apply this method 
for the prediction and classification of GWP100. 

There are many implementations of random forest algorithm. In this study, we 
used the random forest classifier in Python’s scikit-learn machine learning library 
(Version 0.19.1) and optimized the parameters using the GridSearchCV module to 
obtain the final model. 

2.4 Performance of the Model 

The random forest model has about 33% of its data that is not used for training each 
tree because of its randomness, so the out of bag (OOB) cross-validation method of 
random forest can be used to examine the performance of the model. Specifically, the 
OOB error is used to examine the overall performance of the model. In addition, the 
performance of the random forest model can also be characterized by the Confusion 
Matrix, and be further evaluated using statistical indicators such as classification 
accuracy, true positive rate (TPR), false positive rate (FPR), true negative rate (TNR), 
false negative rate (FNR), precision and F-Measure etc. They are defined as follows 
(Eqs. 4–10): 

Classi f  i cation accuracy = 
C 

N 
× 100% (4) 

where C is the number of data points that are classified correctly and N is the total 
number of data points. 

T P  R  = T P  

T P  + FN  
× 100% (5) 

FPR  = FP  

T P  + FN  
× 100% (6) 

T N  R  = T N  

T N  + FP  
× 100% (7) 

FN  R  = FN  

T P  + FN  
× 100% (8) 

Precision  = T P  

T P  + FP  
× 100% (9) 

F − measure = 
2 × Precision  × Recall 
Precision  × Recall 

× 100% (10)
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3 Results and Discussion 

3.1 Datasets 

A total of 203 non-redundant compounds were obtained, of which 199 were from 
Chapter 8 of IPCC 2013 Report [16], 3 from the study by Kazakov et al. [3], and one 
from 3 M Company’s Novec 4710 brochure [15]. The data set was randomly divided 
into a training set and a testing set, where the training set contained 141 compounds 
and the testing set contained 62 compounds. The name of the compound, the SMILES 
code, the GWP100 value reported in the literature, the classification label, and the 
division of the training and testing sets are given in the Supporting Information. 

3.2 Calculations of the Descriptors 

The form is generated during the electronic submission process The compounds were 
processed by RDKit to calculate nBCH and nCdt. 3D structures were generated for 
Gaussian 16 to perform geometry optimization at the APFD/6–311 + G(2d,p) level. 
Convergences were confirmed by frequency calculations that there were no imaginary 
frequencies. The input files, EHOMO, ELUMO, nBCH and nCdt of all compounds are 
available in the Supporting Information. 

3.3 Training and Verification of the Model 

The descriptors were not directly used to train the model. Instead, the training set 
was normalized first by the preprocessing module of scikit-learn. The testing set was 
also normalized in the same way. 141 compounds in the training set were used for 
model training by the random forest classification method. The grid parameter search 
method of GridSearchCV module was used to perform fivefold cross-validation 
hyperparameter tuning. The three parameters are the number of decision trees. 
(n_estimators), decision tree maximum depth (max_depth) and decision leaf node 
minimum sample number (min_samples_leaf). The three optimized hyperparameters 
(see Table 1) are used to train the final model. 

Table 1 Hyperparameter 
tuning Hyperparameter Value 

n_estimators 20 

Max_depth 4 

Min_samples_leaf 1
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Fig. 1 Confusion matrix for 
the train set (a) and the 
testing set (b) 

(a) (b) 

The out-of-bagging error of the model is 7%, indicating that the model has good 
prediction accuracy. In order to further evaluate the model’s prediction accuracy and 
generalization ability for new data, the model was validated against a testing set. The 
model’s predicted performance for the training set and testing set is summarized in 
the confusion matrix of Fig. 1. 

The predicted performance indicators of the model TPR, TNR, FPR, FNR, Preci-
sion, F-measure and accuracy are calculated according to the confusion matrix in 
Fig. 1. The results are shown in Table 2. It was found that the compounds in Class 1 
of the training set has higher prediction accuracy than those in Class 2, which is 98.96 
and 91.11%, respectively. For the testing set, the accuracy is predicted to be 93.33% 
for Class 1 and 100% for Class 2, respectively. There are 5 compounds in the predic-
tion set and 3 compounds in the testing set which were predicted less accurately, 
but the model is basically consistent with the overall accuracy of the training set, 
the testing set and ensemble data, which are 96.45, 95.16 and 96.06%, respectively. 
It indicated that the model has good precision and generalization ability. Compared 
with Kazakov’s GWP prediction model, the performance of the random forest model 
is better, the accuracy of the two is 87.2 and 96%, respectively, but the calculations 
were simpler and more convenient for the RF model. 

Table 2 Main performance indicators of the FR model 

Training set Testing set Overall 

Class Class 1 Class 2 Class 1 Class 2 Class 1 Class 2 

TPR 95.96 97.62 100.00 85.00 97.16 93.55 

TNR 97.62 95.96 85.00 100.00 93.55 97.16 

FPR 2.38 4.04 15.00 0.00 6.45 2.84 

FNR 4.04 2.38 0.00 15.00 2.84 6.45 

Precision 98.96 91.11 93.33 100.00 97.16 93.55 

F-Measure 97.44 94.25 96.55 91.89 97.16 93.55 

Accuracy 96.45 95.16 96.06
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3.4 Analysis of Structure-GWP Relationship 

The random forest evaluates the importance of features by examining whether the 
prediction error of the model is lowered when the order of the features is changed 
[23]. If the order of an feature is changed and the prediction error is unchanged, it 
indicates that the feature is not important for the model prediction; conversely, if the 
order of an feature is changed and the prediction error is increased, it suggests that the 
feature is important for the model prediction. Therefore, the feature importance score 
can be used to evaluate the relationship between the compound structural features 
(descriptors) and GWP100. The importance of the four descriptors is ranked from 
high to low: EHOMO > nBCH  > ELUMO > nCdt (see Fig.  2). 

Among them, EHOMO had the highest score, reaching 0.543. This suggested that 
EHOMO was the decisive factor in GWP100 prediction. This can also be seen from the 
scatter plot of EHOMO vs GWP100 (Fig. 3): as EHOMO increases, GWP100 decreases 
dramatically. The two lowest chemical substances in EHOMO are carbon tetrafluoride 
and sulfur hexafluoride (−0.461, −0.455 Hartree), and their GWP100 is 6630 and 
23,500, respectively. Sulfur hexafluoride is the compound of with the largest GWP100 
in the data set.

According to Eqs. (1–3), GWP100 depends on the radiation efficiency of a 
compound and its atmospheric lifetime (τ), which in turn depends on its reaction 
rate constant with atmospheric OH. Bartolotti’s results [19] showed that the reaction 
rate constant of atmospheric OH is linearly correlated to the EHOMO calculated by 
density functional theory (DFT). EHOMO can be used to predict the atmospheric OH 
reaction rate constant of HFC and HFE compounds (Eq. 11): 

logKOH  = α + β E DFT  
HO  M  O (11) 

The larger the EHOMO, the larger the atmospheric OH reaction rate constant, the 
smaller the GWP100 value. Therefore, EHOMO affects the GWP100 of the compound 
by the atmospheric OH reaction rate constant. This is also consistent with Kazakov’s

Fig. 2 Feature importance score 
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Fig. 3 Scatter plot of EHOMO vs GWP100

study [3], which reduces the need for GWP100 to rely on an increase in the rate 
constant of the atmospheric OH reaction to obtain, rather than alter, the radiative 
forcing efficiency of the compound. 

We believe that ELUMO affects the GWP100 value of the compound indirectly 
through electronegativity, therefore it is reflected in the random forest model as a 
lower feature importance score. From the relationship between electronegativity and 
GWP100 (see Fig. 4), it can be seen that the higher the electronegativity, the larger 
the GWP100 is. The electronegativity (χ) can be calculated by EHOMO and ELUMO 

according to Eq. (12): 

χ = −  
EHO  M  O  + ELU M O 

2 
(12)

Because ELUMO needs to influence GWP100 together with EHOMO as shown in 
Eq. (12), it is reflected in the lower feature importance score. In addition, of the 203 
compounds in the data set, SF6 is the one with the greatest electronegativity and is 
one of the compounds with the largest GWP100 (see the Supporting Information). 
This further illustrates the need to take into account both the electronegativity of the 
compound and the GWP100 in the search for SF6 replacement gases. 

In the atmospheric OH reaction rate prediction method developed by Atkinson 
[9–11], the reaction is divided into four types: 1) the reaction of H atom replaced 
from CH or OH bond; 2) addition between the atmospheric OH and carbon–carbon 
double bonds and triple bonds; 3) addition between the atmospheric OH and aromatic 
rings; 4) reaction between the atmospheric OH and S, N, P. Atkinson’s method can 
fit 90% of the 500 reaction rate constants. In our feature importance analysis, the
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Fig. 4 Scatter plot of GWP vs electronegativity 

Fig. 5 GWP vs nBCH

feature importance of nBCH is 0.297, which is another important factor in the random 
forest model that affects GWP100. As can be seen from Fig. 5, as the nCBH of the 
compound increases, the GWP100 also shows a decreasing trend. This is consistent 
with Atkinson’s atmospheric OH reaction rate prediction model: increasing nCBH is 
beneficial for compounds to react with atmospheric OH, therefore lowering GWP100. 

Additions between the atmospheric OH and carbon–carbon double bonds and 
triple bonds are one of the types considered by Atkinson’s atmospheric OH reaction 
rate prediction method, which is consistent with what we observed in the data set (see 
the Supporting Information): In addition to Novec 4710, All compounds with non-
zero nCdt are compounds with low GWP100 values. This phenomenon did not seem in 
agreement with the low feature importance of nCdt (0.036). However, it is consistent
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with the high feature importance of EHOMO and ELUMO compared to nCdt. According 
to previous analysis, low EHOMO and high electronegativity are favorable factors for 
high GWP100 values, while NOVEC 4710 is a low EHOMO, highly electronegative 
compound. Its EHOMO is −0.39458 Hartree and one of 30 compounds with the lowest 
EHOMO, among which only one compound has a GWP100 of less than 1000. At the 
same time, NOVEC 4710 has an electronegativity of 0.227385 Hartree, which is one 
of the four compounds with the highest electronegativity in the dataset. While EHOMO 

is much more important than nCdt, Novec 4710 has a GWP100 greater than 1000, 
which is an exception to the low GWP100 rules for carbon-containing unsaturated 
bond compounds. 

Of the total 203 compounds, there were 8 compounds predicted to the least accu-
rate, with 5 for the training set and 3 for the testing set, respectively. Among them, 
the most surprising example is nitrous oxide and PFPMIE. Nitrous oxide has a 
higher EHOMO, but it is predicted to be > 1000; while PFPMIE with similar EHOMO is 
predicted to be < 1000. The possible reason is that the descriptors of choice for the 
present model is not complete and one or more descriptors are still needed. It also 
shows that there is room for improvement for the current methodology. Such work 
is under way in the laboratory and results will be reported in due course. 

4 Conclusions 

In this study, a random forest classification model was built for the classification 
prediction of GWP100 of 203 compounds with known GWP100. The model obtained 
was first evaluated with an out of pocket error rate (OOB error) of 7%. In addition, 
true positive rate (TPR), false positive rate (FPT), true negative rate (TNR), false 
negative rate (FNR), prediction, F-measure and other indicators were also used to 
evaluate the model. The overall prediction accuracy of the training set, testing set 
and complete set data is over 95%. The results showed that the model has excellent 
classification prediction accuracy and good generalization ability. 

Moreover, the structure-GWP analysis of four descriptors was performed by using 
the characteristic importance of random forests. The importance of these factors 
to GWP100 is: EHOMO > nBCH > ELUMO > nCdt. In general, improving EHOMO is 
beneficial to lowering GWP100 value, and vice versa; ELUMO together with EHOMO 

may affect GWP100 through electronegativity, reducing electronegativity is beneficial 
to reducing GWP100; increasing carbon number is beneficial to reducing GWP100, 
and vice versa; Increasing the number of carbon-free unsaturated bonds is benefi-
cial for lowering GWP100, but is less important. All of these conclusions, consis-
tent with previous researchers’ conclusions, can be used to guide the design of low 
GWP100 compounds. The GWP100 prediction model can explain about 96% of the 
data. However, there are 8 compounds (4%) predicted to be less accurate, and the 
model has room for further improvement. Research is in progress in this direction in 
our laboratory.
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Abbreviations 

DS Dielectric strengths 
GWP Global warming potential 
SF6 Sulfur hexafluoride 
IPCC Inter-governmental Panel on Climate Change 
DFT Density functional theory 
RMSD Root mean squared deviation 
RF Radiative forcing 
TH Time horizon 
HOMO Highest occupied molecular orbital 
LUMO Lowest unoccupied molecular orbital 
TPR True positive rate 
FPT False positive rate 
TNR True negative rate 
FNR False negative rate 
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Zhou Xiu, Bai Jin, Ni Hui, Tian Tian, Chen Lei, Luo Yan, Sun Shangpeng, 
and Zhang Heng 

Abstract In recent years, with a large number of photovoltaic and other new energy 
connected to the grid, higher requirements have been put forward for the safety and 
stability of the power grid. The on-load tap changer of the main transformer plays a 
vital role. According to the light gas alarm and heavy gas trip of the main transformer 
body caused by the gear adjustment, this paper first carried out the on-site inspection 
of the main transformer body, especially the gear indication, and then judged the fault 
position through the oil chromatogram data and electrical test of the body and the 
oil chamber of the change-over switch. The fault position and cause was determined 
through the on-site core lifting and internal oil discharge inspection, and the treatment 
suggestions and measures of the same type of on load tap changer are given. 

Keywords Main transformer · on-load tap changer · fault analysis 

1 Introduction 

In recent years, with the accelerating pace of power grid construction, there are still 
cases where photovoltaic and other new energy sources are connected to a single 
main transformer in southern Ningxia, which puts forward higher requirements for 
the safe and reliable operation of the main transformer [1–3]. There have been too 
many main transformer or converter faults caused by tap-changers, bushing and other 
components, which not only seriously affected the safe and stable operation of the 
power grid, but even caused damage to personnel and equipment [4–7]. With the 
continuous development of photovoltaics in Ningxia Power Grid speeding up, put 
forward higher requirements for the stability of the power grid, and the impact of 
voltage fluctuation is one of them [8]. The number of actions of the on-load tap-
changer on the high-voltage side of the transformer is becoming more and more 
frequent, but due to the complex structure of the on-load tap-changer itself, there 
are electrical and mechanical connections, and there are main contacts, main on–off
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contacts, and even–odd changeover contacts [9–12]. When the on-load tap-changer 
fails due to the composition of precision components such as head and transition 
resistance. In a 110 kV substation in the southern part of Ningxia, the 35 kV busbar 
voltage was too high and crossed the line. The busbar voltage was within the normal 
range. The operator adjusted the position of the on-load tap-changer on the high-
voltage side of the main transformer to meet 35 kV. Safe operation of kV busbars. 
Today, the author takes the light gas alarm of the main transformer body caused by 
the failure of the on-load tap-changer of a 110 kV main transformer and the heavy 
gas trip of the oil room of the diverter switch as an example. According to the on-
site inspection, oil chromatography analysis, electrical test and return to the factory 
inspection in-depth analysis of the cause of the failure, and put forward targeted 
opinions and preventive control measures. 

2 Defect Description 

On August 7, 2022, the No. 1 main transformer of a 110 kV substation had an on-
load voltage regulation and heavy gas protection outlet, causing the three-side circuit 
breaker to trip, and the 35 kV I bus and 10 kV I bus lost voltage. At the same time, a 
light gas alarm signal appeared on the main transformer body, and the test personnel 
were immediately organized to sample the on-load tap-changer oil chamber and 
body oil and conduct oil chromatography analysis. The chromatographic data of the 
on-load tap-changer oil chamber and body oil were abnormal. It is characterized by 
“102 arc discharge”, indicating that there is an abnormality in the gas chamber of 
the transformer on-load tap-changer and the inside of the body. At the same time, 
manually adjust the tap changer gear to gear 3 on site, the No. 1 main transformer 
winding together with the bushing insulation resistance, dielectric loss and DC resis-
tance test data are qualified, the high-voltage side to low-voltage side winding ratio is 
abnormal (compared with the second gear), indicating that the transformer winding 
and the on-load tap-changer are abnormal. 

3 Equipment Information and Protection Action 

3.1 Equipment Information 

The transformer model is SSZ11-50,000/110, the date of manufacture is October 
2014, and the date of operation is January 2017. The model of the on-load tap-changer 
is VKM-III500Y/72.5B-10193W, the date of manufacture is September 2014, the 
operation date is January 2017, the rated voltage is 794 V, the rated current is 291.6A, 
and the transition resistance is 2 Ὠ.
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Fig. 1 Gear indication 

3.2 Protective Action 

On August 7, 2022, the main transformer protection device panel of a 110 kV 
substation acted. At 8:13:48.46 ms, the pressure regulation upshift selection was 
dispatched, and the main variable pressure regulation and heavy gas export action 
was at 8:13:53.224 ms. At 8:13:53. Tang transformer 501 circuit breaker, 301 circuit 
breaker, 101 circuit breaker tripped, and the main transformer body light gas alarm 
action at 8:14:6 s and 233 ms. 

4 On-Site Inspection and Test 

4.1 On-Site Inspection 

Check the tap changer, the gear position indication is shown in Fig. 1. The operation 
counter value is 2957 times, the long pointer points to the 2nd gear, and the short 
pointer points to 16/33 (the handle rotates 33 turns, the gear is adjusted to 1 gear, and 
the current rotation is 16 turns, and the tap changer is not in place). According to the 
number of turns of the handle and the action sequence table of the contacts, confirm 
that the gear adjustment is in the action stage of the tap selector, and the changeover 
switch is not in action. 

4.2 Oil Chromatography Test 

Oil chromatography test was carried out on the tap-changer and the insulating oil of 
the body. The acetylene content in the oil chamber of the tap-changer was 167 µL/L, 
and the acetylene content in the body oil was 48 µL/L. The specific data are shown
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Table 1 Oil chromatographic test data µL/L 

Sampling location H2 CH4 C2H6 C2H4 C2H2 

Tap changer 214 133 50 297 167 

noumenon 100 29 38 3 48 

in Table 1. The three ratio codes are all 102. It is characterized by arc discharge 
characteristics, indicating that there is arc discharge in the tap changer and the main 
body. 

4.3 Electrical Test 

Manually adjust the tap changer gear to gear 3 on site, the No. 1 main transformer 
winding and the bushing insulation resistance, DC resistance, and dielectric loss test 
data are all qualified, and the high-voltage side to low-voltage side winding ratio is 
abnormal (consistent with the 2nd gear), indicating that the tap changer and body 
winding may be abnormal. 

5 Toggle Switch Inspection Power Failure Test 

During the inspection of the tap changer hanging core, 4 abnormalities were found. 
One is that the connecting line of the main on-off contact K4 of the switch V2 is 
disconnected. The other is that there are ablation marks on the surface of the static 
contact of V2 and the corresponding static contact of the insulating cylinder wall, as 
shown in Fig.  2. The third is that there is ablation of the V-phase odd-even conversion 
contacts, as shown in Fig. 3; the fourth is there are discharge traces on the surface 
of the disconnected terminal and the conductive rod of the V2 contact, as shown in 
Fig. 4. It means that a discharge fault occurs inside the changeover switch, which 
leads to the ablation of the static contact, the V2 odd-even changeover contact, and 
the conductive rod, resulting in abnormal oil chromatography in the oil chamber of 
the tap changer.

6 Internal Inspection of Oil Discharge and Disassembly 
Inspection Disposal of Power Failure 

During the internal inspection of the transformer oil discharge, it was found that 
the switch and selector bolts (6 in total) were not fastened in place, and the spring 
washer was not flattened. The V1 lead has ablation traces, as shown in Fig. 5. The
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Fig. 2 Metallographic 
sampling position of V2 
outgoing static contact 

Fig. 3 Static contact 
corresponding to V2 

Fig. 4 Single and even 
number conversion contact 
ablation

insulation of the W1 lead wire is damaged, and it is in contact with the drive gear 
at the bottom of the barrel, as shown in Fig. 6. In the process of returning to the 
factory for dismantling inspection, it was found that the insulation of the V1 lead 
was completely damaged and the copper wire was exposed, and the bottom of the 
tap changer insulation cylinder and the drive gear at the bottom of the cylinder were 
burnt, as shown in Fig. 7. The manufacturer’s process control is not strict, and the 
bolts and gaskets are not checked after the changeover switch and tap selector are 
assembled. However, the transmission gear at the bottom of the cylinder and the
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Fig. 5 Connecting bolts of 
change-over switch and 
selector are not fastened in 
place 

neutral point are equipotential, once the V1 lead wire is damaged and contacts with 
the transmission gear at the bottom of the cylinder, an inter-pole short circuit will 
be formed, and the short-circuit large current will burn the bottom of the insulating 
cylinder and the transmission gear. 

Fig. 6 Ablation of V1 lead  

Fig. 7 Ablation of 
insulating cylinder bottom 
and gear
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7 Failure Cause Analysis 

7.1 Short-Circuit Current Calculation 

The on-load tap-changer 2 taps are short-circuited to 1 tap, and the operating current 
of the high-voltage side of the transformer is 137 A when the transformer is running 
from the fault recorder. When the high-voltage side is the power input and a short 
circuit occurs between the voltage regulator taps, the short-circuit impedance under 
this condition is obtained by using the finite element simulation software to be 79%, 
then the short circuit multiple of the voltage regulator short-circuit winding when all 
energy is applied to the high-regulation winding system for: 

n = 
100 

Zk 
= 

100 

79 
= 1.2658 

According to the magnetic potential balance: 

I1(W1 + W2) = I2W2 

Among them, W1 is the total number of turns, W1 = 472 turns, W2 is the number 
of single tap turns, and W2 = 6 turns. The short-circuit current can be obtained as: 

I2 = 
I1(W1 + W2) 

W2 
= 

137(472 + 6) 
6

= 10914A 

Then when a short-circuit fault occurs between the taps of the voltage regulating 
winding, the short-circuit current at the connection position of the voltage regulating 
winding contact is: 

I4 = n × I2 = 10.914 × 1.2658 = 13.81kA 

The short circuit diagram is shown in Fig. 8, R1 is the main contact branch resistance, 
the field measured value is 65 µὨ, R2 is the main on–off contact branch resistance, 
and the field measured value is 3000 µὨ.

At the instant of the fault, a current of 13.81 kA flows through the short circuit. 
The current through the main on-off contact K4 vacuum tube connection line is 
approximately: 

I3 = I2 
R1 

R1 + R2 
= 276A
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Fig. 8 Schematic diagram 
of short circuit mechanism

Fig. 9 Schematic diagram 
of short circuit path 

7.2 Failure Cause Analysis 

The lead wire is in contact with the transmission gear at the bottom of the insulating 
cylinder, and the gear rotates and wears the lead wire wrapped with insulating crepe 
paper during gear shifting, so that the lead wire insulation layer is damaged. On 
August 7th, during the gear shifting operation of the transformer, the degree of wear 
reached the critical value of insulation, resulting in the breakdown of the insulation 
of the V1 wire and the bottom gear (neutral point) and the formation of an arc. The 
arc ablated the bottom gear and caused gas to be generated, causing the main body 
has a light gas alarm, and the main transformer oil chromatography has arc discharge 
characteristics. The V1 lead and the three-phase neutral point form a short circuit, 
and the short-circuit path is: singular lead wire (V1) → neutral point lead wire → 
double commutation contact (J2) → double vacuum tube (K4) → double main on– 
off. The vacuum tube is connected to form an inter-stage short circuit, which causes 
the connection between the vacuum tube and the V2 lead-out contact to burn out, 
the V2 lead-out contact is ablated, the V-phase odd–even conversion contacts have
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discharge traces, and at the same time, a large amount of gas is generated, which 
causes the switch to perform heavy gas protection (Fig. 9). 

8 Conclusions 

(1) The fault is that the lead wire of the disassembled selector is in contact with the 
transmission gear at the bottom of the insulating cylinder. When the gear rotates, 
the lead wire is wrapped with insulating crepe paper, which causes the insulation 
layer of the lead wire to be damaged, resulting in a short circuit between the 
stages of the on-load tap-changer. Therefore, the manufacturer should have clear 
regulations and review work for the assembly and inspection of this part of the 
process to prevent the occurrence of this fault and ensure the safe and reliable 
operation of the main transformer. 

(2) Complete the replacement plan and on-site inspection rules for the same type 
of tap-changer cores, clarify the construction period and internal inspection 
points, replace the cores of 5 main transformer tap-changers of the same type, 
and evaluate the tap-changer cores. 

(3) Before the tap-changer of this type is treated, the voltage regulation of the same 
type of on-load tap-changer is prohibited. If the abnormal oil chromatography is 
found, the operation should be stopped in time. According to the power failure 
maintenance plan of the same type of hidden transformer, the hidden danger 
control work should be completed as soon as possible. 
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Smooth Wind Power Fluctuation Based 
on Sliding Average and Low Pass 
Filtering 

Xingwu Fu and Yarui Hu 

Abstract Due to the inherent characteristics of uncertainty and mutation of wind 
energy, direct grid connection is very easy to cause power quality damage, and even 
lead to the paralysis of the entire power system when the fluctuation range is extreme. 
Based on this, the wind farm is equipped with hybrid energy storage system (HESS) 
to suppress wind power fluctuation. First, the moving average filter is used to smooth 
the original wind power fluctuation, and the power fluctuation range is calculated 
according to the grid connected standard to obtain the grid connected power and the 
hybrid energy storage system stabilized power. Then, according to the characteristics 
of the energy storage device, select the appropriate handover frequency based on 
the amplitude frequency characteristics of the energy storage signal, use low pass 
filtering (LPF) to suppress the power component higher than the handover frequency 
by super capacitor energy storage, and suppress the power component lower than 
the handover frequency by battery energy storage, and select different filter time 
constants to analyze the output of the hybrid energy storage system, Compared with 
other algorithms, the optimal power allocation command is obtained. The results 
verify the effectiveness and rationality of the proposed method. 

Keywords Power system · HESS · Moving average filtering · LPF 

1 Introduction 

With the gradual depletion of non-renewable energy, energy security and the contra-
diction between supply and demand are becoming more and more serious. Wind 
energy has attracted wide attention due to its pollution-free and sustainable utilization
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[1]. However, the inherent volatility and intermittency of wind power can deteriorate 
power quality, resulting in undesired voltage and power fluctuations. The configura-
tion of energy storage system is an effective means to reduce the output fluctuation 
of wind farm and improve the stability of power system. Energy storage types mainly 
include power storage and energy storage [2]. Compared with energy-type energy 
storage, power-type energy storage, such as super-capacitor and superconducting 
magnetic energy storage, has high power density, low energy density, more cycles, 
long service life and fast response speed. Energy-type energy storage has low power 
density, high energy density, but fewer cycles, short service life and slow response 
speed, such as battery energy storage. The function of single energy storage is limited 
and it is difficult to achieve the desired calming effect. HESS combines energy storage 
and power storage, making it have the advantages of two energy storage devices at 
the same time. 

There has been a lot of research on reducing wind power fluctuation and improving 
grid-connected capacity. Literature [3] uses HESS bidirectional DC/DC converter 
and DC/AC converter control methods to smooth random wind power fluctuations. 
Literature [4] introduces a new method based on HESS of adiabatic compressed 
air energy storage system and flywheel energy storage system to suppress wind 
power fluctuation and improve wind power penetration. In literature [5], lead carbon 
cells were used to suppress photovoltaic power fluctuations, and the effectiveness of 
the proposed control strategy was proved by comparison with the moving average 
method. In literature [6], batteries and super-capacitors are used to suppress the 
power fluctuation of distributed energy, which can effectively reduce the depth and 
frequency of battery charging and discharging compared with the energy storage of a 
single battery. Literature [7] proposes an energy storage system power optimization 
distribution method based on zero-phase low-pass filtering. The above research has 
a good calming effect on wind power fluctuation. However, when the energy storage 
power signal is allocated, the amplitude-frequency characteristics of the signal are 
not analyzed, which is easy to cause the signal aliasing phenomenon due to the unrea-
sonable selection of the handover frequency, and the lack of testing and comparison 
of the suppression effect. 

Aiming at the above research problems, the method of smoothing wind power 
fluctuation is studied and improved. Firstly, the sliding average algorithm is used 
to smooth the original wind power fluctuations, and the grid-connected power and 
the hybrid energy storage system’s calming power are obtained. Then, by using 
the amplitude-frequency characteristics of energy storage signals, the appropriate 
dividing frequency is selected, and the low-pass filter is used to separate the hybrid 
energy storage system into energy-type energy storage reference power and power-
type energy storage reference power. Different filtering time constants are selected 
to analyze the charge–discharge power of the energy storage device, and the optimal 
power distribution instructions are obtained to make the system run efficiently and 
stabilities.
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Fig. 1 Structural diagram of air storage combined system 

2 Sliding Average Wind Power Decomposition 

2.1 Structure of Combined Wind-Storage System 

Figure 1 shows the structure of the combined wind-storage system. In this system, Pw 

stands for the original wind farm output power, Pg stands for the power absorbed into 
the grid after being suppressed, and Phess stands for the HESS suppressed power. The 
battery and the ultra-capacitor are connected to the DC bus through their respective 
DC/DC converters, and then connected to the power grid through a unified DC/ 
AC converter. The energy management center of the hybrid energy storage system 
provides their own charge–discharge reference power Pb and Psc according to the 
monitoring of the charge–discharge state of the energy storage device.

Regardless of the energy loss of the system, according to the flow direction of the 
output power in Fig. 1, the relationship is as follows: 

Pw = Pg + Phess (1) 

Phess = Pb + Psc (2) 

where Pb > 0 and Psc > 0 respectively indicate that the battery and super-capacitor 
are in charging state. Pb < 0 and Psc < 0 respectively indicate that the battery and the 
ultra-capacitor are discharged. 

2.2 Moving Average Algorithm 

The sliding average filtering method is also known as recursive average filtering 
method. Its principle is: sampling a set of data stored in time series. When a new 
data is acquired, the earliest collected data will be discarded, and then the arithmetic 
average of a fixed amount of data including the new data will be calculated [8].
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And so on, each time you take a sample, you calculate a new average. Taking the 
24 h historical output power sampling data of a wind farm as an example, the sliding 
average filtering was carried out on it, and the sampling interval was 1 min. A total of 
1440 points were collected. Select a fixed sliding filter length window and represent 
it by N. From time t0, N power values are collected, the arithmetic average of all the 
power values is calculated, and then a data is slid backwards. At time t1, the power 
value at time t0 is discarded to ensure the data size of the sliding window remains 
unchanged, and the arithmetic average value is calculated. And so on, until it slides 
to t1440, the calculation is over and the average filtering of wind power is realized. 
This process can be expressed as follows: 

y(t) = 
1 

N 

t∑

i=t−N 

P(i ) (3) 

where y(t) represents the power value obtained after filtering, P(i) represents the 
power value at every moment before filtering, and N represents the length window 
of sliding filtering. The selection of N has a direct impact on the calming effect. 
The large selection has a significant smoothing effect, but the energy storage system 
needs to be equipped with a large capacity, which is not conducive to the economy 
of the system. If the selection is small and the calming effect is not sufficient, it will 
lead to high volatility and fail to meet the grid connection standard of volatility. 

According to the regulations and standards of wind power grid-connection [9], for 
wind farms with a total installed capacity of 30–150 MW, the limit of active power 
variation capacity within 1 min is 1/10 of the total installed capacity. The limit of 
active power variation capacity within 10 min is 1/3 of the total installed capacity. 
Taking a wind farm with a total installed capacity of 30 MW as an example, the 
target power of wind power at time t after being flattened is Pdes(t), and its allowable 
fluctuation range within 1 and 10 min is as follows: 

(1) Fluctuation range of 1 min: 

⎧ 
⎪⎨ 

⎪⎩ 

Pmin 
des1(t) =max 

t=i Pdes(t) − 
1 

10 
E 

Pmax 
des1(t) =min 

t=i Pdes(t) + 
1 

10 
E 

(4) 

(2) Fluctuation range of 10 min: 

⎧ 
⎪⎨ 

⎪⎩ 

Pmin 
des10(t) =max 

t= j Pdes(t) − 
1 

3 
E 

Pmax 
des10(t) =min 

t= j Pdes(t) + 
1 

3 
E 

(5) 

where i = 1,2,…,60; j = 1,2,…,600. Based on the above formula, the allowable 
fluctuation range of wind power within 1 and 10 min can be obtained as follows:
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Pmin 
des1(t) ≤ Pdes(t) ≤ Pmax 

des1(t) (6) 

Pmin 
des10(t) ≤ Pdes(t) ≤ Pmax 

des10(t) (7) 

In order to verify the calming effect, the change rate of wind power is introduced as 
the evaluation index of the calming effect, and the calculation formula is as follows:

∆P̃w = 
max 

t∈(t,t+∆t) 
Pw(t) − min 

t∈(t,t+∆t) 
Pw(t) 

E 
(8) 

3 HESS Power Distribution Based on Low-Pass Filtering 

3.1 LPF Structure 

The typical first-order low-pass filter topology is as follows (Fig. 2): 
The transfer function of the low-pass filtering can be expressed as: 

H(s) = 1 

1 + sT  
(9) 

where T is the filtering time constant, which is discretized and obtained 

uo(t) = Tc 
T + Tc 

ui (t) + (1 − 
Tc 

T + Tc 
)uo(t − 1) (10) 

then s = 1−z−1 

Tc 
, Tc is the sampling period. 

Make α = Tc 
T +Tc 

, expressed as filter coefficients, the low pass filter is expressed 
as the mathematical model 

uo(t) = αui (t) + (1 − α)uo(t − 1) (11)

Fig. 2 Topology of 
first-order low-pass filter
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3.2 Power Distribution Based on LPF 

In the hybrid energy storage system, the cycle life of energy storage such as 
battery is short and the response speed is slow. In order to prolong its service 
life, continuous charge and discharge action should not be carried out, which is 
suitable for suppressing low-frequency fluctuation power. As a power-type energy 
storage system, super-capacitors have fast response speed, millisecond time, and 
can carry out rapid cyclic charge and discharge, which is suitable for suppressing 
high-frequency fluctuating power in wind power fluctuations [10, 11]. Therefore, the 
boundary frequency of the two should be properly selected according to their energy 
storage characteristics, and the target power value Phess should be low-pass filtering. 
Then, the power distribution of the hybrid energy storage system has the following 
relations: 

Pb(t) = α Phess (t) + (1 − α)Pb(t − 1) (12) 

Psc(t) = Phess(t) − Pb(t) (13) 

The cut-off frequency of the low-pass filter is expressed as: 

fc = α 
2π Tc(1 − α) 

= 1 

2π T 
(14) 

It can be seen that the cutoff frequency is inversely proportional to the filtering 
time constant, and the selection of filtering time constant directly affects the output of 
energy storage. According to the application scenario of wind farm power fluctuation, 
different filtering time constants are selected for example analysis. 

4 Analysis of Numerical Examples 

4.1 Amplitude Frequency Characteristic 

Fourier transform was used to decompose the power signal of HESS, and the 
amplitude-frequency characteristics of the power signal were obtained, as shown 
in Fig. 3.

As can be seen from Fig. 3, the frequency range is about 0 –8.5 × 10–3 Hz, 
and the frequency band of 0–10–3 Hz belongs to the power signal concentration 
area. Therefore, 10–3 Hz can be used as the reference handover frequency of HESS. 
The power component higher than the handover frequency is compensated by the 
super-capacitor energy storage, while the power component lower than the handover 
frequency is compensated by the battery energy storage.
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Fig. 3 Amplitude frequency 
characteristics of hybrid 
energy storage power

Fig. 4 Relationship between 
cutoff frequency and filtering 
time constant 

The relationship between cutoff frequency and filtering time constant can be 
obtained from Eq. (14),  as  shown inFig.  4. Note that when the filtering time constant is 
160, fc is 0.001 Hz; The power signal in this frequency band is relatively concentrated. 
When the filtering time constant is 20 and the fc is 0.0085 Hz, almost all power signals 
are contained in this frequency band. In order to verify the power distribution effect 
of T = 160 s, the charging and discharging power of the energy storage device is 
analyzed with T = 20 s and T = 160 s, respectively. 

4.2 Analysis of the Results of Inhibition 

The original power fluctuation of wind power is smoothed by the sliding average 
algorithm, N is 15, then compared with the grid-connected power suppressed by the 
wavelet packet decomposition algorithm. Figure 5 and Fig. 6 show the output power
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Fig. 5 Comparison of 
power fluctuation before and 
after stabilization 

Fig. 6 Power change rate at 
1 and 10 min 

fluctuation diagram before and after the wind farm is suppressed, and the power 
change rate of grid-connected power within 1 and 10 min respectively. 

As can be seen from Fig. 5, before leveling, the output power of wind power has 
strong mutability with obvious sharp points. After leveling, the grid-connected power 
curve becomes smooth. Although both algorithms achieve wind power fluctuation 
stabilization, relatively speaking, the former algorithm has better stabilization effect 
when wind power has obvious fluctuation. For example, when t = 8 h, the output 
power of the comparison algorithm is 3.91 MW, while that of the proposed algorithm 
is 6.58 MW, and the amplitude of fluctuation is greatly reduced. In addition, it can 
be seen from Fig. 6 that the limit of power change rate within 1 min is 10%, and 
the fluctuation range is reduced within 5% after smoothing. The fluctuation limit of 
the power change rate within 10 min is 33%, and the fluctuation rate cannot exceed 
20% after smoothing. Table 1 shows the comparison of active power changes in 1 
and 10 min before and after suppression. 

As can be seen from Table 1, the power fluctuation within 1 min before suppression 
is 7.954 MW, and the power variation after suppression is 0.699 MW, which is 
0.54 MW less than the comparison algorithm. After the power fluctuation within 
10 min is suppressed, the comparison algorithm decreases to 8.528 MW, and the 
proposed algorithm decreases to 6.002 MW, which meets the requirement of active 
power variation of wind power grid-connected, and has obvious effect on improving 
wind power output fluctuation.
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4.3 HESS Power Distribution 

By comparing the energy storage output from wavelet packet decomposition with 
the energy storage output combined with the proposed sliding average and low-pass 
filtering, the charge–discharge power of the battery and the ultra-capacitor is shown 
in Fig. 7(a), (b) and (c) respectively. 

When T is set to 20 s, the cut-off frequency is set at 0.0085 Hz, which contains 
most of the fluctuation components of energy storage, which are all suppressed by 
the battery, while the super capacitor is less suppressed, which conforms to the 
power distribution mode of hybrid energy storage in Fig. 7(a).When T is set at 
160 s, the cutoff frequency is set at 0.001 Hz. The fluctuation component higher than 
0.001 Hz is responded by the super-capacitor, and the fluctuation component lower 
than 0.001 Hz is responded by the battery. As can be seen from Fig. 7(b) and (c), 
when the wavelet packet decomposition algorithm is applied, the battery is frequently 
charged and discharged, and the maximum output power reaches 6.88 MW, which 
is not conducive to its service life. When the sliding average algorithm is combined 
with low-pass filtering, the battery cycles are significantly reduced, the output power 
is relatively gentle, and the maximum output power is 4.24 MW, which reduces the 
depth of charge and discharge of the battery and the capacity of the energy storage 
device. Therefore, the proposed method is more reasonable for the power distribution 
of the hybrid energy storage system and makes the service cycle of the hybrid energy 
storage device longer.

(a) Charge and discharge power of T=20 s. ===(b) Charge and discharge power of T=160 s. 

(c) Charge discharge power of wavelet packet decomposition. 

Fig. 7 Comparison of charge and discharge power between battery and super-capacitor 
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Table 1 1 and 10 min changes in active power before and after stabilization 

Time Proposed algorithm Comparison algorithm 

Active power change before 
stabilization(MW) 

1 min 7.954 7.954 

10 min 9.935 9.935 

Active power change after 
stabilization(MW) 

1 min 0.699 1.239 

10 min 6.002 8.528 

5 Conclusions 

A hybrid energy storage system is used to optimize active power output for wind 
power fluctuation and intermittent problems. The original wind power was obtained 
by using the sliding average algorithm to obtain grid-connected power and hybrid 
energy storage calming power. After the calming power, the fluctuation range of 
the power change rate was reduced within 5% within 1 min. The fluctuation limit 
of power variation rate within 10 min is less than 20%, and good calming effect is 
obtained. At the same time, the cut-off frequency point of the mixed energy storage 
power signal is set, and the high-frequency and low-frequency components of the 
signal are separated by low-pass filtering. According to the different characteristics 
of the energy storage device, the high-frequency signal is absorbed by the power 
type energy storage, and the low-frequency signal is absorbed by the energy type 
energy storage, and the power distribution mode is compared with the wavelet packet 
decomposition. With the wavelet packet decomposition algorithm, the battery needs 
to carry out frequent charge and discharge, and the maximum output power reaches 
6.88 MW. With the power distribution by the proposed algorithm, the number of 
battery cycles is significantly reduced, and the maximum output power is 4.24 MW. 
In other words, the charge and discharge process of the battery is improved, and the 
capacity of the energy storage device is reduced. It has certain reference value for 
calming wind power fluctuation. 
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Research on Repetition Frequency Pulse 
Current Source Based on Solid State 
Switching Technology 

Xin Huang, Taixun Fang, Qiwen Zhou, Lei Zhang, Hui Chen, 
and Xingxing Huangfu 

Abstract Based on solid state switching technology and capacitor energy storage, 
a pulsed power current source with repetition frequency function is designed and 
developed. Using the thyristors with high di/dt and large peak current as a solid state 
switching device, a pulsed power current source with repetition frequency function 
is designed and implemented. FPGA control mode is adopted to realize the nano 
seconds level periodic triggering precision, and the triggering consistency of the 
control unit is good, with the maximum error less than 6 ns. A prototype was manu-
factured and the tests were carried out. The results of single pulse and repetition 
frequency tests showed that the pulse peak current of single series thyristor can 
reach 158 kA, the repetition rate can reach 1 Hz, and the period dispersion is less 
than 0.000025‰, and the peak dispersion is less than 3‰. The results show that 
the repetition frequency power current source based on solid state switch has the 
advantages of high current, high di/dt and repetition frequency triggering, and the 
cycle triggering precision is good, the control method is convenient, and the high and 
low voltage isolation is safe and reliable, so it has a certain popularization prospect. 

Keywords Pulsed power current · Source repetition frequency · Solid state switch 

1 Introduction 

Pulse power technology is an emerging field of technology that stores energy over a 
relatively long period of time, compresses it quickly, converts it, and then effectively 
releases it to the load [1]. Pulse power technology mainly includes the following two 
aspects: 

Energy storage: capacitor energy storage, inductive energy storage, mechanical 
energy storage, chemical energy storage and other ways in [2].
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Switching technology: switch circuit, large capacity, small inherent inductance, 
small discharge delay and small dispersion. [3, 4] introduce the common switching 
equipment such as a gap switch, break switch, magnetic switch and solid state switch. 

Test technology: measuring the parameters of the device, such as voltage and 
current. Generally the resistance voltage divider, capacitance voltage divider and 
other equipment measure voltage, and the Roche coil, shunt or other equipment 
measure current. 

Applications of pulse power technology include: Controlled nuclear fusion and 
plasma physics research [5], emerging strong laser [6], nuclear explosion laboratory 
simulation, high power microwave, electromagnetic gun [7, 8] and agriculture[9, 10] 
etc. The pulse technology is widely used in high-tech fields and national defense 
construction. Many applications require pulsed power supply to run at repeated 
frequency, which puts forward higher requirements for switching technology. 

Solid state switch has the advantage of small volume, high repetition rate, long 
life, high reliability, suitable for high repetition rate operation. To achieve the high 
voltage, high current technical index, it is required to solve many technical problems. 

The research in this paper is mainly pulse power source with repetition frequency 
function based on capacitor energy storage mode and solid-state switching tech-
nology, which can generate micro seconds level and more than 100 kA peak current, 
and has the advantages of low sensing value, low discreteness, long life and high 
reliability. 

2 Working Principle 

The circuit of pulse power current source based on capacitive energy storage 
technology is shown in Fig. 1. 

The equation of capacitor discharge circuit is as follows: 

LC 
d2uc 
dt  

+ RC 
duc 
dt  

+ uc = 0 (1)  

where the initial condition, I(0) = 0,UC(0) = U0. 
There are three discharging type with different capacitor and resistor parameters. 
Underdamping is the oscillation attenuation discharge process, when R2 

√
L/C .

Fig. 1 Capacitor discharge 
circuit
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Critical damping is the oscillation non-attenuation discharge process, when R = 
2 
√
L/C . 
Overdamping is the non-oscillation attenuation discharge process, when 

R2 
√
L/C . 

Due to the small internal resistance of capacitive pulse power supply, so that the 
circuit meets the underdamping condition, is the discharge process of oscillation 
attenuation, the circuit type current is: 

i(t) = 
U0 

ωL 
e− R 2L t sinωt (2) 

The first peak value and arrival time are respectively: 

i(m) = U0 

✔
C/Le  

(− α √
1−α2 

) 
tan−1 ( 

✔
1 − α2/α) (3) 

t(m) =
√
LC √

1 − α2 
tan−1 ( 

✔
1 − α2/α) (4) 

where, α = R 2
√
C/L . 

The maximum steepness of the circuit discharge pulse current is t = 0, and the 
maximum value is:

(
di  

dt

)

m 

=
(
di  

dt

)

t=0 

= 
U0 

L 
(5) 

According to the above analysis, the peak current, the time to reach the peak, and 
the size of di/dt are related to the L\C\R in the circuit and the initial charging voltage 
U0. 

Capacitance parameters in the circuit are mainly determined by discharge capac-
itance, inductance parameters are mainly composed of load inductance and stray 
inductance in the loop, and resistance is mainly load resistance. 

If the current steepness is to be increased, it is necessary to reduce the loop 
inductance and increase the charging voltage at the same time. The discharge current 
can be increased by increasing the capacitance, reducing the inductance, increasing 
the charging voltage. 

3 Control System Design 

In order to realize controllable repetition frequency pulse discharge function, a pulse 
power supply and its control system based on solid state switch and capacitor energy 
storage are designed (Fig. 2). 

Pulse current source mainly includes the following parts:
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Fig. 2 Pulse current source 
circuit and control system
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DC source: It has the ability of fast charging energy storage capacitor and is 
controlled by the control device to start and stop. 

Resistor: Used to limit charging current. 
Capacitor: the main energy storage element of pulse current source, low speed 

energy storage and high-speed discharge. 
Solid state switch: A switching device composed of semiconductor devices in 

series and parallel, which can be controlled by a control device and can withstand 
large di/dt and peak current. Generally, series and parallel thyristors (valve bank) 
that can withstand large current and high di/dt are used. Solid-state switches can also 
include diodes in reverse parallel. 

Load: The equivalent impedance of the load varies according to the application 
situation, but the resistance and inductance load are mainly used. 

Control device: The control system can receive the control target set by the man– 
machine interface, such as trigger times, trigger cycle, start, end and other commands. 
At the same time, the control device needs to communicate with the valve bank, 
receive the valve bank internal working state returned by the valve bank, and issue 
the valve bank opening instruction. 

Computer: the user’s operating platform to issue control commands to the control 
device, and has the function of issuing automatic trigger command, manual trigger 
command, manual charging command, etc. 

In order to improve the trigger accuracy and reduce the trigger cycle dispersion, 
the automatic trigger function based on FPGA is designed. 

The control device obtains the required discharge times and trigger interval 
through the man–machine interface (current peak and rise time are determined by 
loop parameters and charging voltage, so only trigger interval is set here). After 
receiving the trigger instruction from the man–machine interface, the automatic 
trigger starts immediately. The timing interval is generated by FPGA. When each 
timing interval is reached, it immediately sends a trigger signal to the solid-state 
switch, which starts to switch after receiving the instruction and discharge the energy 
storage capacitor to the load. After the end of a discharge cycle, the solid-state switch 
is turned off, and the control device starts the charging power again to charge the 
energy storage capacitor. After the completion of charging, the timing interval of
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FPGA is reached, and the opening instruction is issued again to start a new discharge 
process until the discharge times meet the expected requirements. 

The charging power supply needs to receive the start and stop instructions of the 
control device. After starting, the charging power supply needs to be able to charge 
quickly and complete the charging before the trigger interval arrives, otherwise it 
will lead to insufficient charging voltage and lower discharge current than expected. 
Due to current limiting resistance, the charging power supply will not be damaged. 

If the charging power supply has the command of setting the charging voltage, 
the automatic triggering function of the control device can be realized. 

The user input the required peak current through the man–machine interface, and 
the control device will calculate the required charging voltage through Formula (3). 
According to the calculation result, the charging voltage of the charging power supply 
is set, and then the automatic discharge process can be entered after the user sends 
the discharge instruction, and the function of automatic triggering can be completed. 

4 Prototype Design and Test 

In order to verify the actual effect of pulse power source based on solid state 
switch, a prototype pulse current source is designed. The prototype components 
and parameters are as follows: 

Charging power supply: 6 kV DC power supply, which can communicate with 
the control device through optical fiber. 

Solid state switch: 6-stage thyristor in series, maximum peak current 20 kA, 
repetition frequency triggering frequency set at 10 Hz. Each thyristor has a control 
unit connected with the control device through optical fiber, which can send and 
receive trigger and monitoring state instructions and realize high voltage isolation at 
the same time to ensure safety. The inductance of a single valve is less than 250 nH, 
and that of multiple valves in parallel is less than 100 nH. 

Control device: Developed based on UAPC platform developed by NR Electric, it 
is composed of CPU board, DSP board and power board. The DSP board is integrated 
with FPGA module, and the main automatic triggering logic is designed in this board. 
Program processing cycle <100 us, FPGA trigger accuracy is ns level. A dynamic 
pressure equalization triggering mode with adaptive adjustment is designed to ensure 
the consistency of valve group triggering. 

Energy storage capacitor: metal film capacitor, stainless steel shell, good 
explosion-proof performance, high energy storage density, capacitance value of 
150 uF, stray inductance <40 nH. 

The photo of protype is shown as below (Fig. 3):
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Fig. 3 Pulse current source 
protype

Fig. 4 Vlave bank trigger 
conformance test 

Fig. 5 Pulse current source 
test platform 

4.1 Vlave Bank Trigger Conformance Test 

The solid state switch is connected by multi-stage thyristor in series. First, the consis-
tency of triggering the solid state switch by the control system is tested, and the test 
results is shown the difference time of 4 test thyristor is less than 6 ns in Fig. 4. 

4.2 Repetition Frequency Test 

Building the pulse discharge system, as shown in the figure below (Fig. 5):
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Table 1 Re-frequncy pulse 
current test Item Result 

Max pulse current 158 kA 

Re-requency pulse current 100 kA(1 Hz) 

Peak dispersion 3‰ 

Periodic dispersion 0.000025‰ 

Note: The discreteness calculation method is to record multiple 
trigger data and calculate the ratio of variance to the mean value 

The test platform uses a fast switch to control the start and stop of pulse power 
supply, uses current limiting resistance to protect the charging power supply and 
energy storage capacitor, and uses Roche coil to test the current, 1A/0.05 mV; The 
voltage is measured by an isolated high voltage probe: 1000 V/1 V. The control device 
is connected with the solid state switch by optical fiber, and the charging power is 
also communicated by optical fiber. 

The test results are as follows (Table 1): 
The solid state switch adopts single series thyristor, which can reach 158 kA peak 

current, and the two series in parallel can reach more than 300 kA. 
The repetition frequency test finished the 1 Hz/100 kA test. Due to the limitation 

of charging power source, the test of higher trigger frequency and current has not 
been carried out. 

The peak dispersion is mainly controlled by the voltage stability of the charging 
power supply. After adjustment, it should be within 3‰. 

The consistency of cycle triggering is very good, which can be controlled at 
0.000025‰, which can meet the requirements of most applications with repeated 
frequency. 

5 Conclusion 

Through the research of capacitive pulse power supply based on solid state switch 
type, design and manufacture a high current and high di/dt pulse current source 
which can realize repetition frequency trigger. The trigger consistency, cycle trigger 
accuracy, peak trigger accuracy and maximum peak current all meet the design 
requirements and have the prospect of practical application. The disadvantage lies in 
the charging power supply. It is necessary to improve the charging speed and voltage 
stability of the charging power supply, which can further improve the repetition 
frequency rate and peak current of the pulse current source and reduce the peak 
dispersion.
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Monitoring Method of Power Data Asset 
Operation Platform Based 
on Visualization Technology 

Yingwei Liang and Zewu Peng 

Abstract In the power data asset operation platform, it will be affected by the 
data edge distribution, data correlation and data drift value. The monitoring ARL 
value changes greatly and the monitoring performance becomes worse. Therefore, 
a monitoring method of power data asset operation platform based on visualization 
technology is proposed. The parallel coordinate visualization method in visualization 
technology is adopted to visualize the data of power data asset operation platform 
through five steps: preprocessing data, rearranging dimensions, clustering, modifying 
dimension labels and interactive technology; Determine the relationship between data 
samples and observations, use control chart technology, give the likelihood function 
of control chart monitoring platform data, construct platform monitoring control 
chart statistics, and monitor the power data asset operation platform according to the 
control chart function and control line calculation function. The experimental results 
show that its ARL value changes little, and is basically not affected by data edge 
distribution, data correlation and data drift, so it has better monitoring performance. 

Keywords Visualization technology · Power data · Data assets · Asset operation ·
Operation platform · Platform monitoring 

1 Introduction 

As an inevitable trend for power development, the digitization of power information 
generates power data known as an important part of data resources [1, 2]. Therefore, 
electric utilities investigate and process power data by studying its power data asset 
operation (PDAO) platform for integration, while generate analysis results of power 
system operation for users to quickly and accurately understand the power system 
operation, ensuring the power system operation with countermeasures according 
to the data analysis results [3]. However, the PDAO platform keep growing with
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complexity, high frequency of change, and diversification of user needs, more “dirty 
data” such as errors, redundancy and ambiguity emerged, interrupting the operation 
of power data assets in platform operation [4]. Therefore, it is necessary to study the 
monitoring technology of the PDAO platform, identify and clean up the “dirty data” 
timely. 

Many domestic and international organizations are researching monitoring 
methods of PDAO platform in terms of adaptive control charts, cumulative sum 
(CUSUM) control charts, Shewhart control charts, Hotelling’s T2, X2 control charts, 
MNP, hybrid models, unsupervised learning methods, k control charts [5]. As in Ref. 
[6], researchers took traffic video big data as the research object, designing moni-
toring parallel algorithms with Hadoop to detect abnormality in the video data to 
monitor traffic video data. As in Ref. [7], with high-dimensional nonlinear contour 
data as the research object, researchers process data to reduce dimension with LLE 
algorithm, before applying the SVDD algorithm to monitor the contour data extrac-
tion in real time. However, there is still problem of drastic changes in the ARL value 
of the platform monitoring during the monitoring of PDAO platform, reducing the 
monitoring performance of the monitoring method. 

To this end, a monitoring method of the platform based on visualization technology 
is proposed. 

2 A Monitoring Method of Power Data Asset Operation 
Platform Based on Visualization Technology 

2.1 Visualizing Operation Platform Data Based 
on Visualization Technology 

In this study, the parallel coordinate visualization method is adopted to visualizing 
data for PDAO platform. The specific process is as follows: 

1. Data preprocessing: Use Z-score for standard preprocessing of platform data 
with the function in the following equation: 

X ' = 
X − X̄ 

σ 
(1) 

In Eq. (1), X ' denotes the platform data after standard preprocessing; X 
denotes the platform dataset; X denotes the mean of X ; and σ denotes the variance 
of X [8].
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2. Dimensional rearrangement: It is mainly to determine the dimensional relation-
ship between data in the dataset. For this purpose, there are three steps, namely 
first dimension selection, dimensional correlation calculation and dimensional 
rearrangement according to the process as follows: 

1) First dimension selection. The platform data are decomposed according to 
the platform data after standard pre-processing, as shown in Eq. (1), selecting 
the first dimension in the data by singular value decomposition, calculated 
as follows: 

F = RHU  T (2) 

In Eq. (2), F denotes singular values, and arbitrary matrices as well; 
T denotes right singular vector; R is left singular matrix; H is singular 
composition matrix; U is right singular matrix. 

2) Calculate dimension correlation. Based on the first dimension selected in 
Eq. (2), data correlation is calculated to rank the optimal data dimension. 
Due to the certain linear data relationship, the correlation coefficient is used 
to calculate the data correlation, as shown in the following equation: 

r =
∑n 

i, j=1

(
x j − X̄

)(
xi − X̄

)

/∑n 
j=1

(
x j − X̄

)2
/

∑n 
i=1

(
xi − X̄

)2 
(3) 

In Eq. (3), x j denotes the j th data in X ; xi denotes the i th data in X ; n 
denotes the number of data in the dataset; and r denotes the data correlation 
with a threshold value of [−1, 1] [9]. As the formula shown in Eq. (3), x j 
is positively correlated with xi when R > 0; conversely, it is negatively 
correlated. 

3) Rearrange dimensions. Adopt the formula shown in Eq. (3) to calculate the 
data correlation in X in pairs and form a m ∗m-dimensional similarity matrix 
R: 

R = 

⎛ 

⎜ 
⎝ 

r11 . . .  r1m 
... 

. . . 
... 

rm1 · · ·  rmm 

⎞ 

⎟ 
⎠ (4) 

In Eq. (4), the values of r11 · · · rmm and r1m · · · rm1 denoted dimensional 
contribution, are calculated from Eq. (2); the values other than r11 · · ·  rmm 

and r1m · · ·  rm1 as the absolute values of r , denote dimensional similarity. 
In Eq. (4), the matrix is symmetric, and for this reason, the larger on 

between r11 · · · rmm and r1m · · ·  rm1 is selected as the first data dimension, 
and then select the correlation coefficient mostly correlated with the first 
dimension as the second dimension of the rearranged dimension. Based on
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this process, all data dimensions are identified and sorted in descending order 
to complete the dimensional rearrangement of the data. 

3. Data clustering: mainly for mining data information. To this end, cluster the plat-
form data with K-means clustering method by the following clustering process: 

1) From the rearranged data, N th data vectors −→x N are randomly selected as 
the initial clustering center O of data clustering; 

2) The Euclidean distance d between −→x N and O is calculated as follows: 

d =
/

∑n 

i=1 
(x1i − x2i )2 (5) 

In Eq. (5), x1i /= x2i denotes the two data vectors in m dimensions [10]. 
3) −→x N is assigned to the corresponding category with the minimum d according 

to the calculation result of Eq. (5); 
4) Reselect clustering centers; 
5) Repeat steps 2) and 3) until argmin

∑N 
j=i

∑
x j∈X

||
||x j − X

||
|| is satisfied, with 

argmin indicates that the minimum value function is taken. Output data 
clustering results. 

4. Modifying dimension labels: After processing the above three steps, display the 
correlation of data dimensions by dimensional similarity size and name labels. 

5. Interactive technology: In order to realize the interaction between users and data, 
use scaling interactive technology to scale data information and realize interactive 
data visualization. 

2.2 Monitoring Power Data Asset Operation Platform 

Adopt visualized platform data by the technology described the previous subsection, 
monitor the power data asset operation platform with the control chart techniques. 
To this end, it is assumed that the visualization data sample of the power data asset 
operation platform collected at the j th moment is

{(
xi , yi j

)
, i = 1, 2, · · ·  , n

}
, where 

xi denotes the i th platform visualization data sample; yi j  denotes the observation of 
xi collected at the j th moment. When the data sample process is under control, yi j  
and xi have the following relationship: 

yi j  = a0 + a1xi + εi j (6) 

In Eq. (6), a0, a1 denote the controllable parameters of the control chart; εi j  
denotes the standard normal random variable [11]. Get the likelihood function of the 
control chart monitoring platform according to the relation shown in Eq. (6):
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γ (Ln, kn) = −  2
(
γ (0) max − γ (1) max

) =
∑k 

j=L+1

∑n 

i=1
[ yi j  − a0 − a1x)2 

σ 2
] 

− (k − L)n[1n
(

σ 2 (k−L)n 

σ 2

)

+ 1] (7) 

In Eq. (7), k denotes the number of data visualization samples collected from the 
platform, L ∈ k denotes the L group of samples, γ (0) max denotes the maximum value 
of the log-likelihood function in the controllable state of the control chart, and γ (1) max 
denotes the value of the pairwise maximum likelihood function corresponding to the 
data variation point. 

According to the likelihood function shown in Eq. (7), the maximum likelihood 
function value γmax,k for the sample of k groups of data is defined as: 

γmax,k = max 
0≤L<k 

γ (Ln, kn) (8) 

The platform monitoring control chart statistic G(Ln, kn) developed with the 
maximum likelihood function shown in Eq. (8), is shown in the following equation: 

G(Ln, kn) = max
[
0, η  · γ (Ln, kn) + (1 − η)X̄ ((t − 1)n, kn)

]
(9) 

In Eq. (9), η denotes the smooth parameter; γ '(Ln, kn) denotes the normalized 
likelihood function. According to the control chart statistic shown in Eq. (9), the 
obtained expression for the control chart function is: 

Gmax (kn) = max 
0≤x≤1 

G(Ln, kn) (10) 

Given the false alarm rate λ of the control chart, the control line calculation 
function for the control chart determined based on the control chart Gmax (kn) is:

{
γ [Gmax(kn) > Ik(λ)|Gmax(Mn) ≤ IM (λ), 1 ≤ M < k ] = λ f or  k  > 1 
γ [Gmax(n) > I1(λ)] 

(11) 

In Eq. (11), Ik denotes the control line; M denotes the number of sample data. 
According to the calculation process of Eqs. (9)–(11) above, after monitoring 

the platform data samples, calculate the Gmax (kn) value and the sizes of Gmax (kn) 
value, compare the Ik value. If Gmax (kn) ≤ Ik , the platform data assets are in normal 
operation and the platform data continues to be monitored; if Gmax (kn) >  Ik the 
platform data assets operation is judged to be in trouble and the first problem alert is 
issued, thus realizing the monitoring of the power data assets operation platform.
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3 Simulation Experiment 

Select the MSTM control chart-based monitoring method and the Hotelling’s T2-
based monitoring method as the comparison methods for this experiment, with the 
power data asset operation platform data as the object of this experimental study 
to verify the monitoring method of the PDAO platform based on visualization 
technology of this study on the bootstrap simulation platform. 

3.1 Experimental Data 

The experimental data selected from the PDAO platform for this experiment are 
shown in Fig. 1. 

Based on the experimental data shown in Fig. 1, the monitoring alarm signal is set 
to start when the mean value of the platform data drifts. Its drift criterion is shown 
in the following equation: 

⎧ 
⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

x̄ i = 
1 

n

∑n 

1 
x j 

σ = 1 

n − 1
∑n 

1 
(xi − x̄ i )(xi − x̄ i )'

B = (xi − x̄ i )'σ −1 (xi − x̄ i ) > f 

(12) 

In Eq. (12), B denotes the alarm signal given by the method. 
X = {x1, x2, · · ·  , xi , · · · } denotes the experimental dataset shown in Fig. 1; xi 

denotes the experimental dataset of class i ; xi denotes the mean of the data in the 
experimental data set of class i ; σ denotes the covariance matrix; f denotes the 
monitoring curve of the method; ni denotes the number of data in the experimental 
dataset of class i ; x j ∈ xi denotes the j th data in the experimental dataset of class i . 

According to the generation conditions of data alarm signals shown in Eq. (12), 
alarm signals are designed for each of the three monitoring methods to monitor the 
experimental data shown in Fig. 1. 

3.2 Experimental Indicators 

The experiment selects the ARL average run length as the comparison index of the 
monitoring effect under the three methods, which is mainly to indicate the controlled 
average chain length of the process generated during the monitoring of data by such 
three methods. Its calculation formula is shown in the following equation:
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A = 
1 

p 
(13) 

In the Eq. (12), A denotes the controlled average chain length of the monitoring 
process; p denotes the probability of the first monitoring alarm error during the 
monitoring of experimental data by the three monitoring methods. 

Based on Eq. (12), the larger the value of A, the longer the monitoring method 
used to monitor the platform data, the better its monitoring effect. Since the smaller 
the p value shown in Eq. (12), the smaller the monitoring loss, the significance level 
of the p value was set to 0.005 in this experiment, and the initial value of the A value 
was 410 chains. 

3.3 Experimental Environment 

The experimental data shown in Fig. 1 were monitored by the three groups of methods 
selected for this experiment, and the correlation degree of the data was classified as 
moderate correlation degree and strong correlation degree, with values taken as 0.5 
and 0.8, respectively. The two experimental environments are designed are as follows: 

Simulation environment 1:For the controlled data, it exhibits an edge distribution 
expectation value of 1, showing an edge distribution state. Therefore, the drift value 
size of the experimental data was set to (0,0), (0,1), (0,1.5), (0,2), (0,4), (0,5), and 
(0,5.5) for the simulation according to the data drift calculation formula shown in 
Eq. (12). 

Simulation environment 2: For the controlled data, it exhibits an edge distribution 
expectation value of 2, showing two edge distribution states. Based on Eq. (12), the 
drift value size of the experimental data was set to (0,0), (1,1), (1.5,1.5), (2,2), (4,4), 
(5,5), and (5.5,5.5) for the simulated experiments. 

In the above two experimental environments, three methods were used to monitor 
data of two correlation degrees, and 10,000 random simulations were executed on 
the bootstrap simulation platform by R language.

Fig. 1 Experimental data 
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3.4 Comparison of Monitoring Effects 

3.4.1 Simulation Environment 1 

In simulated environment 1, when the data correlation coefficient is 0.5, the moni-
toring effect of the platform data shown in Fig. 1 monitored by the three monitoring 
methods is shown in Table 1. 

As seen in Table 1, the ARL values of the research method are 0.15 chains and 0.81 
chains higher compared to the two comparison methods selected for this experiment 
without drift value for the data shown in Fig. 1. The difference is insignificant. 

However, when the data drift value is greater than 5, the difference between 
the ARL values of the research method compared to the ARL values of the two 
comparison methods selected for this experiment has reached 30 and keep increasing. 
Thus, with a data correlation coefficient of 0.5, the research method still has a superior 
monitoring effect for ARL values if the platform data has drift values greater than 5. 

When the data correlation coefficient is 0.8, the monitoring effect of the platform 
data shown in Fig. 1 monitored by the three monitoring methods is shown in Table 
2. 

Table 1 Comparison table of the monitoring effect when the correlation coefficient is 0.5 (chain) 

Data drift 
value 

Research 
method 

Monitoring method based on MSTM 
control chart 

Monitoring method based 
on Hotelling’s T2 

(0.0) 399.02 398.87 398.21 

(0.5.5) 388.58 278.27 299.12 

(0.5) 390.57 321.85 357.85 

(0.4) 391.91 357.62 369.91 

(0.2) 394.67 393.38 392.26 

(0.1.5) 396.88 395.41 396.64 

(0.1) 397.46 395.69 396.67 

Table 2 Comparison table of the monitoring effect when the correlation coefficient is 0.8(chain) 

Data drift 
value 

Research 
method 

Monitoring method based on MSTM 
control chart 

Monitoring method based 
on Hotelling’s T2 

(0.0) 402.42 401.27 400.92 

(0.5.5) 390.49 318.42 313.09 

(0.5) 390.91 341.66 316.72 

(0.4) 391.13 353.53 351.19 

(0.2) 397.91 391.32 396.86 

(0.1.5) 397.96 391.51 397.00 

(0.1) 397.99 391.80 397.18
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As seen in Table 2, there is no drift value data when the value of data correlation 
coefficient is 0.8. In contrast, the ARL value increases significantly without drift 
value data when the data correlation coefficient is 0.5. Moreover, when the data drift 
value is greater than 5, the ARL values of the three methods at 0.8 are generally higher 
than the ARL values at 0.5, with the research method being the most significant. As a 
result, the higher the degree of data correlation, the better the monitoring performance 
of the monitoring method. 

In addition, the research method has a watershed data drift value of 3 for strongly 
correlated platform data under simulated environment 1 conditions. For drift values 
greater than 3, the difference in ARL values by the research method compared to 
those by the MSTM control chart-based monitoring method and the Hotelling’s T2-
based monitoring method reaches more than 50 chains; for drift values less than 
3, the difference is only between [1, 2]. As a result, the higher the degree of data 
correlation, the better the research method monitoring platform effect. 

3.4.2 Simulation Environment 2 

In simulated environment 2, when the data correlation coefficient is 0.5, the moni-
toring effect of the platform data shown in Fig. 1 monitored by the three monitoring 
methods is shown in Table 3. 

As seen in Table 3, when the value of the data correlation coefficient is 0.5, the 
ARL values by the research method in the environment 2 condition are extremely 
close to those under the environment 1 conditions and are not affected by the marginal 
distribution of the data. For drift values greater than 5, the difference in ARL values 
under the environment 2 and the environment 1 conditions by the research method 
compared to those by the MSTM control chart-based monitoring method and the 
Hotelling’s T2-based monitoring method reaches more than 20 chains; when the 
platform is monitored by the research method, the results are affected by the edge 
distribution of the platform data.

Table 3 Comparison table of the monitoring effect when the correlation coefficient is 0.5 (chain) 

Data drift 
value 

Research 
method 

Monitoring method based on MSTM 
control chart 

Monitoring method based 
on Hotelling’s T2 

(0.0) 399.02 398.87 398.21 

(5.5, 5.5) 388.16 314.67 329.12 

(5.5) 392.14 344.76 345.24 

(4.4) 393.79 369.77 374.72 

(2.2) 396.45 395.55 393.63 

(1.5, 1.5) 397.88 396.75 396.22 

(1.1) 398.00 397.06 396.449 
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Table 4 Comparison table of the monitoring effect when the correlation coefficient is 0.8 (chain) 

Data drift 
value 

Research 
method 

Monitoring method based on MSTM 
control chart 

Monitoring method based 
on Hotelling’s T2 

(0.0) 402.42 401.27 400.92 

(5.5, 5.5) 388.70 297.83 270.81 

(5.5) 391.79 324.87 296.17 

(4.4) 393.66 327.97 349.74 

(2.2) 396.39 389.50 387.29 

(1.5, 1.5) 396.77 394.96 393.50 

(1.1) 396.99 395.34 394.48 

To further verify the effect of data edge distribution on the monitoring effect, 
the monitoring effect of the platform data shown in Fig. 1 monitored by the three 
monitoring methods is shown in Table 4 when the data correlation coefficient is 0.8. 

As seen from Table 4, when the data correlation coefficient is 0.8, the ARL values 
for monitoring strongly correlated data by the MSTM control chart-based monitoring 
method and Hotelling’s T2-based monitoring method are, in turn, smaller than those 
for moderately correlated data, which are different from those for environment 1. 
Therefore, the MSTM control chart-based monitoring method and Hotelling’s T2-
based monitoring method T2-based monitoring methods are more influenced by the 
data edge distribution. The ARL values for monitoring strongly correlated data under 
the research method differ very little from the ARL values at environment 1 and are 
not affected by the data edge distribution. It proves that platform monitoring by the 
research method is not affected by the distribution of the platform data. 

Combining the above two sets of experimental results, it showed that monitoring 
the PDAO platform data by the research method is basically unaffected by data 
edge distribution, data correlation and data drift values, and has superior control 
performance. 

4 Conclusion 

Extracting data from the visualized the PDAO platform will enable visualized moni-
toring of the platform through graph control technology. It is experimentally verified 
that this research method is mostly unaffected by data edge distribution, data corre-
lation and data drift values, enhancing the control performance of the operation 
platform. 

However, this research can’t monitor of small drift data properly in the platform. 
In the future research, it is also necessary to study in depth the monitoring techniques 
for small drift data in the platform, and further improve the monitoring methods for 
small drift data in the platform.
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Abstract New energy, DC and other power electronic power supplies are connected 
to the grid through converters, weakening the equivalent inertia of the system and 
reducing the frequency regulation capacity, leading to the prominent problem of 
primary frequency regulation of the receiving-end grid. In this paper, we analyze 
the main contradictions of the frequency impact of high proportion power elec-
tronic power supplies on the receiving system by focusing on the control mode of 
power electronic power supplies. By constructing the frequency response model, the 
frequency response characteristics of the system and the principles followed when 
the power electronic power supply is involved in primary frequency regulation are 
analyzed. Finally, a four-machine, two-zone system containing wind power, photo-
voltaic, energy storage and DC is built by BPA to verify the effect of different control 
strategies of power electronic power supply on the primary frequency regulation of 
the system. 
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1 Introduction 

According to the government’s goal of carbon peak in 2030 and carbon neutrality 
in 2060, the power electronic power system is gradually formed [1]. This weakens 
the system equivalent inertia, reduces the capacity for active reserve frequency regu-
lation, and deteriorates the system frequency immunity and stability characteristics 
[2]. Large-scale blackouts due to frequency problems occurred in developed coun-
tries such as Australia and the United Kingdom [3, 4]. The problem of power elec-
tronic power supply involved in frequency modulation to suppress system frequency 
disturbance has become a hot research issue nowadays [5]. 

The main system frequency safety and stability indicators are the rate of change of 
frequency (RoCoF), the maximum frequency offset, and the steady-state frequency 
deviation [6]. The traditional power system frequency safety and stability issues 
are mainly determined by the synchronous generator, and the frequency regulation 
capability of the synchronous generator determines whether the three indicators of 
frequency cross the boundary. The large scale of DC feed-in to a typical receiver 
system and the high penetration of wind power and photovoltaic lead to the equiv-
alent replacement of large scale synchronous generating units, which weakens the 
frequency regulation capability of synchronous generating units. 

The power electronic power supply is connected to the grid through the inverter 
and the output characteristics are controlled by the power command, which does not 
satisfy the rotor equation of motion of the synchronous generator [5–7]. Reference 
[7–9] pointed out that wind power, PV, and DC transmission control systems use 
P and Q decoupling control, which leads to decoupling the output power from the 
system frequency, i.e., it does not participate in the system frequency response. 

In the reference [10], control methods for power electronic power supply participa-
tion in primary frequency regulation are reviewed from the control perspective. Refer-
ence [11] considers the new energy FM(frequency modulation) control strategy as 
well as the effect of penetration rate and establishes the SFR model consistent with the 
system containing high percentage of power electronic power supply. The FM param-
eters required to maintain the system frequency safety and stability are calculated 
by the frequency domain function. Reference [12] proposed indexes to measure the 
frequency response capability of power electronic power supplies, mainly including 
the system frequency recovery speed index and the safety stability index of the power 
supply. It was pointed out that the positive response of new energy units represented 
by wind turbines to system frequency changes can suppress the maximum change 
in frequency (RoCoFmax), but it can lead to serious frequency secondary dips prob-
lems. Reference [13, 14] points out that DC system operation in the reduced load 
state can participate in frequency regulation through virtual-droop control, but the 
economic losses due to DC reduced load operation and those due to emergency faults 
are yet to be measured. The zoning effect of the DC system leads to the decoupling 
of the frequency at the sending and receiving ends of the system, but when the DC 
participates in the frequency response at the receiving end, the DC sending end 
also generates a power disturbance of the corresponding magnitude. Therefore, the
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operating state of the system at the sending end also affects the frequency response 
capability at the receiving end of the system. 

In summary, the power electronic power supply involved in frequency regula-
tion becomes a trend, but the power electronic power supply involved in frequency 
response has different power sources. Over-response can lead to the subsequent 
phenomenon of secondary frequency drop. Reference [15, 16] effectively suppressed 
the frequency secondary drop phenomenon by combining energy storage with wind 
turbines to participate in frequency regulation, which provides a research reference 
for future power electronic power sources to participate in frequency regulation with 
the aid of energy storage. 

So this paper firstly analyzes the influencing factors of power electronic power 
supply grid connection from power electronic power supply control strategy and 
gets the dominant problem contradiction by sensitivity analysis. Secondly, we 
study the control method of power electronic power supply involved in frequency 
response to improve the system frequency stability. Then analyze the possible subse-
quent frequency disturbance problems in the frequency regulation process. The 
control method of using energy storage assisted participation in frequency regula-
tion improves the power electronic power supply’s own stability as well as avoids the 
phenomenon of subsequent frequency secondary disturbance of the system. Finally, 
a four-machine, two-zone model with DC system built by BPA is simulated and 
verified. 

2 Receiving-End Grid Frequency Security Issues 

This section analyzes the main influencing factors that cause the frequency stability 
decrease of the receiving power system in terms of the control strategy of the power 
electronic power supply and the installed capacity. 

2.1 Basic Control Strategies for Power Electronics Power 
Supplies 

Wind turbines, such as DFIG exist rotating devices, are connected to the grid through 
back-to-back dual PWM converters, and the rotor frequency is decoupled from the 
system frequency by fast phase-locked control of the rotor-side inverter phase-locked 
loop. 

The DC transmission system asynchronizes the AC system into an AC-DC-AC 
hybrid system through the rectifier-inverter station at the sender-receiver side to 
realize the frequency decoupling of the grid at the sender-receiver side. The control 
targets of the converter at the sending and receiving ends are DC transmission current
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I and DC voltage U respectively, which determines the decoupling of transmission 
active power P from the frequency at the sending and receiving ends. 

The PV power system is connected to the grid through the inverter, and its control 
strategy is similar to the DFIG grid-side inverter and the DC receiver-side inverter 
control strategy. 

So from the point of view of the receiving-end grid, ignoring the internal control 
links of power electronics, when the frequency problem-led safety and stability prob-
lems occur (i.e., not triggering other protective actions of new energy sources such 
as: low unit voltage, high penetration does not pass), the power electronic power 
supply behaves externally as a constant power source, or negative impedance mode. 
Therefore, the external inertia and regulation coefficient are zero. 

2.2 Equivalent FM Parameters of the Receiving-End Grid 

To maintain the system source-load balance, a large amount of power electronic 
power supplies connected to the grid at the receiving end will replace the thermal 
power unit output. Define the ratio of grid-connected capacity to total installed 
capacity of the system as the penetration rate α of power electronic power supply in 
the receiving grid: 

α =
∑m 

j=1 Sj
∑n 

i=1 Si +
∑m 

j=1 Sj 
(1) 

where n is the number of synchronous units and m is the number of power electronic 
power units, including wind turbines, feed-in DC and PV units. 

The equivalent inertia time constant Heq and the modulation factor Req of the 
receiver grid can also be obtained as: 

⎧ 
⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎩ 

Heq =
∑n 

i=1 Si Hi
∑n 

i=1 Si +
∑m 

j=1 Sj 
= (1 − α)H 

1 

Req 
=

∑n 
i=1 Si 

1 
Ri∑n 

i=1 Si +
∑m 

j=1 Sj 
= (1 − α) 

1 

R 

(2) 

where, H and R are the inertia time constant, load modulation coefficients of the 
synchronous unit, respectively. 

So the frequency response model of the receiving power system can be obtained 
as follows: 

In the figure, ΔPd(s) is the system disturbance power, ∆PG(s) is the FM response 
power, and Δw(s) is the system frequency variation. D is the system load damping 
factor, and Km, FH , and TR are the external equivalent control parameters of the 
synchronous unit, respectively.
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2.3 Identification of Dominant Factors for Frequency 
Stability of the Receiving-End Grid 

According to the frequency response model of the receiving power system shown in 
Fig. 1, the frequency deviation expression can be obtained as follows.

∆ω(s) = ∆Pd (s)R(1 + TRs) 
R(1 + TRs)(2(1 − α)Hs  + D) + (1 − α)Km(1 + FHTRs) 

(3) 

Using Laplace’s initial value theorem and final value theorem, the maximum 
frequency rate of change of the system, RoCoFmax , and the frequency steady-state 
deviation, Δf s, can be obtained as follows. 

RoCoFmax = fN lim 
s→∞s(s∆ω(s)) = fN 

1 

1 − α 
· ∆Pd 
2H 

(4)

∆ fs = fN lim 
s→0+ 

s∆ω(s) = fN
∆Pd 

D + (1 − α) Km 
R 

(5) 

According to Eq. (4), the main influencing factor of RoCoFmax is the power 
electronic power supply penetration rate α. There are more influencing factors of 
Δf s in Eq. (5). which can be identified by using the method of sensitivity analysis. 
The parameters of the system low-order frequency response model are referred to 
the reference [10]. The results of the sensitivity analysis are shown in the following 
table (Table 1). 

According to the sensitivity analysis, it can be obtained that the main contradic-
tion of the frequency safety of the receiver system of the high proportion power 
electronic power supply is the disturbance power ΔPd and permeability α leading to 
RoCoFmax and Δf s not meeting the frequency safety and stability requirements. The 
permeability α weakens the system frequency immunity as well as recovery capa-
bility by affecting the system equivalent inertia time constant Heq and the equivalent 
FM modulation coefficient Req.

Fig. 1 Receiver system 
frequency response model 
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3 Power Electronic Power Supply Involved in FM 

3.1 Wind Turbine Participation in Frequency Regulation 

There are rotating devices in wind turbines, which release rotor rotational kinetic 
energy during emergency power disturbance, sacrificing rotor speed to provide short-
time power support to the system, playing a virtual inertia and virtual sagging support 
effect of synchronous-like units. 

⎧ 
⎨ 

⎩ 

Pwind  = PMPPT  + ∆P

∆P = −Kd f  
d∆ f 

dt  
+ Kd∆ f 

(6) 

where Pwind is the wind turbine power command, PMPPT is the wind turbine power 
command in normal operating condition, Kdf is the virtual inertia coefficient, and 
Kd is the virtual sag coefficient. 

The supportable average power at the safe speed of the wind turbine is: 

Pw = 
1 

2 

J
(
w2 

r1 − w2 
r2

)

Ts 
(7) 

where J is the rotor rotational inertia of the fan, Ts is the fan participation in 
the frequency response time, wr1, wr2 are the rotor speed before and after the fan 
participation in frequency regulation, respectively. 

The wind turbine load shedding standby control sacrifices the economic operation 
of the system in the normal state and can provide higher support capacity. As shown 
in Fig. 2, the blade tip speed ratio λ1 corresponds to wr1 under MPPT state, when 
there is a maximum wind energy utilization coefficient CPmax, and λ3 corresponds 
to wr2 under reduced load d1%, when it corresponds to reduced load wind energy 
utilization coefficient CP_del. so wr2 is obviously larger than wr1, which can provide 
more power support according to Eq. (7). 

Fig. 2 Variation of wind 
energy utilization coefficient 
with leaf tip speed ratio
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Fig. 3 Four machine-two 
zero model in BPA  

3.2 DC Participation in FM 

As described in Sect. 2.1, the DC system is connected to the grid at the receiving end 
through an inverter, so the virtual frequency regulation strategy applying Eq. (6) can 
establish the coupling between the DC delivered power and the two AC asynchronous 
system configuration frequencies. And the DC capacity is several times the capacity 
of a single wind farm, so the power support capacity is stronger. 

Compared to wind turbines, DC has no rotating energy storage elements and no 
speed protection module, which also determines that frequency regulation can only 
be performed through load-shedding standby. When the DC is operating at d2% load 
shedding, the DC power response is 

⎧ 
⎨ 

⎩ 

PHV  DC  = P0 · (1 − d2%) + ∆P

∆P = K p 
1 + TH s

∆ f 
(8) 

where P0 is the DC rated power, Kp is the DC FM virtual sag factor, and TH is the 
time constant. 

The PV plant does not have a rotating energy storage element and participates in 
a frequency response strategy similar to that of the DC system, which is not repeated 
here. 

3.3 Energy Storage Assisted Participation in Frequency 
Regulation 

When the wind turbine rotates from a frequency lower than or close to the minimum 
safety threshold, the speed recovery strategy will be activated, which is equivalent 
to the occurrence of power secondary disturbance. 

DC participation in the receiving-end grid frequency regulation, the power of the 
sending-end grid will also occur corresponding power disturbance problems, so the
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actual frequency regulation capacity of the sending-end grid will also determine the 
effect of the receiving-end grid frequency regulation. 

When DC participation in frequency regulation capacity is limited by the 
frequency regulation capacity of the sending-end grid, the fan starts the speed 
recovery strategy, the receiver system of high proportion power electronic power 
supply will have a serious frequency secondary drop phenomenon. 

Multi-type energy storage is connected to the grid through the inverter, and the 
working state is affected by its own SOC. 

PESS  = 

⎧ 
⎨ 

⎩ 

KESS  

1 + TESSs
∆ f 20% <SOC <80% 

0 else  
(9) 

The frequency modulation factor KESS as well as the time constant TESS of the 
energy storage system are shown in Table 2. Multiple types of energy storage respond 
to different time scales as well as operating costs, and can respond to different phases 
of the system frequency considering economic factors. 

The power electronic power supply replaces the synchronous generator set, 
although it weakens the system equivalent inertia time constant and the regulation 
coefficient, but its power electronics fast frequency tracking capability can effectively 
improve the frequency response capability.

Table 1 Sensitivity parameter calculation table 

Parameter variables Sensitivity Order 
of magnitude 

Degree 

Damping factor D − fN ∆Pd 
[D+(1−α)Km /R]2 10–2 Small 

Speed governor 
R 

fN 
(1−α)Km∆Pd /R2 

[D+(1−α)Km /R]2 100 Normal 

Power Factor 
Km 

− fN (1−α)∆Pd /R 
[D+(1−α)Km /R]2 10–1 Smaller 

Power disturBance
∆Pd 

fN 
1 

D+(1−α)Km /R
101 Very big 

Penetration rate α fN 
Km∆Pd /R 

[D+(1−α)Km /R]2 101 Big 

Table 2 Multi-type energy storage parameters 

Parameters SMES SCES FES EES 

KESS 6 5 4 2 

TESS/s 0.26 0.3 0.35 0.5 

Rated power/MW 10 30 20 10 

capacity/MWh 30 0.5 5 40 

SOC limits/% 20–80 
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4 Case Study 

In order to verify the relationship between the frequency of the receiving end system 
and the permeability and power disturbance of the high duty power electronic power 
supply analyzed in this paper, and the effectiveness of the power electronic power 
supply participating in frequency modulation, this paper builds a four machine nine 
node system simulation model through BPA. The area Z1 transmits power to Z2 
through DC, which is a typical sending end system and a receiving end system. The 
output of wind power and PV in Z1 accounts for 30%, and that of wind power, DC 
and PV in Z2 accounts for 50%. At the same time, Z2 is connected to the energy 
storage power station (Fig. 3). 

Set the following three simulation cases: 

1. Wind power, DC power and photovoltaic power do not participate in frequency 
modulation. Under different power electronic power supply penetration rates, 
the same power disturbance event occurs in the receiving end system, and 
the frequency response effect of the transmitting and receiving end systems is 
different; 

2. When the power electronic power supply participates in frequency modulation, 
the frequency response effect of the receiving end system under different power 
disturbance events; 

3. Research on energy storage assisting in frequency modulation and suppressing 
secondary drop of system frequency. 

4.1 Case 1 

The frequency change curve of the transmitter receiver system when 0.5, 0.8 and 
1.1 pu power disturbances occur in the receiver system is shown in Fig. 4a. Due to 
the partition effect of the DC system, after the system frequency of the receiving end 
is unstable, the frequency disturbance of the sending end system is within 0.05 Hz, 
and the frequency of the sending end and the receiving end is divided asynchronously. 

When no additional frequency modulation control is added, the DC transmission 
power disturbance caused by frequency disturbance is within 5 MW, which is caused 
by the phase-locked loop disturbance caused by the voltage fluctuation at the DC 
feeding point, as shown in Fig. 4b. It is precisely because of the drop in DC power that 
the frequency at the sending end fluctuates, as shown by the dashed line in Fig. 4a. 
However, the frequency of the sending end system is not affected by the accident 
disturbance of the receiving end system when there is no serious accident disturbance 
such as commutation failure in the DC.
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Fig. 4 a. Case 1 frequency variation diagram under different power disturbances. b. Case 1 DC 
output variation diagram 

4.2 Case 2 

When power electronic power sources such as DC and wind power participate in 
frequency modulation, power disturbances of 0.5 and 1.1 pu will occur in the receiver 
system. The system frequency of the transmitter receiver system is shown in Fig. 5a. 
When DC participates in the frequency response of the receiving end system, the 
additional transmission power is equivalent to the power shortage of the transmit-
ting end system, as shown in Fig. 5b. Therefore, when the power disturbance is 
0.5 pu, compared with case 1, the frequency of the sending end system fluctuates 
greatly, but it is within the stability threshold of 0.15 Hz. When the disturbance 
amplitude reaches 1.1pu, the steady-state frequency deviation of the sending end 
system approaches 0.2 Hz, and the frequency safety and stability margin decreases. 
At the same time, affected by the rated DC capacity (175 MW), the lowest frequency 
of the receiving end system and the steady-state frequency deviation are close to the 
instability sideline. Therefore, at this time, only relying on DC and other power elec-
tronic power supplies to participate in frequency modulation may cause subsequent 
serious frequency secondary accidents. 
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Fig. 5 a. Case 2 frequency variation diagram under different power disturbances. b. Case 2 DC 
output variation diagram
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Fig. 7 Case 3 energy 
storage output change 
diagram 
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4.3 Case 3 

In case 2, when the accident disturbance of the receiving end system is large, it may 
cause the frequency instability of the transmitting and receiving end system. At this 
time, energy storage is introduced to participate in auxiliary frequency modulation. 
When there is a 1.1 pu power shortage in the system, the frequency change of the 
transmitter receiver system is shown in Fig. 6a. Compared with cases 1 and 2, the 
introduction of energy storage improves the lowest point of system frequency and 
the steady-state frequency margin. 

The maximum output power of DC shall be kept below the rated power as shown 
in Fig. 6b. Compared with case 2, it is equivalent to energy storage to make up for 
DC output deficiency in time, as shown in Fig. 7. 

5 Conclusion 

The equivalent inertia and the equivalent adjustment coefficient of the receiving end 
system of the high duty electronic power supply decrease, which leads to the reduction 
of the primary frequency response ability. Aiming at the control strategy of power 
electronic power supply, this paper considers the frequency security and stability of
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the sending and receiving end, analyzes the frequency stability of the receiving end 
system and the solutions. The main research conclusions are as follows: 

1. The main contradiction of frequency safety is disturbance power ΔPd and perme-
ability α, resulting in rocofmax and ∆f S does not meet the frequency safety and 
stability requirements. 

2. When the power electronic power supply participates in frequency modulation, 
it is affected by the frequency stability of the sending end system and the power 
upper limit of the power electronic power supply such as DC, and there is a risk 
of serious secondary frequency disturbance in the later period of the frequency 
response of the receiving end system; 

3. Reasonable setting of energy storage and frequency modulation capacity will 
improve the safety and stability margin of system frequency on the basis of 
ensuring the safe operation of DC and other power electronic power supplies. 
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IGBT Module Status Monitoring Method 
Based on High-Speed Peak Holding 

Xiaoming Zhu, Jie Chen, Hui Wang, Xuefei Li, Jinpeng Li, Ruichang Qiu, 
and Zhigang Liu 

Abstract A new IGBT module bond wires condition monitoring method is 
proposed, which realizes the condition monitoring of IGBT module bond wires aging 
in off-state. The method defines the collector-emitter peak voltage (VCEp) when the 
IGBT module is turned on as the health indicator, so as to judge the aging state 
of the bond wires of the IGBT module. Based on theoretical analysis, the changes 
of gate loop stray inductance and inter-electrode capacitance caused by bond wires 
cracking and shedding will affect the peak collector-emitter voltage during the turn-
on process. In order to eliminate the influence of DC voltage, load current, junction 
temperature and other factors during the measurement process, the measurement 
process is carried out in the shutdown state of the inverter system. In addition, a 
special high-speed peak voltage hold circuit is designed to realize the peak detection 
of the collector-emitter peak voltage, and the high-speed peak voltage hold circuit 
is analyzed. The results show that the circuit can effectively identify and maintain
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the peak value, has reliable performance and fast response speed, and has important 
guiding significance for the realization of the state monitoring of IGBT modules. 

Keywords IGBT · Condition monitoring · Collector-emitter peak voltage ·
High-speed peak hold 

1 Introduction 

IGBT (Insulated Gate Bipolar Transistor) is widely used in power electronic systems, 
wind power, photovoltaic power, automotive industry, etc. [1, 2]. The reliability of 
IGBT affects the safe of power electronic system. However, despite the efforts of 
major manufacturers to improve the reliability of IGBT, IGBT failure accidents still 
emerge in an endless stream. According to relevant questionnaire survey, 31% of 
respondents believe that semiconductor power devices, including IGBT, are the most 
prone to failure in field applications [3]. Among various IGBT fault types, bond wires 
fault is one of the most common faults [4, 5]. It is that IGBT has a multi-hierarchical 
structure and each layer is composed of different materials [6]. IGBT bond wires 
condition monitoring is the focus of this paper. 

Domestic and foreign experts and scholars have carried out a lot of research on 
IGBT failure mechanism and health indicators, and have made a lot of achievements. 
It is proposed to use IGBT turn-on gate voltage overshoot to monitor the state of 
bond wires [7]. In addition, it has been proposed to use the duration of grid charge 
to monitor the bond wires fatigue of multi-chip IGBT modules in the off-state [8]. 
The most commonly used health indicator is the collector-emitter on-state voltage 
drop VCE,on. The team of Professor Stig of Aalborg University in Denmark found 
that VCE,on tended to rise with the aging of IGBT [9]. Generally, VCE,on is the result 
of the coupling of aging, junction temperature, current and other factors, and cannot 
be used as the state indicator of the bond wires. In engineering application, the peak 
collector-emitter voltage VCEp in off-state is proposed as the health indicator. Firstly, 
VCEp is easy to measure and changes obviously with IGBT aging. Secondly, the 
influence of temperature, bus voltage and other factors can be excluded in off-state 
measurement. Finally, The measurement process does not need to disassemble the 
IGBT, which is convenient for engineering implementation.
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Fig. 1 Sectional drawing of IGBT module 

2 Health Indicator 

2.1 Failure Mechanism 

IGBT is the main device to realize electric energy conversion in the power electronic 
system, works in the frequent switching mode, the switching loss and on-state loss 
in the whole process will be transferred in the form of heat, resulting in temperature 
fluctuations in the whole module. Figure 1 shows the internal structure of the IGBT 
module. 

In the process of heat transfer from the semiconductor chip to the heat sink from 
top to bottom, there are significant differences in coefficients of thermal expansion 
(CTE) among the materials of each layer, the deformation mechanical stress of each 
layer caused by the same heat is different. In different application scenarios, the long-
term accumulation of environmental factors such as vibration, external high and low 
temperature and humidity will also lead to fatigue of each layer of materials, which 
specifically shows irreversible damage such as crack growth, internal cavity and 
metallization reconstruction. These two factors lead to IGBT module aging during 
long-term application process. 

2.2 Internal Parasitic Parameters of the IGBT Module 

The parasitic parameters of IGBT module mainly include equivalent resistance, para-
sitic inductance and electrode capacitance. Figure 2 shows the gate equivalent circuit 
diagram of IGBT module.

Ro and Lo are the resistance and inductance of the outer pole loop, Ri and Li are 
the resistance and inductance of the inner pole loop, Re and Le are the equivalent 
resistance and inductance of the emitter bond wires, Rs and Ls are the equivalent
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Fig. 2 Internal equivalent 
circuit diagram of IGBT

resistance and inductance of the auxiliary emitter, Rc and Lc are the equivalent resis-
tance and inductance of the collector. Cgc is gate-collector capacitance; Cge is the 
gate-emitter capacitance; Cce is the collector - emitter capacitance. 

[10] proposed that the equivalent inductance and equivalent resistance of bond 
wires are related to the quantity and size. In the aging process of IGBT module, the 
cracking or shedding of bond wires reduces the number of parallel connections of 
bond wires, and the equivalent activated area of gate, emitter and collector decreases, 
leading to the change of parasitic parameters, which leads to the increase of the on-
voltage peak. In this paper, VCEp is selected as the health indicator of bond wire 
lift-off. 

3 Voltage Peak Detection Circuit 

The peak conduction voltage frequency reaches megahertz, which is difficult for 
conventional AD converter circuit to meet the requirements. Therefore, it is neces-
sary to design the corresponding high speed peak holding circuit, which lays the 
foundation for the engineering realization of IGBT condition monitoring. 

The schematic diagram of the peak-holding circuit designed in this paper is shown 
in Fig. 3. The circuit consists of amplitude discrimination, memory capacitor, drain 
circuit and buffer circuit. The components of the circuit are shown in Table 1.

The amplitude discrimination circuit needs to realize the voltage amplitude 
comparison of input signals at different times, which is commonly realized by oper-
ational amplifiers or comparators. The propagation delay time of TLV3501 is 4.5 ns 
and the input bias current is 0.01 nA, which can meet most design requirements. The 
reverse leakage current of a JFET is much smaller than that of a diode or transistor. 
The source and drain of a JFET are directly connected and used as a diode. Memory
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Fig. 3 Schematic diagram of peak detection circuit 

Table 1 Components and 
related parameters of peak 
detection circuit 

Device Name Type 

U1 High speed comparator TLV3501 

U2 Electrometer operational amplifier OPA128 

R1 Resistor SMD 

R2 Resistor SMD 

C1 Memory capacitor Polystyrene 

Q1 JFET 2N4117A

capacitor selected polystyrene capacitor, compared with other materials, polystyrene 
capacitor has high insulation resistance, negative temperature coefficient, low leakage 
current. 

The drain circuit ensures that the capacitor charge is zero between the initial 
state of the capacitor and the next peak. The buffer circuit reduces the effect of 
AD sampling circuit on capacitance charge. The voltage maintained by the memory 
capacitor needs to be read and converted by the post-stage AD sampling circuit. Due 
to the post-stage circuit will lead to capacitor charge loss, the OPA128 electrometer 
operational amplifier is adopted as the input/output buffer. The input bias current 
of the operational amplifier is very low, and the maximum input bias current of the 
OPA128 is only 75 fA. This ensures that the memory capacitor will not discharge on 
the later circuit.
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Fig. 4 Schematic diagram of the proposed condition monitoring scheme 

4 Experimental Validation and Results Comparison 

4.1 Condition Monitoring Program 

In this paper, VCEp is selected as the health indicator of bond wire lift-off. Figure 4 
shows a schematic diagram of the condition monitoring scheme. In this paper, the 
H-bridge topology is selected for analysis. In fact, the analysis idea of H-bridge 
topology is also applicable to other topological forms. First, the main voltage is cut 
off, and the temperature of the module is waited long enough to reach a uniform and 
stable state. Then, the switch on command is issued to the IGBT device under test 
(DUT), and the VCE at both ends of the DUT is measured simultaneously. Although 
the measurement is made with the main circuit off, there are voltage spikes at the 
ends of the collector and emitter when the gate voltage is applied due to the presence 
of parasitic parameters. 

4.2 Experimental Platform 

In order to verify the effectiveness of VCEp as a health indicator of the aging state 
of IGBT bond wires, the H-bridge experimental platform was built according to the 
schematic diagram shown in Fig. 4, as shown in Fig. 5.

The DC side capacitance is 0.47 µF and the load inductance is 8 µH. The measured 
device is an Infineon FF300R12KS4 half-bridge module. The experiment requires 
two modules. In order to reduce the error, two devices from the same batch are 
selected. The oscilloscope model is DLM2024, and the sampling frequency is set at 
2.5 GS/s. The data in this paper is collected by oscilloscope and then processed by 
MATLAB.
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Fig. 5 Experimental platform

2SC0435T2A0 is used as the driving core in the gate drive circuit board, and 
the corresponding peripheral circuit is designed according to the data manual. The 
control board adopts DSP+FPGA as the core architecture, and integrates the AD 
sampling chip, Ethernet communication chip, power chip and FLASH memory chip, 
etc., which can meet the control requirements, send out the gate drive signal, and 
also supply power to the gate drive board. 

4.3 Experimental Results 

The number of bond wires was continuously reduced by manual cutting, and then the 
output of the VCEp and the peak sampling circuit were measured separately. Figure 6 
shows the sampling results.

The results show that VCEp increases gradually with the decreasing number of 
bond wires, and VCEp can reflect the aging state of IGBT bond wires. The output 
voltage of the peak detection circuit and the voltage amplitude after 3.2 µs gradually 
increase with the gradual increase of VCEp, and the mean VCE difference is 5–10 mV 
with the increase of the number of cut bond wires. It can be seen that the peak holding 
circuit can effectively follow the VCEp and realize the condition monitoring of IGBT 
bond wire lift-off.
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Fig. 6 Experimental waveforms of VCE and peak detection under different bond wires aging. (a) 
the waveforms of VCE ; (b) zoom-in figure of VCE ; (c) the waveforms of peak detection; (d) zoom-in 
figure of peak detection

5 Conclusion 

This paper presents a new method for monitoring the aging state of IGBT module 
bond wires. The peak collector-emitter voltage VCEp during switching is selected as 
the health indicator, and the corresponding high speed voltage peak holding circuit 
is designed, which can realize the following of VCEp under off-state. This method 
does not need to remove the IGBT module. Taking the H-bridge topology as an 
example, the current flow direction in the circuit under off-state, the principle of VCEp 

generation and the relationship between VCEp and the aging state of the bond wires are 
analyzed. According to the high frequency characteristic of VCEp, the correlative peak 
voltage detection circuit is designed to realize the detection of VCEp. The experimental 
results show that the peak detection circuit has reliable performance, fast response 
speed, and can effectively screen VCEp. The method proposed in this paper provides 
an effective scheme for the application of IGBT module condition monitoring in 
engineering.
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An Abnormal Power Consumption 
Identification Method Considering User 
Psychology 

Xiaoyi Xiong, Jinyu Wu, Zijie Rong, Pengwei He, Na Dong, Xiaoyong Jiang, 
Xuan He, and Yannan Ji 

Abstract Abnormal power consumption detection is the key to pinpointing elec-
tricity theft events. However, affected by the diversity of users’ power consump-
tion behaviors and unidentified causes of various abnormal power consumption load 
curves, present methods have relatively high false positive rate. Therefore, this paper 
proposes a method to cause deification of abnormal power consumption based on 
user psychology. Firstly, abnormal power consumption behavior is divided into mali-
cious and non-malicious abnormal power consumption behavior according to users’ 
psychology. Secondly, considering that the load curve is decomposed into several 
parts following the behavior types, the Chi-square goodness of fit test based detection 
method is investigated to extract characteristics of power consumption events. And 
then, characteristics matching of user behavior is applied to identify the causes of 
different abnormal load curves. Finally, simulating analysis is carried out to validate 
the authenticity. The results show that the proposed method can effectively identify 
two types of abnormal power consumption behaviors and supply a reference for 
practical engineering. 

Keywords Abnormal power consumption detection · Electricity theft · Cause 
identification · User psychology · User behavior 

1 Introduction 

Recently, power supply companies have applied big data processing and analysis 
technology to mine deeply massive electric energy metering data stored in the user’s 
power data acquisition system [1, 2]. Meanwhile, such abnormal power consumption 
behavior as electricity theft is the main cause of non-technical losses (NTL) in power 
system, and has already caused great economic losses to power supply companies [3,
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4]. Therefore, it’s necessary to carry on research about abnormal power consumption 
detection (especially capturing electricity theft events) by advanced application of 
electric energy metering data. 

With the development of smart grid and big data technology, the detection of 
abnormal power consumption at this stage is mainly based on more intelligent data-
driven methods [5–7]. The data-driven based abnormal power consumption detection 
can be roughly divided into two main researches, machine learning model based 
abnormal detection and network topology based correlation analysis. In [5], a novel 
convolutional neural networks (CNN) model based electricity theft detection method 
is proposed to address the problem of the poor accuracy of electricity theft detection. 
A framework for combining the maximum information coefficient (MIC) and the 
clustering technique by fast search and find of density peaks (CFSFDP), is proposed to 
detect various types of electricity theft events in [6]. In [7], the problem of electricity 
theft pinpointing is formulated as a time-series correlation analysis problem and two 
coefficients are defined to evaluate the suspicion level of a user’s reported energy 
consumption pattern. 

The abnormal power consumption detection methods above can effectively iden-
tify users’ abnormal load curves and capture the electricity theft events to save the 
economic losses of the power supply company. However, the methods ignore the 
diverse power consumption behavior information contained in the abnormal load 
curves and lead to high false positive rate. 

Therefore, this paper proposes a method of abnormal power consumption iden-
tification based on user psychology. Firstly, abnormal power consumption behavior 
is divided into malicious and non-malicious abnormal power consumption behavior 
according to user psychology. Secondly, considering that the load curve is decom-
posed into several parts following the behavior types, the Chi-square goodness of 
fit (χ2GOF) test based detection method is investigated to extract characteristic of 
power consumption events. And then, characteristic matching of user’s behavior is 
applied to identify the causes of different abnormal load curves. Finally, simulating 
analysis is carried out to validate the authenticity based on the metering data of 
the actual resident of a power grid in Southwest China. The results show that the 
proposed method can effectively identify two types of abnormal power consumption 
behaviors and supply a reference for practical engineering. 

2 Patterns of Abnormal Power Consumption Behavior 

2.1 Malicious Abnormal Power Consumption Behavior 

Considering the user psychology, we defines the users’ illegal power consumption 
behaviors for their own interests, such as changing the power consumption cate-
gory without authorization, exceeding the planned power consumption index without 
authorization, and electricity theft by tampering with the metering data through
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Fig. 1 Example of typical 
patterns of FDI 
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Table 1 Typical patterns of FDI 

Types Modification Scope of application 

FDI1 x̃t = αxt Where 0.2 < α < 0.8 is randomly generated 

FDI2
x̃t =

{
xt , xt ≤ γ 
γ,  xt > γ  

Where 0 ≤ γ ≤ max x is randomly defined 

FDI3 x̃t = 
max{0, xt − γ } 

Where 0 ≤ γ ≤ max x is randomly defined 

FDI4 x̃t = f (t) · xt Where f (t)

{
0, t1 < t < t2 
1, t ≤ t1 ∪ t ≥ t2 

, t1 and t2 are randomly defined 

FDI5 x̃t = αt xt , Where 0.2 < αt < 0.8 is randomly generated 

FDI6 x̃t = αt x Where 0.2 < αt < 0.8 is randomly generated,x is the average 
consumption of the load curve 

various means as malicious abnormal power consumption behavior. Among them, in 
practice, electricity theft is a typical type of malicious abnormal power consumption 
behavior [8, 9]. At this stage, some criminals with high scientific quality have devel-
oped the method of electricity theft by digital attack. This method is similar to hacker 
attack, that is, it uses mathematically programming to carry out network attack, and 
directly tampers with the metering data by means of false data injection (FDI) [10]. 
The means of electricity theft based on FDI is an important research direction of 
the current electricity theft detection. The following Table 1 gives 6 typical patterns 
of FDI. The example of typical patterns of FDI is shown in Fig. 1. where xt is the 
original load curve,x̃t is the tampered load curve by FDI. 

2.2 Non-Malicious Abnormal Power Consumption Behavior 

In contrast to malicious abnormal power consumption behavior, we define the user’s 
power consumption behavior reflected by the abnormal load curves caused by many
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Fig. 2 Power consumption 
of a household 
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reasons, such as the change of user’s power consumption habits and non-malicious 
abnormal power consumption behavior. The load curves generated by users’ non-
malicious abnormal power consumption behavior is detected as abnormal power 
consumption behavior under the present methods because the characteristics are 
contrary to the ones of typical load curve generated by user’s normal power consump-
tion behavior. However, different from malicious abnormal power consumption 
behaviors such as electricity theft, it is not the user’s power consumption psychology 
out of fraud but belongs to the user’s honest psychology as the normal power 
consumption behavior. For example, it shows the load data of a family in the United 
States collected by researchers at the Pacific Northeast National Laboratory (PNNL) 
(see Fig. 2). It can be found that the power consumption in the 19th and 20th days 
is obviously low, that is, the measurement data of the two days are abnormal. The 
reason why the power consumption in the two days is at a low level is that the user has 
carried out short trip [11]. However, present abnormal power consumption detection 
methods cannot identify the causes and may be easily confused with users’ malicious 
and non-malicious abnormal power consumption behaviors. 

3 Cause Identification Method of Abnormal Power 
Consumption 

3.1 Power Consumption Event Detection Based on X2GOF 
Test 

Based on the load curve, the power consumption events generated by the user’s power 
consumption behavior are detected. Event detection is to capture the switching time of 
electric equipment, that is, the start time when power consumption behavior appears. 
Load curve is of typical time series, so that it can be regarded as a change point 
detection problem.
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χ2GOF test is selected as the power consumption event detection method in this 
paper, which is a hypothesis test method using Chi-square statistics. The principle 
of the method is: assuming that the data of two adjacent observation windows have 
the same distribution characteristics, a test hypothesis H0 is proposed. The process 
of the method is as follows: 

First, select the size of the observation window. The setting of the window size 
follows the guidelines below: 

n0 < n < n1 (1) 

where n0 is the minimum value of the observation window size, and its calculation 
formula can be obtained from reference [12] as shown in the following formula (2). 
n1 is the maximum value of the observation window, which is determined by the 
maximum duration of the equipment. 

n0 =
( zα/2σp 

E

)2 
(2) 

where zα/2 is the upper quantile of the standard normal distribution, and σ p is the 
standard deviation. E is the allowable deviation of the detected power consumption 
event, and its value is set according to the condition of each household electric 
equipment, for example, E = 50 W. 

After the observation window size is selected, χ2GOF test statistics are calculated 
as follows: 

lGOF = 
n∑

i=1 

( 
xnow_i − xpre_i 

x pre_i 
)2 (3) 

where xnow_i is the i-th sample value of the current observation window, xpre_i is the 
i-th sample value of the previous observation window, and n is the window length 
obtained from Eq. (1). 

Finally, the hypothesis test is carried out based on the obtained test statistic lGOF:{
lGO  F  > χ  2 α,n−1 refuse H0 

lGO  F  < χ  2 α,n−1 obey H0 

(4) 

where α is the confidence level and generally taken as 0.05, and n−1 is the degree 
of freedom which depends on the window size n. 

If the null hypothesis H0 is rejected in the calculated value lGOF, it indicates that 
a power consumption event has occurred in the current detection window.
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3.2 Characteristics Extraction of Power Consumption Events 

After the event detection, the power consumption event set R = [r1, r2…, rm] gener-
ated by the user’s power consumption behavior can be obtained. For the constituent 
elements of the power consumption event set R, that is, the detected power consump-
tion events r1, r2…, rm can be further divided into a single power consumption 
event set S = [s1, s2…, so] and a composite power consumption event set T = [t1, 
t2…, tm-o] according to the composition of the power consumption equipment. Now 
consider characteristics extraction for power consumption events, that is, complete 
the electrical characteristics description of power consumption equipment. 

Considering that the current load data can be collected and applied at the minute-
level, the steady-state characteristics, including active power P and reactive power 
Q, are selected as the characteristic quantities to describe power consumption events.

∆P = 
1 

n 

t+n∑
t 

|P(i ) − P(i − n)| (5)

∆Q = 
1 

n 

t+n∑
t 

|Q(i ) − Q(i − n)| (6) 

where n is the window length, P(i) and Q(i) are separately the active power and the 
reactive power at time i. 

Through the processing of Eqs. (5) and (6), the characteristics extraction of the 
single power consumption event set S can be directly completed. However, for the 
composite power consumption event set T, this paper adopts bottom-up recursive 
search to extract the characteristics of power consumption equipment. 

Considering the electrical characteristics of the load, the load curve can be 
regarded as the total power signal formed by the superposition of the power signals 
of all electric equipment: 

Psum(t) = 
n∑

i=1 

Pi (t) + A(t) (7) 

For each element in the composite power consumption event set T, after the time 
series signal in Eq. (7) is processed by Eq. (5), each element can be regarded as the 
characteristic superposition of each single power consumption equipment, as shown 
in Eq. (8): 

t∆P = 
n∑

i=1

∆Pi + ∆A (8) 

where t∆P is the characteristics value of element t, and∆Pi is the active power of the 
i-th load,∆Qi similarly.∆A is the noise characteristics after the treatment of Eq. (7).
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Through the analysis of Eq. (8), the elements in the single power consumption 
event set S can be fully combined based on the recursive method, and the elements 
in the composite power consumption event T can be matched from bottom to top, so 
as to determine the working information of the electric equipment of the composite 
power consumption event. 

3.3 Cause Identification of Abnormal Power Consumption 
Behavior Based on Characteristic Matching 

After the characteristics extraction of the electric equipment in the power consump-
tion event, based on the idea that the electricity theft data cannot reflect the working 
state information of the real electric equipment, and the load data generated by 
the non-malicious abnormal power consumption behavior is still the real data, this 
paper proposes the characteristics matching method to identify the causes of two 
different abnormal power consumption behaviors. Since the purpose of character-
istics matching in this paper is to distinguish the nature of two abnormal power 
consumption behaviors, the research only needs to focus on the success of the 
characteristics matching process, without specifying the specific load type and 
working state. Therefore, Density-Based Spatial Clustering of Applications with 
Noise (DBSCAN) method is selected to realize this process. 

The main idea of the algorithm is to find a high-density sample set in the space, 
and then use the low-density region to divide it into several clusters. Then, the density 
connectivity between different clusters is used to find new clusters of arbitrary shape 
that can be included in the range of clusters, until they cannot meet the requirements 
of forming new clusters. The specific flow of the algorithm is detailed in reference 
[13], which will not be repeated in this paper. 

4 Case Study 

4.1 Identification Results of Malicious Abnormal Power 
Consumption Behavior 

In this section, the method proposed in this paper is used to verify the identification 
of users’ malicious abnormal power consumption behavior. A total of 200 pieces 
of load curves were randomly selected from the working day of the resident within 
10 months as the data to be tested. The ratio of the training set to the test set was 
7:3, that is, the training set includes 140 pieces of data, and the test set contains 60 
pieces of data. Based on 6 kinds of FDI patterns, electricity theft data is constructed 
for 40 pieces of data in the test set. Since the proposed method is to perceive the 
power consumption events generated by users’ power consumption behavior, 200



840 X. Xiong et al.

Fig. 3 Characteristics 
matching results of power 
consumption information 

Table 2 Identification result 
of malicious abnormal power 
consumption behavior 

Types Actual electricity 
theft 

Detected as electricity 
theft 

Accuracy/ 
% 

FDI1 25 21 84 

FDI2 25 19 76 

FDI3 25 22 88 

FDI4 25 25 99.9 

FDI5 25 24 96 

FDI6 25 25 99.9 

detected power consumption events are selected for example analysis. Among them, 
25 power theft incidents were selected from the six FDI modes respectively. 

The power consumption modes A-H shown in Fig. 3 respectively represent 10 
typical working states of the household electrical equipment, and the cluster centers 
under each mode can be obtained through the training set. The outliers are power 
consumption characteristics matching failure events, which are suspected to be 
caused by the user’s electricity theft behavior. 

Further verification is carried out on them, and the results are shown in Table 2. 
It can be seen that the accuracy of the method proposed in this paper to judge the 
malicious abnormal power consumption behavior of users can reach a high level. 

4.2 Identification Results of Non-Malicious Abnormal Power 
Consumption Behavior 

The method proposed in this paper is used to verify the identification of users’ non-
malicious abnormal power consumption behavior. A total of 180 load curves are 
selected from the daily load data of the resident for a half year as the data to be 
tested. The ratio of training set to test set is 7:3, that is, the training set includes 126 
pieces of data, and the test set contains 54 pieces of data. The identification results 
are shown in Table 3.
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Table 3 Identification result of non-malicious abnormal power consumption behavior 

Types Data Correct detection Accuracy 

Normal power consumption behavior 25 12 99.9% 

Non-malicious Abnormal Power Consumption Behavior 25 38 90.5% 

The test set includes all rest days of the half year. Since the task of this section 
is to judge whether the user’s non-malicious abnormal power consumption behavior 
is misjudged as malicious abnormal power consumption behavior, the observation 
window is selected as one day. That is, 54 daily load curves of the test set are analyzed. 
If two or more power consumption events fail to match the power consumption 
characteristics on a certain day, it is considered that the detection is wrong. 

4.3 Mixed Discrimination Results 

The method proposed in this paper (method 1) is used to verify the cause distin-
guishing of the two above abnormal power consumption behaviors. The data set to 
be tested is the combination of the first two sections. Two existing abnormal power 
consumption detection methods, abnormal detection based on machine learning 
model (method 2) and correlation analysis based on network topology (method 3), 
are selected as comparison algorithms. The identification results are shown in Table 
4. 

It can be seen from Table 4 that the accuracy of the method proposed in this 
paper to identify normal power consumption behavior, malicious abnormal power 
consumption behavior and non-malicious abnormal power consumption behavior is 
99.9, 90.5 and 90.7% respectively, which are higher than the other two methods. This 
is because the method proposed in this paper can notice the active perception of users’ 
power consumption behavior through the identification of the working conditions of 
electric equipment. The example results show that the proposed method can identify 
the causes of two different types of abnormal power consumption behavior.

Table 4 Algorithm accuracy comparison results 

Types Data Method1 Method2 Method3 

Normal power consumption behavior 12 75% 91.7% 99.9% 

Non-malicious Abnormal Power Consumption Behavior 42 28.6% 78.6% 90.5% 

Malicious Abnormal Power Consumption Behavior 150 77.3% 85.3% 90.7% 
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5 Conclusion 

In order to solve the problems that present methods have relatively high false positive 
rate, this paper proposes an abnormal power consumption identification method 
considering user psychology. Based on the user’s power consumption psychology, the 
abnormal power consumption behavior is divided into malicious and non-malicious 
abnormal power consumption behavior. Through the authenticity test of load data 
under power consumption events, the two different abnormal power consumption 
behaviors can be identified. Based on the measured data, the effectiveness of the 
proposed method is verified, which can meet the needs of engineering practice. 
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Bearing Fault Diagnosis Using 1D-CNN 
Combined with Multi-Dimensional Input 
and Self-Attention Mechanism 

Lanlan Fang, Zicheng Liu, Dong Jiang, and Ronghai Qu 

Abstract To achieve intelligent and effective fault diagnosis of motor bearings, a 
machine-learning-based approach is proposed in the paper. 1D-CNNs are adopted to 
extract the features and a softmax classifier is used to distinguish the faults. However, 
given that there are many kinds of faults in the complex system, and there is coupling 
between fault signals, the reliability of fault diagnosis based on single-dimension 
data is limited, therefore we take the current signals and vibration signals of the 
motor as the input simultaneously. What’s more, to achieve further improvement 
in fault diagnosis accuracy fault diagnosis and reduce computational effort, a self-
attention layer is introduced after feature extraction to selectively strengthen the 
valid information of the features. Subsequently, the performance of the approach is 
demonstrated on the bearing dataset of KAt-DataCenter. Finally, the effectiveness 
of multi-dimension input and the superiority of the self-attention mechanism are 
verified through comparative experiments. 

Keywords Bearing Fault Diagnosis · Multi-dimension input · Self-attention 
mechanism
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1 Introduction 

As the key facility for electromechanical energy conversion, motors play an increas-
ingly important role in various industries and sectors of modern society. Timely and 
accurate fault diagnosis (FD) is essential to ensure the safe and reliable operation 
of motors. And the bearing is the indispensable part of the motor, which is prone 
to failure under a harsh working environment and alternating load [1]. According 
to statistics, bearing failures account for approximately 40% of motor failures [2]. 
Therefore, this paper will focus on bearing faults of motors and explore a feasible 
and effective method for FD. 

Most of the traditional bearing FD methods extract features manually from time 
domain, frequency domain, or time–frequency domain signals and identify faults by 
comparing them with fixed thresholds, and they usually achieve better results only in 
a specific system, under a specific load and a specific fault level, and are less likely to 
meet FD needs in multiple operating scenarios [3]. However, with the development 
of information technology, models of machine learning are also applied to the field 
of FD, which can automatically learn effective fault information from data to achieve 
FD, greatly facilitating the process of FD and expanding the scope of application. 

In the early stage, the machine-learning-based methods usually extract features 
artificially from the original data, and then feed them into the model for FD. For 
example, reference [4] used time-domain statistical features of the vibration signals 
to depict the bearing health conditions, artificial neural networks (ANNs) and the 
support vector machine (SVM) were employed to distinguish faults of bearings; G.F. 
Bin et al. in reference [5] utilized wavelet packets decomposition combined with 
empirical mode decomposition for feature extraction and the backpropagation (BP) 
neural network for classification; Bing Li et al. in reference [6] applied generalized S 
transform and two-dimensional non-negative matrix factorization to extract the time– 
frequency representation of the vibration signals, then the K nearest neighbor classi-
fier (KNNC), the naive bayes classifier (NBC) and SVM were employed to evaluate 
the performance. The above approaches still require hand-crafted features. Never-
theless, feature engineering is an art. Features may not be consistent under different 
load conditions and different fault levels. Therefore, the rationality of hand-crafted 
features needs to be verified, and meanwhile, the process requires prior knowledge 
and the applicability of the designed features is also limited. 

Nowadays, with the development of deep learning technology, fault features can 
be automatically learned from large amounts of raw data with the help of the powerful 
nonlinear expression ability of the network, which is more generalized and intelli-
gent. For instance, [7] proposed a DNN-based intelligent method that is able to 
adaptively extract and fuse multi-dimensional features for rolling bearing fault diag-
nosis; one-dimensional convolutional neural networks (1-D CNNs) were adopted 
to automatically extract the fault features [8]; reference [9] proposed a conversion 
method converting signals into two-dimensional (2-D) images and then extracted the 
features of the 2-D images to eliminate the effect of handcrafted features; reference 
[10] designed enhanced sparse filtering network to work directly on raw vibration
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signals with environmental noise to acquire the characteristics, and then fed the 
features to a softmax classifier to distinguish the faults. 

However, most of the above deep learning models are based on single-dimensional 
data. Considering that there may be multiple signal representations in the system after 
the fault occurs, e.g., when the motor bearing fails, the vibration signals, current 
signals, and speed signal of the motor will be “abnormal”, and what’s more, given 
that there are many kinds of faults in the actual complex system, and there is coupling 
between fault signals, the reliability of FD based on single-dimension data is limited, 
thus, in order to further improve the effectiveness of FD, this paper proposes a bearing 
FD model based on multi-dimensional data. Given that the characteristics of vibration 
signals and current signals are the most prominent in bearing FD, this paper will 
combine current signals and vibration signals for FD. 

Recently, due to the ability of selectively strengthening valid information and 
parallel working, self-attention mechanism has attracted extensive attention and has 
been widely used in natural language processing (NLP), computer vision (CV), text 
classification, and even FD [11]. 

Reference [12] adopted the multi-head attention mechanism to optimize the CNN 
structure for the bearing FD and achieve good performance. A self-attentive CNN was 
also proposed to diagnose the faulty wafers [13]. Also, in reference [14], a novel time– 
frequency Transformer based on self-attention mechanism is designed to diagnose 
the faults of rolling bearings and the superiority of the model was verified through 
experiments. Hence, to select the effective information from the multi-dimensional 
data more efficiently, this paper considers introducing self-attention into the FD 
method of bearings. 

In conclusion, inspired by the above research, this paper proposes a self-attention-
based 1D-CNN for bearing FD based on multi-dimension input. The 1D-CNNs 
are utilized to automatically extract the characteristics from the current signals and 
vibration signals. And then the self-attention mechanism works to emphasize valid 
information. Lastly, a softmax classifier is adopted to distinguish the faults. The 
proposed method has been tested on the bearing dataset of KAt-DataCenter [15]. 
Moreover, the effectiveness of multi-dimension input and the superiority of the self-
attention mechanism are verified through comparative experiments. 

The structure of the rest of the paper is as follows. Section 2 introduces the model 
and related knowledge. The description of the bearing dataset and the parameters 
of the model are detailed in Sect. 3. And results of the experiment and comparative 
analysis are presented in Sect. 4. Finally, in Sect. 5, a conclusion is derived. 

2 Proposed Method 

The proposed method consists of three basic steps. Firstly, the 1D-CNNs are utilized 
to automatically extract the characteristics from the current signals and vibra-
tion signals. Secondly, the self-attention mechanism selectively emphasizes valid 
information. And thirdly, a softmax classifier is adopted to distinguish the faults.
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2.1 1D-CNN and Self-Attention 

CNN is one of the representative algorithms of deep learning. And it’s usually applied 
in the field of image recognition and CV. 1D-CNN is one of the CNNs and the input 
of 1D-CNN is usually a one-dimensional or two-dimensional array, the convolution 
kernel slides in one direction only, and is widely used in the field of time series data 
processing. The details of CNN can be found in [9]. In this work, 1D-CNNs are 
adopted to extract features from the current signals and vibration signals. The basic 
working principle of 1D-CNN is shown in Fig. 1, the calculation process is shown 
below. 

fk = g((Wk · x) + bk) (1) 

where f k denotes the result of the kth convolution kernel, g(·) is the activation function, 
Wk and bk are the weight and bias matrix of the kth convolution kernel respectively, 
x represents the input signal. 1D-CNN uses the convolution kernel to slide along 
the direction of time dimension, weights the elements in the time window, and then 
extracts features through non-linear transformation of the activation function. 

Self-attention mechanism is first proposed in [11] for the purpose of exploring 
the correlation between different sections of the input. And subsequently it has been 
applied to NLP, CV, speech processing, and many other areas, and has achieved good 
results. Actually, the essence of self-attention is to implement a weighted sum of the 
input, with the weights being increased where attention is needed, so as to achieve 
the purpose of focusing on effective information. In this work, the features extracted 
from 1D-CNNs are fed to the self-attention layer, to selectively strengthen the useful 
information to improve the precision and efficiency of the bearing FD. The structure
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Fig. 1 The working process of 1D-CNN and self-attention layer 
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is also shown in Fig. 1 and the details of the calculation process are described as 
follows. 

The input of the self-attention layer is X = ( f 1, f  2, · · ·  , f k)T, f k ∈ R m × 1, 
(1 ≤ k ≤ K), and the first step is to calculate the attention distribution. Here we 
adopt a two-layer neural network to calculate the attention distribution W = (w1, w2, 
· · ·  ,wm), (W ∈ R 1 × m ) as described in (2) [13]. 

W = (
w1 , w2 , . . . , wm

) = so f  t  max
(
vT 2 tanh(V1 X )

)
(2) 

where V1 ∈ RS×K and v2 ∈ RS are the matrix and vector, respectively, which are 
the model parameters learned by backpropagation. 

Next, the output of the self-attention layer can be calculated as shown in (3) [13]. 

Y = (y1, y2, · · ·  , yk), yk = W fk (3) 

where Y is the output and W is the attention distribution. 

2.2 Proposed Method 

Combining 1D-CNN and self-attention mechanism, this paper designs a deep-
learning model for motor bearing FD, the structure is presented in Fig. 2, which 
mainly consists of four parts, convolution layer, self-attention layer, feature concate-
nation, and softmax classifier. The inputs of the model consist of the three-phase 
current signals of m consecutive time steps I = {iA, iB, iC}, (ip ∈ Rm × 1, p  = A, B, C) 
and the vibration signal a ∈ Rm × 1. Considering the difference in amplitude between 
the vibration and current signals, if they are directly concatenated and fed into the 
same network, there will be a problem of information loss. Hence, the original signals 
are considered to be sent to the 1D convolution layers separately in this paper, and for 
each signal, we can extract features from multiple angles with different convolution 
kernels. And then the features of each signal F = {f 1 … f K}, f i ∈ Rm − L + 1 (K and 
L are the number and length of the kernels respectively) are accessed. And after that, 
the features are fed to the self-attention network to selectively highlight the effec-
tive information. After that, feature concatenation is carried out, the features derived 
from vibration signals and current signals are stitched into a column vector. Lastly, a 
softmax classifier is applied to distinguish the faults. The details of the calculations 
are described in Sect. 2.1, which will not be repeated anymore.
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Fig. 2 Schematic diagram of the proposed method 

3 Dataset Description and Parameters Setting 

3.1 Dataset Description 

The dataset used in this paper is from the KAt-DataCenter of the Chair of Design and 
Drive Technology, Paderborn University, Germany [15]. The data are measured on a 
three-phase PMSM test rig, which includes three fault conditions, normal condition, 
inner ring damage, and outer ring damage. For each condition, the multi-dimensional 
data under different load and rotational speed conditions, such as current, vibration, 
torque and speed, are collected. What’s more, the dataset covers the damage of 
different causes and levels of faults. For instance, for inner ring damage, the dataset 
includes the data under the “fatigue: pitting” and “plastic deform: indentations”, and 
also includes the data under single damage and repetitive damage, which is more 
authentic and representative. 

In this paper, the current and vibration data with the real damages are used for 
bearing FD. The sampling frequency of these data is 64 kHz and the duration is 4 s. 
To save computational resources, in this study, the dataset is down-sampled at an 
appropriate frequency f = 16 kHz and the input length of the model is set to 1 s. 
Besides, the data of bearings are divided into a training set, a validation set and a test 
set in the proportion of 6:2:2. 

3.2 Parameters Setting 

The approach proposed in this paper has some parameters to be tuned, which are 
detailed in Table 1.
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Table 1 The parameters setting of the model 

Model parameters Training parameters 

1D convolution layer Number of the kernel 4 Weight Random normal 

Stride of the kernel 200 Optimizer Adam 

Time window of the 
kernel 

100 Learning rate 1e−3 

Self-attention layer S 15 Epochs 150 

Softmax classifier Number of the hidden 
neurons 

20 – – 

4 Experimental Results and Comparison Analysis 

The three-phase current and vibration data from the above dataset are used to diagnose 
the failure of the motor bearings. The results of the experiment are shown in Fig. 3. 
From Fig. 3, we can see that after nearly 80 iterations, the accuracy reaches 99% on 
the training set, 98% on the validation set, and the value of the loss curve drops to 
about 0.06. Finally, the test set is used to further examine the effectiveness of the 
method, and the accuracy can reach as high as 98%. All the above results prove that 
the proposed method in the paper can achieve accurate and useful bearing FD and 
has good generalization ability. 

Moreover, to demonstrate the effectiveness of multi-dimension input and the 
superiority of the self-attention mechanism, two more comparative experiments are 
performed. The first one is to only take the vibration signal as the input and the 
structure of the model is identical to the method proposed in the paper. The second 
one is that the input is still the multi-dimension data including current and vibra-
tion signals, whereas, the self-attention layer in the model is cancelled. In addition, 
given that multi-dimension input can not only influence the accuracy of FD, but also 
increase the amount of calculation and the complexity of the model, resulting in a 
decrease in the convergence speed of the model, in order to more comprehensively 
measure the performance of the method proposed in the article, we also compare 
the complexity of the models, which is measured here by the number of trainable

Fig. 3 The curve of 
accuracy and loss of the 
proposed method 
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(a) 1D input network                  (b) The model without self-attention layer 

Fig. 4 The curve of accuracy and loss of the methods 

parameters. The results of the experiments are shown in Fig. 4 and the comparison 
results are shown in Table 2. As can be seen from Table 2. 

(1) Compared with one dimension data input method, the method with the multi-
dimension input has more trainable parameters, but the accuracy is improved, 
especially in the validation set and test set, the accuracy is improved by 5%; 

(2) For the model without self-attention layer, the accuracy on the training set 
reaches 99%, but the accuracy on the validation set and the test set is only 
95%, which is 3% lower than the method proposed in the paper. Besides, as the 
self-attention layer is not added to the model, the features are fed directly to 
the softmax classifier without discrimination and selection, leading to a sharp 
increase in the input dimension of the classifier, and further resulting in the fact 
that the trainable parameters in this model are far more than in the proposed 
model. 

To sum up, the model with multi-dimension input and self-attention mechanism 
can achieve accurate bearing FD and has good generalization ability, although the 
complexity of the model has increased to a certain extent.

Table 2 Cmparison results of three methods 

Method Accuracy on 
training set 

Accuracy on 
validation set 

Accuracy on 
test set 

Number of 
trainable 
parameters 

Proposed method 99% 98% 98% 3959 

1D input network 96.6% 93% 92.5% 1052 

The model without 
self-attention layer 

99% 95% 95% 54,211 
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5 Conclusion 

This paper presents a machine-learning-based method for FD of motor bearings. 
The proposed method combines the multi-dimension input and self-attention mech-
anism, and can achieve an accuracy of 98% on the bearing dataset of KAt-
DataCenter. Through comparative experiments, it’s verified that multi-dimensional 
input contains more fault representations and the self-attention mechanism can selec-
tively strengthen the useful information of the extracted features, both of which 
improve the accuracy effectively. However, the calculation amount of the model is 
also increased due to the multi-dimension input and there’s still a long way from 
online diagnosis. But beyond that, it can provide a reference for fault prediction 
to achieve preventive maintenance, which is even more significant for the stable 
operation of the system. 

References 

1. Yang, G., Zong, M., Dengyun, S., et al.: 2MNet: Multi-sensor and multi-scale model toward 
accurate fault diagnosis of rolling bearing. Reliabil. Eng. Syst. Safety 216, 108017 (2021) 

2. Lau, E.C.C., Ngan, H.W.: Detection of motor bearing outer raceway defect by wavelet packet 
transformed motor current signature analysis. IEEE Trans. Instrument. Measure. 59(10), 2683– 
2690 (2010) 

3. He, M., He, D.: A deep learning based approach for bearing fault diagnosis. IEEE Trans. Ind. 
Appl. 53(3), 3057–3065 (2017) 

4. Samanta, B., Nataraj, C.: Use of particle swarm optimization for machinery fault detection. 
Eng. Appl. Artific. Intell. 22(2), 308–316 (2009) 

5. Bin, G.F.: Early fault diagnosis of rotating machinery based on wavelet packets—empirical 
mode decomposition feature extraction and neural network. Mech. Syst. Sign. Process. 16 
(2012) 

6. Li, B.: Feature extraction for rolling element bearing fault diagnosis utilizing generalized S 
transform and two-dimensional non-negative matrix factorization. J. Sound Vibrat. 12 (2011) 

7. Zhou, F., Zhang, Z., Chen, D.: Bearing fault diagnosis based on DNN using multi-scale 
feature fusion. In: 2020 35th Youth Academic Annual Conference of Chinese Association 
of Automation (YAC), pp. 150–155. Zhanjiang, China (2020) 

8. Zhang, X., Han, P., Xu, L., et al.: Research on bearing fault diagnosis of wind turbine gearbox 
based on 1DCNN-PSO-SVM. IEEE Access 8, 192248–192258 (2020) 

9. Wen, L., Li, X., Gao, L., et al.: A new convolutional neural network-based data-driven fault 
diagnosis method. IEEE Trans. Indust. Electron. 65(7), 5990–5998 (2018) 

10. Zhang, Z.: Enhanced sparse filtering with strong noise adaptability and its application on 
rotating machinery fault diagnosis. Neurocomputing 398, 31–44 (2020) 

11. Vaswani, A., Shazeer, N., Parmar, N., et al.: Attention Is All You Need. In: arXiv: 1706.03762 
[cs.CL] (2017) 

12. Wang, H., Xu, J., Yan, R., et al.: Intelligent bearing fault diagnosis using multi-head attention-
based CNN. Procedia Manufac. 49, 112–118 (2020) 

13. Kim, E., Cho, S., Lee, B., et al.: Fault detection and diagnosis using self-attentive convolutional 
neural networks for variable-length sensor data in semiconductor manufacturing. IEEE Trans. 
Semiconduct. Manufac. 32(3), 302–309 (2019) 

14. Ding, Y., Jia, M., Miao, Q., et al.: A novel time–frequency Transformer based on self–attention 
mechanism and its application in fault diagnosis of rolling bearings. Mech. Syst. Signal Process. 
168, 112–118 (2022)



852 L. Fang et al.

15. Christian, L., James, K., Zimmer, et al.: Condition monitoring of bearing damage in elec-
tromechanical drive systems by using motor current signals of electric motors: a benchmark 
data set for data-driven classification. In: European Conference of The Prognostics and Health 
Management Society, Bilbao, Spain (2016)



Interfacial Breakdown Voltage 
and Morphology of Cable Accessories 
Considering Different Interface States 
and Temperatures 

Kai Wu, Tianfeng Zhang, Shaolei Wu, Yu Feng, and Yunxiao Zhang 

Abstract The cable joint interface is highly susceptible to discharge along the face, 
which becomes the weakest link in power cable systems. In this paper, the effects of 
different interface roughness, pressure and temperature on the AC breakdown voltage 
at the silicone rubber/polyethylene double-layer dielectric interface are investigated, 
and the interface discharge channels after breakdown are analyzed. The results show 
that the interface breakdown voltage at room temperature is related to the interface 
gap size. The larger the gap size, the lower the interface breakdown voltage, and the 
larger the interface charging area. With the increase of temperature, the interfacial 
breakdown voltage decreases initially. However, with temperature further increasing, 
the breakdown voltage does not decrease significantly. In addition, the carbonized 
area shows a trend of first increasing and then decreasing with the increase of temper-
ature. The interface state and temperature of cable accessories have a significant 
impact on the interface breakdown characteristics, which should be paid attention to 
during cable operation and maintenance. 

Keywords Interface · Cable accessories · Silicone rubber · Breakdown voltage ·
Carbonized area 

1 Introduction 

At present, power cables are widely used for the transmission of electric energy [1], 
while cable joints, one important part of high-voltage cable transmission lines, are 
very problematic. The breakdown between the cable body and the accessory interface, 
which is prone to discharge along the face, is the weakest point in the entire cable
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system [2–4]. According to statistics, about 70% of failures are caused by faulty cable 
accessories [5]. The inherent problem of cable joints is due to the composite interface 
composed of different materials. Different from the breakdown of the surface of a 
single dielectric insulator, the breakdown of the composite dielectric interface is not 
only related to the insulation properties of the dielectric material, but the contact state 
of the composite interface. The interface gap filler are important factors that affect 
the breakdown voltage of the interface [6, 7]. 

Currently, Emre Kantar and Dimitrios Panagiotopoulos have conducted some 
studies on the effects of interfacial roughness, interfacial pressure, material elastic 
modulus and composite media filler on the interfacial breakdown strength of two-
layer dielectrics, and the results show that the interfacial AC breakdown voltage 
increases with increasing interfacial pressure, and that the smaller the elastic 
modulus, the more significant the effect of interfacial pressure. It is also found that 
using the insulating oil to fill the interfacial cavity is also beneficial to increase 
the interfacial breakdown voltage [7–9]. However, the actual cable operates in the 
state of multi-physics coupling, and there is still a lack of research on the interface 
breakdown characteristics of cable accessories considering the combined effect of 
temperature, pressure and electric field. which leads to a lack of clarity on the failure 
mechanism of interfacial insulation under multi-physics. 

Therefore, in this paper, silicone rubber (SIR) and polyethylene (PE) materials, 
which are used as insulation materials for cable accessories, are selected to build a 
multi-physical field interface breakdown test platform. The effects of different inter-
face roughness, different interface pressure and different temperature on the break-
down voltage of SIR/PE under AC voltage are investigated. The interface after break-
down is photographed and the microscopic characteristics of the interface breakdown 
pattern under different conditions are analyzed. Based on this, the influence process 
of SIR/PE interface breakdown under multi-physics fields is analyzed and discussed. 

2 Experiment 

2.1 Materials and Specimens 

In this article, we use PE sheets from Wanhe Plastic Insulation Materials, which are 
cut to a length and width of 40 mm×40 mm and a thickness of 10 mm, as samples for 
testing. The PE samples are then sanded with #80, #400, #600, #1000 and #2000 grit 
sandpaper and cleaned with anhydrous ethanol to produce five different roughness. 

Liquid SIR from Zhonglan Chenguang is used as the raw material to prepare block 
samples of 2 mm thickness. Firstly, the two phases of SIR are selected in a ratio of 
1:1, and then put it into a magnetic stirrer to mix for more than 20 min; Next, the 
finished mixed raw material is put into a vacuum drying oven for 10 min to remove 
the air bubbles in the material; Finally, the raw material is injected into the mold and



Interfacial Breakdown Voltage and Morphology of Cable Accessories … 855

40mm 

10mm 

30 

5mm 

Copper  

Electrodes 

(a) (b) 

High-voltage 

electrode 
SIR 

Grounding 

electrode 

PE 

Fig. 1 a SIR/PE interface specimen arrangement. b Interfacial electrode arrangement 

vulcanized using a plate vulcanizer at 165°C and 5 MPa. The length and width of 
sample is 40 mm×40 mm and the thickness is 20 mm. 

Fig.1(a) and Fig.1(b) show the specimen and interfacial electrode arrangement 
for the SIR/PE bilayer media interface, respectively. A copper foil with thickness of 
5 mm is used as the interfacial electrode. 

2.2 Interface Breakdown Test 

Figure 2(b) shows the interface breakdown test platform under AC voltage, which 
consists of AC high voltage power supply, voltage regulator, AC resistive capacitance 
divider, protective resistor and breakdown platform, etc. The test area mainly includes 
the SIR/PE interface specimen, the oven and the interface pressure application device 
shown in Fig. 2(a). 

The experiments for both the interface roughness and interface pressure groups are 
carried out at a temperature of 25 °C and a humidity of 70%. Breakdown experiments 
are carried out using short and rapid pressurization with a ramping rate of 0.5 kV/s. 
Five sets of breakdown tests are carried out for different variable groups. The average 
value of the five groups of breakdown voltages is taken as the breakdown voltage of 
the SIR/PE interface under that variable. After breakdown, the PE and SIR interface 
are placed under a optical microscope to photograph the breakdown channel.

Fig. 2 a Interfacial pressure application device and sample arrangement. b Interface AC breakdown 
test rig 
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3 Results and Discussions 

3.1 Interfacial Breakdown Tests at Different Roughness 

Figure 3 shows the interfacial breakdown voltage of five different roughness levels 
at 0.1 MPa interface pressure. The results show that the breakdown voltage of the 
double-layer dielectric interface is significantly influenced by the roughness of the 
interface, and that the smoother the interface, the higher the breakdown voltage of the 
interface. In addition, as the unpolished PE samples inevitably have some surface 
defects such as scratches and micro-grooves during the preparation process, the 
interface is not as smooth as the PE interface polished by fine 2000-grit sandpaper, 
and therefore the breakdown voltage is lower. 

Figure 4 shows a schematic diagram of the contact between the PE and SIR 
interface. In fact, when the rough surface is in contact, it is the highest micro-convex 
body on the surface that makes contact first, so the contact between the two media 
interfaces can be considered as contact between irregular micro-convex bodies on a 
rough surface and the sum of the contact surface areas of the micro-convex bodies 
on the interface is defined as the true contact area of the two media interfaces [6]. 

The surface of the PE samples is smoother after sanding with the higher grit 
sandpaper, while the surface of the samples is rougher after sanding with the lower 
grit sandpaper. It can be seen from Fig. 4(a) that the micro-convexities on the surface 
of PE sanded with 80-grit sandpaper are highly randomly distributed, that the true 
contact area between PE and SIR is small, and that the interfacial gaps are small 
in number but large in size. The gas in the gap is an important factor affecting the 
interfacial breakdown, and it is known from Paschen’s law that the larger the size of 
the gas gap, the lower the breakdown field strength [7], so the interfacial breakdown

Fig. 3 Interfacial 
breakdown voltage at 
different roughness 

Fig. 4 Schematic diagram 
of SIR/PE contact: a SiR/ 
PEg80, bSiR/PEg2000 
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PE 
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Spot 

Air Cavity 

(b)(a) 
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Fig. 5 Interfacial patterns after breakdown of PE and SIR for different roughness: a1-a5 PE  
interface; b1-b5 SIR interface 

voltage of specimen SIR /PEg80 is the lowest. The surface of the PE plate polished 
with 2000-grit sandpaper is smooth, and it can be seen from Fig. 4(b) that the height 
index of the micro-convex body on the PE surface is relatively regular, that the real 
contact area between PE and SIR is larger, that the number of interfacial gaps is small 
in size, and that the total gap volume is small, therefore the breakdown voltage is 
large. 

Figure 5(a) and Fig. 5(b) show the patterns of the PE and SIR interfaces after break-
down at different roughness levels, respectively. The brownish-yellow and slightly 
black parts of the patterns are the carbonized areas. It can be clearly seen that the 
carbon traces in the carbonized areas are mainly left on the PE surface, while there 
are no obvious traces in the SIR. Therefore, this paper focuses on the analysis of the 
PE interface pattern after the breakdown. 

As the interface voltage rises, the gas in the gap is the first to be broken through and 
the discharge phenomenon occurs. As the discharge proceeds, the molecular chains 
with lower bonding energy on the PE surface are gradually broken and carbon parti-
cles randomly appear at the interface. As the voltage continues to rise, the carboniza-
tion becomes more and more severe and the carbon particles at the interface gradually 
associate, eventually interconnecting and short-circuiting the interface electrodes, 
resulting in a complete failure of the interface insulation [10] 

Furthermore, it can be noticed from Fig. 5(a) that the carbonized area decreases as 
the smoothness of the interface increases. This is because the size of the carbonized 
region is correlated with the randomness of the discharge. The smoother the interface 
and the smaller the overall size of the gap between the interface of PE and SIR, the 
lower the randomness of the discharge. From the initial discharge to the interface 
breakdown, all the discharge paths are almost at the same position, and the interface 
at the same position is repeatedly destroyed, resulting in a concentration of places 
where carbonization occurs, i.e., a smaller carbonized region. 

3.2 Interfacial Breakdown Tests at Different Pressures 

Figure 6 shows the breakdown voltage of the interface SIR/PEg400 at 0.05 MPa, 
0.075 MPa, 0.01 MPa, 0.2 MPa and 0.3 MPa, respectively. The breakdown voltage
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Fig. 6 Breakdown voltage 
at the PEg400/SIR interface 
at different pressures 

at the interface is as low as 5.82 kV at 0.05 MPa. With the increase of pressure, the 
interface breakdown voltage shows an upward trend. 

When the interface pressure is small, there is a large number of gaps in the 
composite interface, and the dielectric constant of the gas in the gaps is much smaller 
than that of PE or SIR, so the distribution of the interface electric field is extremely 
uneven, and the interface is more likely to discharge. When the interface pressure is 
increased, the gap in the interface is filled with soft SIR, so the interface gap becomes 
smaller. At this time, the interface electric field distribution is more uniform, so the 
discharge is less likely to occur. Therefore, increasing the interfacial pressure is 
beneficial to the insulating properties of the interface [11] 

Figure 7 shows the patterns of the PE interface after breakdown at different pres-
sures. In the breakdown test, with the increase of voltage, although the defect distri-
bution on the interface is complex, it is still small overall. Due to the large gap of 
the composite interface, the time interval from the initial discharge to the breakdown 
is short, so the interface carbonization phenomenon is not serious. It can be seen 
from Fig. 7 that the carbon trace pattern after breakdown has no obvious carbonized 
area. When the interface pressure increases to 0.075 MPa, with the gradual increase 
of voltage, the molecular chains inside the PE are broken to produce carbon parti-
cles. And at this time, due to the obvious time interval between the generation of 
the initial discharge and the breakdown, the carbon particles on the interface are 
gradually associated, and the obvious carbonization phenomenon occurs. After that, 
with the increase of the interface pressure, the interface carbonized area gradually 
decreases. The gap decreases with the increase of pressure, so the randomness of the 
interfacial discharge becomes weaker, and therefore the interfacial carbonized area 
decreases.

3.3 Breakdown Tests at Different Temperatures 

In this test, the SIR/PEg400 samples are selected and tested at a pressure of 0.1 MPa 
for five sets of breakdown voltages at different temperatures, as shown in Fig. 8. 
The breakdown voltage at the interface is significantly highest at room temperature
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Fig. 7 Interface pattern after 
PE breakdown at different 
roughness

0.075 MPa0.05 MPa 

0.2 MPa 0.3 MPa 

0.1 MPa 

m m m 

m m 

25 °C. When the temperature is raised, the carrier velocity of the material interface 
increases, which makes the interface breakdown rate faster, so there is a significant 
drop in breakdown voltage at a temperature of 40 °C. However, as the temperature 
further increases, the breakdown voltage does not decrease significantly. This is 
because the higher the temperature is, the softer the surface of the material becomes. 
The melting point of PE is 85°C-110°C, and SIR can still work stably at 180°C, 
so the surfaces of PE and SIR become softer at high temperatures. However, since 
the experimental temperature is close to the melting point of PE, the surface of PE 
becomes softer at high temperatures. Under certain pressure, the real contact surface 
of PE becomes softer at high temperatures. Under certain pressure, the real contact 
surface of the interface between PE and SIR increases, and the gap between the 
interfaces decreases, so the breakdown voltage does not significantly decrease. 

Figure 9 shows the interfacial patterns after PE breakdown at different tempera-
tures. The carbonized area of the interface becomes larger first, which is because the 
thermal ionization of the gas in the interfacial gap is more intense at higher temper-
ature, resulting in more intense interfacial discharge and serious molecular chain 
breakage at the PE interface, so the carbonized area of the interface becomes larger. 
As the temperature further rises, the interfacial contact area rises and the gap size 
decreases due to the softening of the material, so the number of gas molecules in the 
gap decreases, which reduces the chance of interfacial discharge and the ability to 
damage the interface, therefore the interfacial carbonized area decreases.

Fig. 8 Interfacial 
breakdown voltage of SIR / 
PEg400 at different 
temperatures 
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Fig. 9 Interface pattern after PE breakdown at different temperatures 

4 Conclusion 

In this paper, the breakdown voltage and morphology of SIR/PE interfaces have been 
investigated at AC voltage considering different interface roughness, pressure and 
temperature. The detailed results are shown as follows: 

(1). The carbonized areas of the SIR/PE double layer dielectric interface after break-
down and the carbon traces left by the discharge channels remain mainly on 
the surface of the PE sheet. 

(2). As the smoothness of the PE interface increases, the breakdown voltage of 
the interface will be larger, and the carbonized area of the interface will be 
smaller.; with the increase of the interface pressure, the breakdown voltage of 
the double-layer dielectric interface will be higher, and the carbonized area of 
the PE interface will be smaller. 

(3). The breakdown voltage of the SIR/PE media interface shows an overall 
decreasing trend with increasing temperature. With the increase of tempera-
ture, the material becomes softer, and the real contact area of PE / SIR increases 
under a certain pressure, so the breakdown voltage at the interface does not drop 
significantly. In addition, the PE interfacial carbonized area will show a trend 
of increasing first and then decreasing with the increase of temperature. 
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Abstract In order to reduce the trip fault of transmission lines, it is necessary to study 
the electric field distribution law and critical breakdown distance when trees are close 
to conductors. In this paper, the canopy arcing experiments under 110 kV and 220 kV 
AC transmission lines are carried out, and the critical breakdown distance between 
trees and wires under corresponding voltage levels is obtained. Use COMSOL Multi-
physics finite element software to build three-dimensional models of trees under 
110 kV and 220 kV transmission lines. The initial field strength of streamer is taken as 
the standard of breakdown gap. The simulation results of the critical tree-wire break-
down distance under the corresponding voltage level are obtained. By comparing 
with the experimental results, the accuracy of the simulation method to calculate the 
critical breakdown distance is verified. According to the simulation and experimental 
results, the distance between 110 and 220 kV conductors and trees should be greater 
than 12 cm and 48 cm respectively to avoid the occurrence of the arcing fault. 
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1 Introduction 

The contradiction and conflict between transmission lines and trees is an unavoid-
able problem in the process of power grid construction, management, operation and 
maintenance. The excessive growth of trees in high voltage transmission corridors 
can easily cause line tripping, which will seriously threaten the safe operation of 
overhead transmission lines. There have been many power grid blackouts caused by 
trees at home and abroad [1, 2]. 

In recent years, the solution to the ‘tree-wire contradiction’ caused by the trans-
mission line passing through the forest area has developed rapidly from the traditional 
regular manual inspection to the current monitoring and prevention [3–6]. Trees are 
rich in high conductivity water, and the curvature radius of the top edge is small, 
with a sharp tip. When the tree is close to the transmission line, the electric field 
distortion at the top of the tree will form a discharge phenomenon after exceeding 
the critical breakdown field strength. When determining the minimum clearance 
distance between overhead transmission lines and trees, the maximum overvoltage 
gap is often used as a reference standard [7]. In recent years, the relevant standards 
and research in China have also begun to use the electric field effect as a criterion 
when determining the minimum clearance distance between overhead transmission 
lines and trees. 

At present, most of the relevant research is about the change of the synthetic elec-
tric field when the trees are close to the UHVDC transmission line [8–11]. There are 
few studies on the safety distance when there are trees under the AC transmission 
line. With the development of satellite remote sensing and other technologies, the 
measurement of tree height can achieve higher accuracy. Studying the critical break-
down tree-wire distance makes the relevant early warning of tree-wire problem more 
perfect and distinguish different levels of early warning. 

In this paper, the flashover experiments of trees under 110 kV and 220 kV conduc-
tors are carried out, and the tree-wire breakdown distance under the corresponding 
voltage level is obtained. The COMSOL Multiphysics finite element simulation soft-
ware is used to build a model when there are trees under the wire. The minimum safety 
tree-wire distance is determined according to the surface field strength of trees. It 
has certain engineering guiding significance for the operation safety of transmission 
lines and the management of trees in the corridor. 

2 Experimental Method 

2.1 The Method of the Experiment 

The experiment in this paper is completed in the high voltage test hall. The test circuit 
is shown in Fig. 1. The experimental transformer is connected to the simulated 
conductor of the steel pipe in series with a protection resistance. The voltage on
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the conductor is raised to 110 kV and 220 kV by the test transformer. The tree is 
placed under the wire, and the tree is grounded through the wire. The current value 
is connected to the oscilloscope using the Rogowski coil, and the voltage value is 
connected to the oscilloscope through the voltage divider. 

The test site is arranged as shown in Fig. 2.The tree is placed under the wire, 
and the vertical distance between the wire and the tree is continuously adjusted by 
pulling the rope. The test transformer continuously raises the voltage by means of 
a point boost until the tree line gap breaks down, and the oscilloscope records the 
voltage and current values of the breakdown. Each distance to do five breakdown 
experiments, take the average breakdown voltage at this distance, constantly adjust 
the distance, until the breakdown voltage to the desired voltage level. The critical 
breakdown distance of 110 kV and 220 kV can be determined by many experiments. 
The critical breakdown distance of 110 kV is 12 cm, and the critical breakdown 
distance of 220 kV is 27 cm. The arc is shown in Fig. 3. 

Fig. 1 Experimental circuit 

Rogowski 

coil 

voltage 

divider 

experimental 

transformer 

protection 

resistance tree 

fixed pulley 

wire 

steel frame 

oscilloscope 

(a) 110kV test site (b) 220kV test site 

Fig. 2 Experiment site layout (a) 110 kV test site (b) 220 kV test site
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Fig. 3 Arc at gap 
breakdown 

(a) 110kV breakdown arc    (b) 220kV breakdown arc 

3 Simulation Study on Adjacent Trees Under AC 
Transmission Line 

3.1 Electrostatic Field Simulation 

In this paper, COMSOL Multiphysics finite element simulation software is selected to 
simulate transmission lines and trees. Based on the electrostatic field theory, Poisson 
equation is used to describe the electric field of transmission lines: 

∇2 ϕ = −ρ/ε (1) 

In Eq. (1), ∇ is the Hamiltonian operator, which is used to represent the partial 
derivatives vector sum of a physical quantity in the three coordinate directions of x, 
y and z; ϕ is the potential of any point in space, unit V; ρ is the space charge density, 
unit C/m3; ε is the relative dielectric constant, unit F/m. 

Power system overhead high voltage transmission lines generally adopt three-
phase three-wire system. The phases of A, B, and C three-phase conductors are 
selected as 0°, − 120°, and 120°, respectively. The boundary of the calculation 
domain is set to zero charge, and the ground potential V = 0. Trees are regarded as 
good grounding conductors. Three-phase wire corresponding set surface potential, 
such as A phase wire: 

UA = U1 ∗ ei∗a (2) 

In the formula, U1 is the amplitude, a is the phase angle. The diagram of the 
constructed geometric model is shown in Fig. 4.
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Fig. 4 Diagram of the 
model 

3.2 Simulation Verification 

Criterion of Streamer Initial Field Strength 
The gap between trees and transmission lines is a non-uniform field, and the discharge 
belongs to long air gap discharge. The streamer is the initial performance of long air 
gap breakdown. In this paper, the typical streamer inception criteria of rod-plane gap 
in extremely inhomogeneous field proposed in Reference [12] is used: 

Ei−impulse  = 22.8(1 + 
1 

3
√
R 

+ 
0.22R + 0.08 

R2 

/
dU 

dt  
) (3) 

Under the action of AC power frequency voltage, formula (4) can be simplified 
as: 

Ei−impulse  = 22.8(1 + 
1 

3
√
R 

) (4) 

In the formula, Ei-impulse is the streamer initial field strength, and the unit is kV/ 
cm. R is determined by the shape of the crown top. In this paper, the conical crown 
is regarded as an electrode, and the radius is taken as the radius of the top ball. The 
initial field strength of streamer can be calculated by substituting Eq. (6). 

According to the radius value of the top of the experimental tree, the radius of the 
top sphere is determined. The crown radius of the breakdown experiment at 220 kV 
voltage level is R = 4 cm, and the initial field strength of the streamer is 37.16 kV/ 
cm. The crown radius of the breakdown experiment at the 110 kV voltage level is R 
= 1 cm, and the initial field strength of the streamer is 45.6 kV/cm.



868 K. Yang et al.

Table 1 Comparison of simulation and experimental results 

Voltage level Initial streamer field 
strength 

Simulation value of 
breakdown distance 

Experimental value of 
breakdown distance 

110 kV 45.6 kV/cm 10 cm 12 cm 

220 kV 37.16 kV/cm 24 cm 27 cm 

Comparison of Experimental Results 
In this paper, the 220 kV and 110 kV voltage level transmission lines are simulated 
by electrostatic field. The height of the tree is adjusted by keeping the tree directly 
below the edge phase conductor. When the maximum field strength on the crown 
surface reaches the initial field strength of the streamer, the tree-wire vertical distance 
is the critical breakdown distance. In the 220 kV voltage level line model, when the 
tree-wire distance is 24 cm, the maximum field strength on the tree crown surface 
is 37.16 kV/cm, which is close to the initial field strength of the streamer. In the 
110 kV voltage level line model, when the tree-wire distance are 10 cm and 9 cm, the 
maximum field strength on the tree crown surface are 44.09 kV/cm and 46.82 kV/ 
cm, respectively. The comparison results are shown in Tab. 1. The simulation results 
are close to the experimental results, which can verify the accuracy of this simulation 
method to calculate the critical breakdown distance between tree lines. 

3.3 Analysis of Simulation Results 

The cone crown has a great influence on the distortion of the spatial electric field. 
Taking the 220 kV model as an example, the wire spacing is 6.5 m. Keep the height 
of the tree unchanged, and study the influence of different horizontal positions of 
the tree on the spatial electric field distribution by changing the horizontal position. 
When the horizontal position of the tree is 5 m, 6 m, 7 m and 8 m from the center, the 
maximum values of the field strength on the surface are 881.21 kV/m, 1 857.69 kV/ 
m, 1901.04 kV/m and 1004.27 kV/m, respectively. It can be seen that when the tree 
is gradually close to the edge conductor, the field strength value of the crown surface 
gradually increases, and the crown tip gradually moves away from the edge conductor, 
and the maximum surface electric field strength also decreases. The electric field 
distribution on the crown surface is shown in Fig. 5. And the maximum field strength 
on the tree crown surface is 3606.63 kV/m, which is the largest right below the edge 
phase conductor.
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Fig. 5 Side view of electric 
field distribution on tree 
surface at different 
horizontal distances 

3.4 Determination of Safe Distance Between Trees and Wires 

When studying the safety distance between the line and the tree, the maximum 
probability of discharge under normal conditions is considered as the minimum 
safety standard, and the critical situation is the most serious when the side phase 
voltage is at the positive peak [13]. Therefore, phase A of side conductor is set at 
positive peak value in the simulation. Keep the tree below the A-phase conductor 
and adjust the height of the tree. 

When the radius of top of the canopy changes, the initial field strength of the 
streamer change. Considering the influence of the structure and tip of the actual tree 
on the simulation results, the top radius is 2 cm to 5 cm, and the critical breakdown 
distances corresponding to different radii are calculated respectively. The simulation 
results of the 220 kV model are shown in the following table. The relationship 
between the critical breakdown distance and the radius of the top of the canopy can 
be obtained from the data in Table 2, as shown in Fig. 6. 

Table 2. 220 kV model simulation calculation results 

Radius of the Crown 
Top 

Initial streamer field 
strength 

Maximum field 
strength at critical 
height 

Critical breakdown 
distance 

2 cm  
2.5 cm 

40.98 kV/cm 
39.59 kV/cm 

40.89 kV/cm 
39.54 kV/cm 

48 cm 
37.5 cm 

3 cm  
3.5 cm 

38.61 kV/cm 
37.81 kV/cm 

38.46 kV/cm 
37.81 kV/cm 

31 cm 
26.5 cm 

4 cm  
4.5 cm 

37.16 kV/cm 
36.61 kV/cm 

36.70 kV/cm 
36.57 kV/cm 

24 cm 
21.5 cm 

5 cm 36.13 kV/cm 36.06 kV/cm 20 cm
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Fig. 6 The relationship 
between the critical 
breakdown distance and the 
radius of the top of the 
canopy 

The smaller the radius value of the top of the canopy, the greater the critical 
breakdown distance. In the simulation of the 110 kV model, when the radius is 1 cm, 
the critical breakdown distance is 0.1 m, which is less than the experimental value. 
The critical breakdown distance should be a larger value between the simulation 
value and the experimental value, which is 0.12 m. For 220 kV transmission lines, 
the maximum critical breakdown distance is 0.48 m. 

4 Conclusion 

1) The simulated canopy breakdown gap experiments under 110 kV and 220 kV 
AC transmission lines were carried out. The tree-wire breakdown distance under 
the corresponding voltage level was determined by continuously adjusting the 
distance between the wire and the tree to record the voltage value at breakdown. 
At 110 kV voltage level, the air gap is broken down when the tree is 12 cm away 
from the wire, and the critical breakdown distance at 220 kV voltage level is 
27 cm. The simulation results are close to the experimental results, which can 
verify the accuracy of the simulation method. 

2) The simulation results show that the smaller the radius of the top of the canopy, 
that is, the sharper the top of the tree, the greater the critical breakdown distance. 
According to the experimental results and simulation results, the critical break-
down distance of 110 kV transmission line is 12 cm, and that of 220 kV trans-
mission line is 48 cm. In order to avoid the fault, the tree-wire distance should 
be greater than the critical breakdown distance. 
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Based on Machine Learning 
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Abstract As an important component in power electronic energy conversion system, 
power semiconductor module layout and its multi-objective optimization are consid-
ered to be the key steps to achieve excellent performance of silicon carbide. Low 
parasitic parameters, low junction temperature, high power density and high relia-
bility are the key design elements of multi-chip parallel silicon carbide power module. 
The existing traditional design methods largely rely on the experience of trial and 
error, the design cycle is long and the cost is high. This paper proposes a multi-
objective optimization design method of power module based on artificial neural 
network ANN and deep reinforcement learning (DRL). Firstly, ANN and FEM are 
used to solve the problem that the self -inductance and mutual inductance of power 
module and the thermal coupling between multi-chips are difficult to be represented 
by mathematical formulas. At the same time, deep reinforcement learning (DRL) and 
the training results of artificial neural network (ANN) are used for multi-objective 
optimization of three optimization objectives: parasitic inductance, junction temper-
ature and power density. Based on this method, a 1200 V/300 A half bridge power 
module with three parallel chips is optimally designed. This power module has good 
parasitic inductance, junction temperature and power density. This design method 
has certain guiding significance for the packaging design of silicon carbide multi 
chip parallel power modules. 
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1 Introduction 

With the rapid development of new energy power generation, electric vehicles, high-
speed rail and other electrified transportation fields, the requirements for power 
modules are getting higher and higher. Silicon carbide power module has been widely 
used for its advantages of high switching speed and low loss [1]. In the field of medium 
and large power applications, the capacity of power modules has been put forward 
a higher and higher demand. In the large capacity power modules, more and more 
chips need to be connected in parallel. However, most of the existing package design 
schemes are inherited from the silicon (Si)-based module packaging technology, 
which is difficult to play the characteristics of silicon carbide devices [2]. In order to 
meet the increasingly stringent operating conditions, the power module should meet 
the requirements of low parasitic inductance, low junction temperature, high power 
density, and high reliability. Compared with the single-sided heat dissipation power 
module, the double-sided cooling multi chip parallel power module has higher power 
density and lower parasitic parameters. In recent years, in order to further improve 
the efficiency, power density and reliability of vehicle motor controllers, the applica-
tion of double-sided heat dissipation power modules in electric vehicles has received 
more and more attention [3]. 

However, when the layout of the power module is not correct, there are certain 
differences in the parasitic parameters of the parallel chip branches and the degree 
of thermal coupling between the chips. The above reasons will cause serious current 
sharing problems at the moment when the power module is on and off, and lead to 
different aging problems during the use of the power module. For some commercial 
multi-chip power modules, articles [4] and [5] have proved that the current overshoot 
gap is more than twice due to the difference of parasitic parameters, and the different 
junction temperature distribution of the chip has different effects on the aging of the 
chip. 

At present, there has been extensive research on multi-chip parallel connection 
and junction temperature. Articles [6] proposed a copper clamp method to reduce 
the parasitic inductance caused by the bonding wire, so as to balance the current 
sharing effect of parallel chips. Articles [7] proposed a staggered plane packaging 
method, which effectively reduced the parasitic inductance and junction tempera-
ture of the module by using the principles of mutual inductance and double-sided 
heat dissipation. Reference [8] proposed an automatic placement software for power 
modules, which uses NSGA algorithm and Randomization algorithm to carry out 
multi-objective optimization. Articles [9] proposed a double-sided power module 
based on silver sintering technology, which effectively reduces the junction temper-
ature of double-sided power module by using silver sintering technology. Articles 
[10] proposed a full bridge power module with highly integrated PCB embedded, 
which effectively reduced the parasitic inductance of the power module. However,
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there are still some problems in the multi-objective optimization design of dual sided 
heat dissipation power modules: 

1. Although the traditional design method can improve the performance of the 
double-sided heat dissipation power module, to a large extent, it depends on 
experience trial and repeated tests. The whole design process has a long cycle, 
high cost and low competitiveness. In addition, the traditional design methods 
focus on reducing the parasitic parameters of the package, ignoring the thermal 
performance. 

2. In the complex power module structure, the self-inductance and thermal coupling 
between multiple chips of the power module are difficult to be characterized by 
mathematical formulas. 

3. At present, most of the mainstream multi-objective optimization algorithms are 
NSGA algorithms. Although the genetic algorithm has been proved to be suitable 
for multi-objective optimization scenarios, the NSGA algorithm cannot accu-
rately obtain the weight ratio of each optimization objective and its corresponding 
optimal solution. 

Aiming at the current design problem of double-sided heat dissipation power 
module, this paper proposes an optimization design method of power module based 
on machine learning. First, a power module with low parasitic inductance and low 
junction temperature is designed by using the theory of laminated terminals and 
equivalent heat transfer area. Then, parametric scanning simulation and ANN training 
are carried out for the designed power module. Finally, DRL and ANN are used for 
parasitic inductance and junction temperature, three optimization objectives of power 
density are used for multi-objective optimization. 

2 Layout of Double Side Cooling Power Module Based 
on Laminated Terminal and Equivalent Heat Transfer 
Area 

2.1 Laminated Terminal and Equivalent Heat Transfer Area 

The laminated terminals can not only reduce the area of the converter circuit, but 
also use the principle of mutual inductance cancellation, as shown in Fig. 1 (a), to 
achieve the low parasitic inductance design of the power module. The rectangular 
conductor placed in the upper and lower layers in Fig. 1 (a) represents the upper and 
lower terminals of the power module, and the corresponding parasitic inductance 
model is shown in Fig. 1 (b).

The loop inductance can be roughly calculated by Eq. (1): 

Leq = L1 + L2 − 2M12 (1)
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Fig. 1 Schematic diagram of laminated terminal

L1 and L2 are upper and lower terminals, and M12 represents mutual inductance 
between them. Due to the counteraction of mutual inductance M12, the total parasitic 
inductance decreases. 

The double side cooling module is usually of the 10 layer structure shown in Fig. 2 
(a), which has good thermal conductivity, electrical insulation and other advantages. 
According to the electrothermal analogy, the thermal characteristics of the power 
module can be represented by the thermal network model. As shown in Fig. 2 (b), 
the current source, resistance and ground potential in the thermal network model 
are respectively equivalent to the heat source power consumption, thermal resistance 
and ambient temperature in the thermal system. 

The SiC power module will generate power loss during operation, which will cause 
the chip temperature to rise. The module is internally encapsulated with silicon gel, 
so the heat generated by the chip is mainly transferred through the bottom plate of the 
upper and lower DBCs in the form of thermal convection. When the heat is diffused 
from the upper substrate or the lower substrate, thermal diffusion will occur. The 
thermal diffusion path is shown in Fig. 2 (a). When the chip spacing is close, the 
thermal coupling effect between chips is strong. Under the same power consump-
tion conditions, the temperature difference is higher. According to the definition of 
thermal resistance, it can be seen that: 

Rth  = δ 
λ A 

= �T 

P 
(2)

Fig. 2 Schematic Diagram of side structure and thermal network model 



An Optimization Design Method of Multi-chip Parallel Power Module … 877

In Eq. (2), Rth  is the thin layer thermal resistance, δ is the thickness of thin layer, 
λ is the thermal conductivity of the material, A is the equivalent heat transfer area,
�T is the temperature difference between two sides of the object, and P is the heat 
transfer power. 

In the above formula, the equivalent heat transfer area is mainly determined by 
the thermal diffusion angle of the material. For the thermal diffusion angle, there is a 
fixed value of 45 °C, which is commonly used at present. The arc tangent of the ratio 
of the current layer thermal conductivity to the lower layer thermal conductivity is 
calculated or the Fourier series method is used to analyze the thermal diffusion angle, 
and most of the thermal diffusion angles are models of single-sided heat dissipation 
modules. Therefore, the finite element method (FEM) is used to obtain a series of 
heat flow densities on the vertical path of the chip center and draw the change curve. 
Because the upper and lower thermal resistances of the two-sided water-cooled heat 
dissipation module are different, the heat transfer heat flow densities of the solder 
layer and the lower solder layer on the chip need to be simulated by Finite Element 
Method to calculate the power consumption of heat dissipation through the upper 
and lower DBC, and finally determine the size of the heat diffusion angle. 

According to the thermal diffusion angle theory and the thermal coupling prin-
ciple, determine a more appropriate chip landing position on the DBC, and determine 
the landing position of the stack terminal according to the demand for parallel current 
sharing between multiple chips. 

2.2 Overall Structure of Power Module 

According to the existing chip power level, EPM3-1200-0017D1 silicon carbide 
chip is selected as the parallel chip of the packaging module. The current carrying 
capacity of a single chip is weak, only 134 A, and multiple chips need to be connected 
in parallel to meet the power demand of the vehicle module. In order to ensure 100 
KW power output, the form of three chips in parallel is selected. This design can 
meet the application requirements of most vehicle modules. The equivalent circuit 
diagram of the packaging module is shown in Fig. 3(a). The packaging module is a 
half bridge module composed of three silicon carbide (SiC) chips in parallel on each 
of the upper and lower bridge arms. The overall structure of the half bridge module 
is shown in Fig. 3(b).
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Fig. 3 Overall structure of power module 

3 Modeling of Parasitic Inductance, Thermal Resistance 
and Power Density 

According to the power module structure in the first section, this section will model 
the parasitic inductance, thermal resistance and power density of the power module. 
Its main dimensions on the plane are shown in Fig. 4. lparallel is the distance between 
parallel chips on the same bridge arm, lupdown is the distance between upper and 
lower bridge arm chips, llengthedge is the distance between the chip and the length 
of the module, and lwidwedge is the distance between the chip and the width of the 
module. 

Artificial Neural Network (ANN) can be regarded as a general function approx-
imator, which can be set with arbitrary precision and approximate the relationship 
between input and output data [11]. ANN is a new algorithm, which is similar to 
the biological brain. A group of signal processing units (artificial neurons) receive, 
process and transmit information from neurons. The weights between neurons are 
obtained by training parameters. The ANN is trained through the provided data 
set, so as to achieve the effect of approximating the relationship between input and 
output data [12]. In the power module design, if multiple groups of design parameters 
and performance indicators are obtained and the relationship between parameters is 
obtained by training ANN, the simulation results corresponding to different data can 
be obtained at the fastest speed.

Fig. 4 Main dimensions of 
power module 
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Fig. 5 Influence of variables on inductance and ANN structure 

3.1 Model of Parasitic Inductance 

This part further explores the influence of each variable on the parasitic inductance. 
Parametric simulation is carried out for four variables. The influence of each variable 
on the parasitic inductance is shown in Fig. 5(a) (b) (c) (d). It can be seen from the 
change trend that lwidwedge has little influence on the parasitic inductance, and the 
remaining variables lparallel, lupdown, and llengthedge have great influence on the parasitic 
inductance. 

Therefore, lparallel, lupdown, and llengthedge are ANN input variables, and the parasitic 
inductance L is the output variable. With lparallel, lupdown, and llengthedge as independent 
variables, a total of 845 groups of data were obtained through the parametric scanning 
simulation through the Q3D finite element simulation software, and neural network 
training was conducted for the parasitic inductance data set using the artificial neural 
network. The structure of the parasitic inductance ANN is shown in Fig. 5(e). 

3.2 Model of Junction Temperature 

This part further explores the impact of each variable on the junction temperature. 
Parametric simulation is carried out for four variables. The impact of each variable
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Fig. 6 Influence of variables on junction temperature and ANN structure 

on the junction temperature is shown in Fig. 6 (a) (b) (c) (d). From the change trend, 
it can be seen that llengthedge, lwidthedge, lparallel, and lupdown have a greater impact on 
the parasitic inductance. Therefore, llengthedge, lwidthedge, lparallel, and lupdown are the 
ANN input variables, and the highest junction temperature Tjmax of the module is 
the output variable. 

Through COMSOL finite element simulation software, 4225 groups of data were 
obtained through electrothermal coupling parametric scanning simulation, and neural 
network training was conducted for junction temperature data set using artificial 
neural network. The structure of ANN of parasitic inductor is shown in Fig. 6(e). 

3.3 Model of Power Density 

The power density can be directly calculated by the formula. The specific calculation 
formula is shown in Formula (3), where h is the module height, U is the rated voltage, 
and I is the rated current. 

Power Densi ty = U × I
((
2l parallel + 2lwidthedge

) × (
lupdown + 2llengthedge

) × h) (3)
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4 Power Module Optimization Design 

4.1 Principle of D3QN Deep Reinforcement Learning 

In recent years, power electronic automation design can quickly realize the optimal 
design of power electronic converters through computers, which has attracted exten-
sive attention of researchers [13, 14]. At present, meta heuristic algorithms such as 
genetic algorithm, particle swarm optimization algorithm and ant colony algorithm 
are mostly used in power electronic automation design to achieve optimal design of 
power electronic system [15]. In order to overcome the optimization time consuming 
problem caused by the change of design requirements in meta heuristic algorithm, 
the artificial intelligence optimization algorithm based on machine learning has been 
developed rapidly because it can quickly respond to the change of design require-
ments to provide optimal decisions, and has been initially applied in the field of 
electric energy. This paper establishes a flexible optimization mechanism through 
the D3QN algorithm in DRL. This optimization mechanism can optimize the size of 
power modules. The optimization design framework is shown in Fig. 7. 

Dueling Double Deep Q Network algorithm (D3QN) consists of two neural 
networks, one as a real-time training network and the other as an output network. 
First, under the state St at time t, the action At is obtained through the strategy network, 
which is input into the power module environment, and the reward Rt at this time and 
the next state St+1 are obtained. Then, the state transition sequence (St, At, Rt, St+1) 
is stored in the experience playback pool. Finally, N groups of data are randomly 
selected according to the small batch sampling strategy to train the neural network, 
where the actions are ε_greedy policy. The real-time training network parameters 
are updated through the strategy gradient, and the calculation formula is shown in 
Eq. (4). The agent scores actions during interaction, so the reward R is set as shown 
in Eq. (5): 

yt = rt+1 + γ q
(
St+1, argmaxaq(St+1, a;ωe); ωt

)
(4)

Fig. 7 Optimization design 
framework 
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R = 5(3−(k1×L2+k2×T 2+k3×Powerdensi t y2 )) (5) 

4.2 D3QN Training Results 

Before formal training, the key parameters of the algorithm need to be set, as shown 
in Table 1, and the specific training process of D3QN is shown in Table 2. 

Figure 8 shows the average reward convergence diagram of D3QN algorithm 
training process. It can be seen from Fig. 8 that the average cumulative reward 
is relatively small in the early stage of training, because the agent immediately 
executes actions in the early exploration stage, interacts with the environment and 
collects experience data, the network parameters start to update, the agent gradually 
learns the optimization strategy of the optimal size, the average cumulative reward 
gradually increases and converges, and after the training process. The optimal size 
can be obtained. When the weight ratio K1: K2: K3 = 1:1:1, the optimal size is shown 
in Table 3.

Table 1 Variable range 
variable value 

lparallel (mm) 14–26 

lupdown (mm) 14–26 

llengthedge (mm) 9–13 

lwidthedge (mm) 9–13 

Table 2 Training process 

Algorithm: D3QN algorithm 

Input: determine the state space and action space, initialize the neural network parameters, and 
determine the experience playback pool 

1: For each training round:for episode = 1,2…,M: 

2: Get Initial StateS1 

3: For each step in the training round:for t = 1,2…,T: 

4: Get the action according to the current strategy; 

5: The environment model executes actions to obtain rewards and the next state; 

6: Save the state transition sequence to the experience playback pool; 

7: Randomly select N groups of data from the experience playback pool; 

8: Update the neural network once; 

9: End of single training round 

10: Update the strategy network every five training rounds 

11: End of M training rounds 
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Fig. 8 Training reward 
convergence graph 

Table 3 Optimum size 
variable value 

lparallel (mm) 17.6 

lupdown (mm) 16.9 

llengthedge (mm) 10.8 

lwidthedge (mm) 9 

5 Simulation Verification 

5.1 Simulation and Verification of Parasitic Inductance 

The module is a half bridge circuit, and the topology is shown in Fig. 3. In the  
above module, the entire module has three paths, and each branch is coupled with 
each other. The parasitic inductance of the entire circuit will be simulated based on 
Q3D. The simulation result is an inductance matrix containing self-inductance and 
mutual inductance. The effective inductance of each branch needs to be obtained 
after decoupling. First, the parasitic inductance from DC + to DC- is simulated. The 
simulation diagram is shown in Fig. 9. According to the Q3D simulation results, the 
overall parasitic inductance from DC + to  DC - is 6.14 nH.  

Fig. 9 Parasitic inductance 
simulation
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Fig. 10 Temperature field 
simulation 

5.2 Simulation and Verification of Temperature Field 

Generally, the farther the chip spacing is, the smaller the thermal coupling between 
chips is. When the equivalent heat transfer areas cross, there is a thermal coupling 
relationship. When the DBC area size is fixed, the chip distribution should be as 
uniform as possible. After comparison, it is found that under the same DBC size, the 
chips are arranged in six shapes, which can not only reduce the temperature coupling, 
but also take into account the current sharing and the overall parasitic inductance of 
the module. 

Based on COMSOL simulation software, the module conduction current is set 
to 210A, the heat dissipation boundary condition is located on the upper and lower 
surfaces of the power module, and the thermal convection coefficient is set to 5000. 
The DBC material is set to copper (Cu) and aluminum oxide (AlN), the gasket 
material is molybdenum (Mo), the chip material attribute is set to silicon carbide 
(SiC), and the solder layer is silver sintered (Ag). The temperature field simulation 
results are shown in Fig. 10 below, the maximum junction temperature of the module 
is 87.4 °C. 

6 Conclusion 

In this paper, a half bridge power module is initially constructed by using the equiva-
lent heat transfer area, laminated terminals and other theories, and a multi-objective 
optimization design method of power module based on artificial neural network 
(ANN) and deep reinforcement learning (DRL) is proposed. Finally, Q3D is used 
for parasitic inductance simulation design verification, which proves that this power 
module has extremely low parasitic inductance; COMSOL is used to verify the elec-
trothermal coupling simulation design, which proves that this power module has a 
good heat dissipation effect.
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Low-Cost Modular Multilevel Converter 
Topology and Its Fault Control Strategy 
for Offshore Wind Power 

Shuangfei Yang, Man Chen, Yongqi Li, Yuebin Zhou, Zhenkai Hu, 
Wenming Gong, and Yue Wu 

Abstract Modular multilevel converter (MMC) used for offshore wind power trans-
mission has become a major technical trend. Voltage drop of power grid will lead 
to limited power transmission, and dissipation device should be installed to meet 
the requirements of fault ride through. Considering the high cost of building the 
dissipation device separately for offshore wind power transmission system, the CSM 
topology is proposed in this paper, in which the chopper circuit and submodule of 
the onshore MMC are designed integrated to reduce the investment cost. The corre-
sponding fault control strategy is proposed to match the asymmetric structure of 
CSM converter. In order to further reduce the design requirements of converter, the 
cooperative control strategy of the wind farm and CSM converter is adopted, which 
makes full use of the low voltage ride through ability of the full power wind turbine 
to consume part of the generated power, and greatly reduces the energy consumption 
of the converter during the fault ride through period. A system simulation model 
of 600 MW wind power transmission is built, and the integrated CSM converter 
topology and its control strategy are analyzed and verified. 

Keywords Offshore Wind Power · CSM Converter · Voltage Ride Through ·
Circulating Control · Cooperative Control Strategy 

1 Introduction 

AC transmission of offshore wind power requires a large amount of dynamic reactive 
power compensation, while DC transmission does not have reactive power problems 
and the transmission distance is not limited [1]. With the development of modular
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multilevel converter (MMC) technology, DC transmission based on MMC topology 
has become an effective way to achieve far-reaching offshore wind power transmis-
sion [2], and researchers have carried out a lot of research on MMC topologies and 
faults [3, 4]. The MMC based high-voltage direct-current (MMC-HVDC) transmis-
sion system of offshore wind power adopts cable transmission, and the line fault 
rate is low and most of them are permanent faults. Therefore, the fault ride through 
problem of AC collection line and DC transmission line cannot be considered, and 
it mainly needs to solve the fault ride through problem of onshore AC power grid. 
When voltage drop occurs, the power output of the MMC-HVDC system is limited. 
If the wind farm continues to generate electricity, energy dissipation devices need to 
be set to consume excess electric energy. 

Common electrical faults of MMC have been summarized in [5], and a thorough 
and comprehensive review of the existing online fault diagnostic methods has been 
conducted. Considering the operating principle of AC energy dissipation device, an 
active energy control strategy [6] of converter based on AC / DC current dual control 
technology is proposed. DC chopper circuit is installed on high-voltage DC line [7], 
although the working principle of this kind of scheme is simple, it is technically 
difficult to connect IGBTs in series, and improper design may lead to breakdown of 
IGBTs in series. [8] proposes a modular DC side energy dissipation circuit, which 
avoids the series IGBT structure and improves the feasibility. However, under normal 
conditions, voltage balance control needs to be used to constantly switch submodules, 
which will cause additional losses. [9] sets the energy dissipation device at the AC 
collection point of the wind farm, and onshore converter needs to switch to the 
constant DC current control mode to trigger the dissipation device to consume energy. 

For the wind farm composed of constant speed and doubly fed wind turbines, 
since the generator is directly coupled with the centralized power grid, the frequency 
up and the voltage down methods can be used to control the converter at the wind 
farm side, limit the power generated by the wind turbines to realize fault ride through 
[10, 11]. For full power wind turbines, the method of reducing the collection voltage 
of the wind farm [12] to limit the generated power has been proposed, but it has no 
detailed analysis. [13] has proposed to use communication to limit the power of the 
wind farm to reduce the unloading energy of the DC chopper, and the communication 
delay is considered in the analysis. 

Considering that the space and load of the offshore converter station platform are 
limited, and it is not convenient and uneconomical to set the dissipation device at the 
wind farm side. Therefore, this paper proposes a novel topology, in which the energy 
dissipation device and the onshore converter are designed in an integrated structure to 
simplify the circuit structure and reduce the system cost, and the corresponding fault 
control strategy to adapt to this asymmetric configuration is designed. In addition, 
the cooperative control strategy of MMC-HVDC and the wind farm is proposed and 
analyzed to further reduce the energy dissipation requirements, then the proposed 
topology and control strategies are proved and analyzed by the simulation model. 
Finally, this paper draws a conclusion at the end.
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Fig. 1 Offshore wind power transmission system (a) System structure and basic control, (b) Current 
control of onshore converter. 

2 Integrated Design and Control of CSM Converter 

2.1 Offshore Wind Power Transmission System 

The system structure of offshore wind power transmitted through MMC-HVDC is 
shown in Fig. 1(a). The offshore converter controls the AC collection grid voltage 
and DC output current, and the onshore converter controls DC voltage and AC 
current. The current control of onshore converter is shown in Fig. 1(b). The active 
current reference signal is jointly determined by the DC power calculation value 
and the capacitor voltage feedforward of the submodule. Through the feedback 
of the average capacitor voltage, the internal energy stability of converter can be 
dynamically maintained, and the impact of losses can be eliminated. 

When the grid voltage drops, the AC output power will decrease rapidly while the 
DC input power will not change, resulting in a rapid increase of capacitor voltage 
of the converter submodules on the grid side, and the capacitor voltage feedforward 
control will make the given signal of active current reach the limit value quickly. If 
the excess power is not consumed in time, the overvoltage fault of the submodule 
will be triggered, and the fault can be detected and triggered in a variety of ways: 
1. Detect the voltage amplitude of the power grid, 2. Detect the limiting link of the 
given signal of the grid connected active current, and 3. Detect the capacitor voltage 
of the sub-module. In this paper, the unloading control of the DC chopper circuit is 
triggered by the current limiting link. 

2.2 Integrated Design of DC Chopper Circuit and Converter 

The low-cost modular multilevel converter topology is shown in Fig. 2, which is 
applied to the onshore converter. A DC chopper circuit is added to submodules 
of phase A and phase B to form the CSM (Submodule with Chopper) phases, the 
conventional phase C is bridge arm with half bridge submodules, and the modular 
multilevel converter with CSM phases is called CSM converter in this paper.

Assuming that the unloading power of the system is PS, the average power PR of 
each energy dissipation resistor is as follows:
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Fig. 2 Modular multilevel converter with CSM phases.

PR = 
PS 
2N 

(1) 

where N is the number of submodules in each phase. Then the maximum resistance 
of the energy dissipation resistance is as follows: 

RCSM = 
2NV  2 c 

PS 
(2) 

where VC is the rated voltage of the submodule capacitor. Choosing a smaller energy 
dissipation resistor can increase the dynamic regulation ability of the chopper circuit, 
but it will increase the current stress of the chopper IGBT. If a three-phase symmet-
rical voltage drop fault occurs in the power grid, the direct current of CSM phases 
during fault crossing is as follows: 

idcS = 
PS 
Vdc 

+ 
P 

3Vdc 
η% (3)  

where V dc is the converter DC voltage, P is the rated system power, η% is the  
percentage of power that can still be sent during voltage drop period. Therefore, a 
large PS will make the current of bridge arms to be much higher than the rated value



Low-Cost Modular Multilevel Converter Topology and Its Fault Control … 891

during the fault period, causing to select a half bridge IGBT with a higher rated 
current, so reducing PS is of great significance for reducing the cost of the converter. 

The chopper circuit of CSM directly consumes the energy of submodule, and its 
control is related to the capacitor voltage ripple of submodule. The expression of 
capacitor voltage ripple [14] is as follows:  

Vcpp = 2S 

3mωVcCN

(
1 −

(mcosϕ 
2

)2
) 3 

2 

(4) 

where V cpp is peak to peak value of the capacitor voltage ripple, m is the modulation 
ratio, S is the apparent power, ω is the angular frequency, and C is the capacitance of 
the submodule. Capacitor voltage ripple is related to modulation ratio and apparent 
power. During low voltage ride through period, the modulation ratio of converter will 
decrease significantly. If the apparent power decreases in an equal proportion, the 
capacitor voltage ripple amplitude value will not change. However, it is generally 
necessary to inject a certain reactive current into the grid, so the voltage ripple 
amplitude value will be significantly higher than the rated value. The chopper circuit 
is a pure energy consumption device, if the chopper circuit is frequently triggered due 
to large capacitor voltage fluctuations, it will lead to excessive energy consumption 
of the bridge arm, causing the capacitor voltage to be lower than the rated value. 

Figure 3 shows the control block diagram of the DC chopper. Since the funda-
mental frequency fluctuations in the capacitor voltages of the upper and lower bridge 
arms are complementary, feedback control using the average value of the capac-
itor voltages of the upper and lower bridge arms can eliminate the influence of the 
fundamental frequency ripple. On the other hand, using a proportional regulator for 
differential regulation can also avoid excessive energy consumption. 

Compared with the independent modular DC dissipation device, the circuit struc-
ture of CSM is more simplified, the submodules have achieved voltage equalization 
in the normal operation state, and the chopper circuit is in the locked state, which will 
not cause additional losses. In addition, the energy of submodules can be directly 
consumed at the valve control layer, which can achieve better dynamic control effect.

Fig. 3 Chopper control of 
CSM. 
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2.3 Converter Circulating Control 

In order to suppress the double frequency circulating component, it is generally neces-
sary to add circulating suppression function to MMC control. A conventional circu-
lation control method [15] is shown in Fig. 4. When the grid voltage is three-phase 
symmetrical, the internal circulating current component is obtained by subtracting 
1/3 of the DC current component from the common mode current component. A 
double frequency proportional resonance controller is used to control the circulating 
current in a closed-loop. The circulating current control voltage is superimposed on 
the bridge arm modulation voltage to suppress the circulating current. The resonant 
controller can eliminate the double frequency circulating current component, and 
because of the existence of the proportional link, the harmonic circulating current 
of each frequency can be suppressed. However, for MMC equipped with CSM, if 
the above control method is still adopted, the CSM phases can only consume at 
most 2/3 of the DC input power during fault period, and the remaining phase will 
quickly occur sub-module over-voltage fault. Therefore, it is necessary to design 
corresponding circulating current control to introduce the excess power into the 
CSM phases. 

Considering that asymmetric voltage drop may also occur in power grid, and the 
active output capacity of each phase of the converter may be different during fault 
period, so the DC current given signal of the conventional bridge arm should be deter-
mined according to the corresponding output power at the AC side. The improved 
circulating current control is shown in Fig. 5, where the DC current given signal of 
phase C is mainly calculated from the single-phase instantaneous power. Since the 
single-phase instantaneous power contains large double frequency fluctuations, the 
double frequency band stop filter is used for filtering, and the feedforward control 
of the capacitor voltage of the submodule is added to enhance the ability to dynami-
cally stabilize the capacitor voltage of the submodule. The DC current given signals 
of the CSM phases are obtained by subtracting the DC current given signal of the 
conventional phase from the DC input current.

For normal operation, since the grid voltage is three-phase symmetrical, the 
AC output power is three-phase symmetrical, and the AC power and DC power 
is balanced, so the control strategy in Fig. 5 is equivalent to that in Fig. 4. When a 
power grid fault occurs, the improved control strategy can automatically introduce

Fig. 4 Conventional circulating control of MMC. 
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Fig. 5 Improved circulating current control of MMC with CSM phases.

excess power into the CSM bridge arms according to the output power state of the 
bridge arm without switching the control mode. 

3 Cooperative Control of CSM Converter and Wind Farm 

The low voltage ride through standard of wind turbines in China is shown in Fig. 6(a), 
which requires that wind turbines can operate at 90% of rated voltage for a long 
time, and operate continuously for 625 ms when the voltage drops to 20%, and inject 
reactive current into the power grid during the voltage drop period. The required 
injected reactive current is as follows: 

IT ≥ 1.5 × (0.9 − UT)In (0.2 ≤ UT ≤ 0.9) (5) 

where In is the rated current of the wind turbine, UT is the voltage unit value of the 
wind farm’s common coupling point. Full power wind power converters are widely 
used for offshore wind power, and DC chopper circuit is generally installed at the DC 
bus of the wind turbines converter. When the output power is limited due to fault at 
the AC side, the voltage of the DC bus rises, and the DC chopper circuit is triggered to 
consume excess power by the voltage protection. Since the wind turbine generator is 
completely isolated from the grid, the grid connected current is completely controlled 
by the grid side wind turbine converter, so full power wind turbines have better low 
voltage ride through capability.

If the power generation of the wind farm is not limited during fault period, the 
CSM system needs to consume a large amount of electric energy in a short time, 
which puts forward strict requirements for the DC chopper circuit design of the CSM 
converter. Therefore, it is necessary to reduce the energy consumption requirements 
of the system by using the existing low voltage ride through capability of the wind 
turbines. During the low voltage ride through period, the offshore converter can
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Fig. 6 Power curves during low voltage ride through period (a) for full power wind turbine, (b) for 
wind farm and onshore converter cooperative control.

control the wind farm’s collection voltage according to the red curve in Fig. 6(a), and 
the distribution of unloading power between the wind farm and the converter can be 
changed by setting the voltage sag depth. Since the collection voltage of the wind 
farm is controlled by the offshore converter, the low voltage crossing operation area 
of the wind turbine generator is reduced, and the voltage change rate is controlled, 
which reduces the risk of the wind turbine off the grid. 

It is assumed that the grid voltage drops to the maximum, the collection voltage 
of the wind farm drops to 30% of the rated voltage with a certain slope, and the active 
current of the wind turbine and converter operate at 1.1 times of overload. When the 
collection voltage drops to 90% of the rated voltage, the DC chopper circuit of the 
wind turbine starts to work, and the power curve shown in Fig. 6(b) can be obtained. 
At the lowest point of the voltage, the wind farm and onshore converter retain 33% 
and 22% of the active power transmission capacity respectively. Since the voltage 
control of the collection grid lags behind the voltage drop of the power grid, there 
will be a short power impact of onshore converter in the initial state of fault, but then 
the power of the DC chopper circuit will be constant at 11% of the rated power of 
the system, thus the total energy consumption can be reduced significantly. 

4 Simulation Analysis 

A simulation model of 600 MW wind power transmission system is built. The DC 
transmissionvoltage is 320 kV, the modulation ratio is 0.9, the capacitance of the 
submodule is 30mf, the rated voltage of the submodule is 2 kV, the CSM chopper 
resistance is 2 Ὠ, and the wind farm adopts a single machine aggregation model. 

Figure 7 shows the simulation results of fault ride through without cooperative 
control when fault occurs at t = 2 s. The AC voltage waveform of CSM converter 
is shown in Fig. 7(b). The grid voltage drops to 0.2p.u. and recovers to 0.9p.u. after 
two seconds, and the active current of the CSM converter operates at 1.1 times 
overload. The collection grid voltage of the wind farm is stable without limiting
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Fig. 7 Simulation results without cooperative control (a) Collection grid voltage, (b) CSM 
converter voltage, (c) Three-phase DC current components of CSM converter, (d) Active power 
and reactive power of converters, (e) Dissipation power of CSM converter, (f), (g), (h) Bridge arm 
current of Phase A, Phase B, Phase C in CSM converter. 

the power generation of wind farm, as shown in Fig. 7(a). Figure 7(d) shows the 
generated power of the wind farm is still 600 MW because of the stable voltage. 
After fault occurs, the surplus power of the transmission system is consumed by the 
CSM converter, and because the power of the DC chopper circuit is discontinuous, 
Fig. 7(e) shows the result after resistance power filtering. When the fault occurs, 
according to the proposed current control strategy, due to the drop of output power 
of phase C, the DC current given signal of the bridge arm rapidly decreases, and 
most of the DC current is introduced into the CSM phases, the results of Fig. 7(c) 
and Fig. 7(f)-Fig. 7(h) verify the effectiveness of this control strategy. There is a 
peak current at the moment of fault, and the high-frequency harmonic circulation 
increases, the circulation controller quickly makes the internal current to a stable 
state. 

According to the simulation results, the residual DC current is almost evenly 
introduced into phase A and phase B, and the maximum current of the half bridge 
IGBT of the CSM bridge arm is increased about 50% compared with the rated 
working state. If the CSM is configured in only one phase of the onshore converter, 
the maximum current in the configured CSM bridge arm will nearly double, which 
means that the half bridge IGBT of the CSM bridge arm needs to have a short-time 
overload operation capacity close to one time of the rated current, so the proposed 
topology is also conducive to the balance of bridge arm current during the low voltage 
fault period. 

Figure 8 shows the simulation results of fault ride through with cooperative 
control. The CSM converter control remains unchanged in Fig. 8(b). In Fig. 8(a), 
the collection voltage of the wind farm drops to 0.3p.u. with a slope of 0.01p.u. per 
millisecond, and recovers to the rated value after two seconds. During fault period, the 
wind turbine operates at 1.1 times overload. The dissipated active power is shown in 
Fig. 8(e), compared with Fig. 7(e), the total energy consumption of the DC chopper
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Fig. 8 Simulation results with cooperative control (a) Collection grid voltage, (b) CSM converter 
voltage, (c) Three-phase DC current components of CSM converter, (d) Active power and reactive 
power of converters, (e) Dissipation power of CSM converter, (f), (g), (h) Bridge arm current of 
Phase A, Phase B, Phase C in CSM converter. 

resistor is greatly reduced, which reduces the design requirements of the chopper 
circuit, and this is also demonstrated by the DC current in Fig. 8(c) compared with 
Fig. 7(c). 

In Fig. 8(f)-Fig. 8(h), the peak current of bridge arm is still 50% higher than the 
rated working state at the moment of fault, but the current stress of phase A and 
phase B are only slightly higher than that of phase C at other times. Considering that 
IGBTs generally have the peak current conduction capacity of twice the nominal 
current, after adopting the cooperative control strategy, the half bridge IGBTs of the 
MMC on the grid side can be uniformly selected to avoid cost increase. 

5 Conclusion 

The DC chopper circuit and submodule are designed together in two phases of the 
onshore CSM converter for offshore wind power transmission system. Compared 
with the independent modular dissipation device, the circuit of CSM converter is 
more simplified and economical. During AC fault ride through period, residual DC 
current is introduced into CSM bridge arms for dissipation through circulating current 
control. If the power generation of the wind farm is not limited during the fault ride 
through period, because of the high unloading energy, the half bridge IGBTs of the 
CSM bridge arms need to have a short-time overload operation capacity of nearly 
twice the rated current. In this paper, the average power and total energy consumption 
of the chopper circuit are greatly reduced by using the proposed cooperative control 
strategy, and the half bridge IGBTs of the CSM bridge arms can be uniformly selected 
with other bridge arm, further reducing the hardware investment cost.
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Simulation Study on Thermal Effect 
of Multistage PIN Limiter 

Mingxuan Gao, Yang Zhang, Lishan Zhao, and Jun Zhang 

Abstract The thermal effect and damage mechanism of multistage PIN limiters 
under high-power microwave (HPM) signals are analyzed in this paper. The simu-
lation model of a double-stage PIN limiter is built based on the circuit-field co-
simulation method, and the temperature changes of the first and second-stage diodes 
during the injection of the HPM signals are studied by using this model. It is 
concluded that the burning point is in the I-region. The point where the damage 
happened first is close to the P-region of the first-stage PIN diode. The temper-
ature change of the second stage PIN diode is relatively small during the whole 
burning-out process, which will not cause damage. Finally, the temperature change 
and damage mechanism during the burning process are analyzed by combining the 
physical images of the temperature field, electric field, and current density. 

Keywords Multistage limiter · PIN Diode · Thermal effect 

1 Introduction 

As an important device to protect the electronic system from the damage of high-
power signals, the PIN limiter has been widely used in the fields of radar and commu-
nication. However, the PIN limiter itself can also be damaged when the signal power
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is large enough, resulting in the disconnection of the transmission link. The limiting 
function of the PIN limiter is mainly realized by the PIN diode and the burning out of 
the PIN diode is also an important reason for the limiter failure [1]. According to the 
ways of PIN diode cascade, PIN limiters can be classified into single-stage limiters 
and multi-stage limiters. Compared with a single-stage limiter, a multi-stage limiter 
can withstand higher power while ensuring the threshold and sensitivity to the signal. 
However, currently, research on the damaging effect of PIN limiters mainly focuses 
on the single-stage limiter, rather than multi-stage limiter. 

The research on the damage effect of semiconductor devices is usually based on 
simulation or experimental methods. Compared with experimental methods, simu-
lation can obtain the physical image of the device during the damage process more 
directly. The models used in the simulation mainly include the equivalent circuit 
model and the physical model. The simulation speed of the equivalent circuit model 
is very fast, but this method involves more complex parameter extraction steps [2, 
3]. Reference [4, 5] studies the transient response and temperature response of PIN 
limiter and PIN diode based on an equivalent circuit model. Reference [6] studies the 
damage effect of LNA under HPM and reference [7, 8] discusses the damage effect 
of the transistor under high power microwave, both of them are carried out based on 
the multi-physical field model. 

At present, many studies have been carried out on the thermal effect of a single 
PIN diode or single-stage limiter, but the thermal effect of a multi-stage limiter 
under the action of microwave signals is still less. In this paper, a multi-physics field 
simulation model of a double-stage limiter is built based on the hybrid simulation 
method of finite element and circuit. The temperature change characteristics and 
damage mechanism of a double-stage limiter under a HPM signal are studied by 
using this model. 

2 Model of the PIN Diode and PIN Limiter 

The simulation circuit of the double-stage limiter is shown in Fig. 1, where S1 is 
the signal source, and R1 represents its internal resistance, which is 50 Ὠ. L1,  L2,  
and L4, L5 represent the connecting line equivalent inductance of the PIN diode, 
with the value of 0.3 nH. L3 is the DC inductance, with the value of 50 nH. R2 
represents the load impedance, which is 50 Ὠ. The above devices are represented by 
the SPICE model in the simulation. D1 and D2 are different PIN diodes, of which 
D1 has a greater I-region thickness and is used as the coarse stage in the multistage 
limiter, and D2 has a smaller I-region thickness, which is used as the clean-up stage 
in the multistage limiter. In order to study the damage mechanism of the diodes in the 
limiter under the HPM signal, the diodes are modeled by the finite element method.

The models of PIN diodes D1 and D2 are shown in the left and right figures in 
Fig. 2, respectively. The P-region thickness of D1 and D2 is 2 µm, and the N-region 
thickness of D1 and D2 is 124 µm. The I-region thickness of D1 and D2 is 7 µm
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Fig. 1 Circuit structure of 
the limiter

Fig. 2 Models of PIN diodes D1 and D2 (local) 

and 1 µm, respectively. The effective area of both diodes is 0.09mm2, and the P-
region is a Gaussian doped layer. The peak concentration is 1020 cm−3. The doping 
concentration of N-region and I-region is 5 × 1019 cm−3 and 2.5 × 1014 cm−3, 
respectively. 

3 Physical Model 

3.1 Mobility Model 

To better describe the carrier mobility, we have introduced different mobility sub-
models, and the total mobility is calculated according to Matthiessen’s law on the 
basis of varying mobility sub-models: 

1 

μ
= 

1 

μ1 
+ 

1 

μ2 
+ · · · (1) 

Mobility Degradation Effect Induced by Doping 
In order to fit the more extensive temperature range in this simulation better, we use 
the UniBo model to describe the mobility degradation effect induced by doping [9]. 
The mobility is expressed as:
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μdop(T ) = μ0(T ) + μL (T ) − μ0(T ) 

1 +
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NA 
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Cs2(T )
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−γ +c( T 
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ND+NA 
, μ1(T ) = 
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. 

Carrier-Carrier Scattering 
Here we describe the effect of carrier concentration changes on mobility using the 
Conwell-Weisskopf model as follows [10]: 

μeh = 
D(T /300K )3/2 √

np

[
ln

(
1 + F

(
T 

300K

)2 

(pn)−1/3

)]−1 

(3) 

Mobility Saturation Effect 
We use the Canali model to calculate the mobility under high fields: 

μ(F) = (α + 1)μlow 

α +
[
1 +

(
(α+1)μlow Fh f  s  

vsat

)β
]1/β (4) 

For the silicon-based devices we use, there is: vsat  = vsat,0
(
300K 
T

)vsat,exp , β = 
β0

(
T 

300K

)βexp . 

3.2 Recombination Model 

SRH Recombination 
SRH recombination usually refers to the recombination process through deep defect 
energy levels in the band gap. The recombination model is expressed as follows: 

RSRH  
net = np − n2 i,e f  f  

τp(n + n1) + τn(p + p1) 
(5) 

Auger Recombination 
Auger recombination is essential in regions with high carrier concentrations. Since 
both P and N regions are heavily doped for the PIN diode, it is necessary to describe 
this process. The rate of auger recombination can be expressed as follows: 

R Auger = (
Cnn + Cp p

)(
np − n2 i,e f  f

)
(6)
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Avalanche Model 
The Avalanche generation model is introduced in this simulation, and the avalanche 
multiplication generation rate can be expressed as: 

G Avalanche = αnnvn + αp pvp (7) 

Considering the extensive temperature range involved in the simulation, the 
UniBo collision ionization model is used here to describe the ionization coefficients 
according to which [11]: 

α(Fave, T ) = Fave 

a(T ) + b(T ) exp
[

d(T ) 
Fave+c(T )

] (8) 

3.3 Thermodynamic Model 

By introducing the thermodynamic model, the temperature in a PIN diode can be 
calculated by the following equations: 

∂ 
∂t 

(cL T ) − ∇  ·  (κ∇T ) = −∇  ·
[
(PnT + ∅n)

−→
Jn +

(
PpT + ∅p

)−→
Jp

]

− 1 

q

(
EC + 

3 

2 
kT

)(
∇ ·  −→Jn − qRnet,n

)
− 

1 

q

(
−EV + 

3 

2 
kT

)(
−∇ · −→Jp − qRnet, p

)

+hωGopt 

(9) 

4 Results and Discussions 

In the limiter simulation circuit shown in Fig.two1, the output of signal source S1 is 
a microwave signal with a frequency of 5 GHz and an amplitude of 1000 V. 

Unlike a single-stage limiter, combining two PIN diodes with different I-region 
thicknesses in a double-stage limiter enables the limiter to withstand a larger injec-
tion power while ensuring that the limiter has an appropriate threshold level. The 
temperature change curve of PIN diode D1 during the burning out process under 
microwave signal is shown in Fig. 3(a), and part of the temperature change curve 
and corresponding input signal waveform is shown in Fig. 3(b):
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(a) Temperature change of the first-stage PIN diode D1 during burning out 

(b) Part of the temperature change curve and corresponding input signal waveform 
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Fig. 3 Temperature change of the first stage PIN diode during the burning out process of the limiter 

As shown in Fig. 3(a), the temperature of the first-stage PIN diode rises contin-
uously during the action of the microwave signal. When the temperature of the 
first-stage PIN diode increases to a specific temperature (about 1450 K), the temper-
ature rise slows down significantly, and the maximum temperature inside the PIN 
diode is close to the burning-out temperature at this time, which is about 1680 K. For 
the whole burning-out process, the time taken to rise from 1450 to 1680 K accounts 
for 44.2% of the total burning-out time, while the rising temperature only accounts 
for 13.7% of the total rising temperature. 

The I-region thickness of the second-stage PIN diode D2 is small. The use of D2 
can ensure the limiter has an appropriate threshold level. The temperature change 
of the second-stage PIN diode D2 during the burning-out process is simulated, and 
the result is shown in Fig. 4(a). Take part of the temperature change of D2 and the 
corresponding input signal waveform as shown in Fig. 4(b):
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(a) Temperature change of the second-stage PIN diode D2 during burning out 

(b) Part of the temperature change curve and corresponding input signal waveform 
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Fig. 4 Temperature change of the second stage PIN diode during the burning out of the limiter 

It can be seen that the maximum temperature change of D2 during the injection of 
the microwave signal is different from that of D1. The temperature of the second PIN 
diode D2 increases first and then decreases during the injection of the microwave 
signal. The turning point of D2’s temperature from rising to falling occurs at about 
43 ns, which is also the time point when the temperature of D1 reaches 1450 K, and the 
temperature-increasing speed begins to slow down significantly. From Fig. 4(b), it can 
be seen that for the limiter studied in this paper, the internal maximum temperature of 
the second-stage PIN diode D2 increases only during the rise of positive and negative 
half-cycle signal, while there is an apparent cooling process in other periods. But 
for the whole burning-out process of the limiter, the maximum temperature that the 
second-stage diode D2 can reach is only 352 K, which is not enough for the damage 
of it. The burning-out position of the second-stage limiter under the action of the 
microwave signal is the first-stage PIN diode.
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Figure 5 shows the internal temperature distribution during the burning-out 
process of the first-stage PIN diode D1. The time points we selected are 5.05 ns, 
20.05 ns, 35.05 ns, 60.05 ns, and 75.05 ns. All of them correspond to the wave 
crest of the microwave signal input to the limiter. From Fig. 5, it can be seen that 
the heating location is mainly in the I-region, and as the signal continues, the heat 
mainly diffuses to the N-region. 

(a)5.05ns                                           (b)20.05ns 

(c)35.05ns                                         (d)60.05ns 

(e)75.05ns 

Fig. 5 Internal temperature distribution of the first stage PIN diode during the burning out of the 
limiter
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Temperature distribution inside the first-stage PIN diode D1 at 35 ns, 35.05 ns, 
35.1 ns, 35.15 ns, and 35.2 ns are shown in Fig. 6, and these five points correspond to 
the zero cross point, wave crest, zero cross point, wave trough, and zero cross point 
respectively in a microwave signal cycle. It can be seen that the main hot spot of the 
first-stage PIN diode is located in the I-region, which is about 2 um away from the 
PN junction. In a single signal cycle, the temperature of the main hot spot continues 
to rise, and the location of the main hot spot does not change significantly. 

(a)35ns                                         (b)35.05ns 

(c)35.1ns                                       (d)35.15ns 

(e)35.2ns 

Fig. 6 Temperature distribution inside the first stage PIN diode in a single microwave period
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(a)35ns/zero cross point                                (b)35.05ns/wave crest 

(c)35.1ns/zero cross point                           (d)35.15ns/wave trough 

Fig. 7 Electric field distribution inside the first stage PIN diode in a single microwave period 

Figure 7 shows the change in the internal electric field intensity distribution of the 
first-stage PIN diode D1 in a microwave signal period. It can be seen that the electric 
field intensity at zero cross point (35 ns and 35.1 ns) is relatively low in this signal 
period, and the corresponding electric field intensity at wave trough (35.15 ns) is 
the largest, and the extreme value of the electric field intensity appears in a minimal 
area at the boundary of N and I regions at this time. However, for the positive and 
negative half cycle of the signal, the electric field intensity in the I-region near the 
P-region is relatively large, and the distribution range is also much wider. 

Figure 8 shows the current density change at the corresponding time of this signal 
cycle. It can be seen that the current density at the zero cross point of the signal is 
relatively small, the current density corresponding to the signal wave crest and the 
signal wave through is significant, and there is always a considerable current density 
inside the device throughout the whole signal cycle.

The reason for the temperature rise of PIN diode under the action of microwave 
signal is its internal power dissipation, which can be expressed as: 

Q = J × E (10) 

It can be seen that the current density and electric field determine the internal 
temperature of PIN diode. The temperature change and temperature distribution 
inside the PIN diode can be explained by combining the dissipation power density 
with the electric field and current density distribution shown in Fig. 7 and Fig. 8: 
Because the electric field intensity and current density near the zero cross point of the 
signal are relatively small, and because the device itself radiates heat, the temperature 
rising speed of D1 near the zero cross point of the signal is slower, and the higher the 
instantaneous absolute value of the signal in a single cycle, the faster the temperature
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(a)35ns/zero cross point                                (b)35.05ns/wave crest 

(c)35.1ns/zero cross point                           (d)35.15ns/wave trough 

Fig. 8 Current density distribution inside the first stage PIN diode in a single microwave period

rise; because the electric field intensity in the I-region is relatively large and has a 
specific distribution range near the boundary of P-region, this location is where the 
highest temperature occurs inside the device and where the first PIN diode D1 is 
burned out. 

5 Conclusion 

In this paper, the thermal effect of the double-stage limiter under a microwave signal 
is studied, and the limiter model based on the hybrid simulation method of the circuit 
and finite element is established. A suitable physical model is adopted for the device 
to describe its internal physical process accurately. The temperature change of the 
two PIN diodes in the limiter during the burning-out process of the limiter is obtained 
through simulation, and the intuitive physical image of the burning process and the 
internal burning-out position of the first-stage PIN diode is obtained. At the same 
time, the conclusion that the temperature change of the second-stage PIN diode is 
small during the whole burning-out process of the limiter is given. The images of 
the temperature field, electric field, and current density distribution of the PIN diode 
at different times during the burning-out process are obtained, and the reasons for 
the change of the highest temperature position and the speed of temperature rise are 
explained. 
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Hybrid Energy Storage System 
with Doubly Fed Flywheel 
and Coordination Control Strategy 

Chenyu Wu, Zhengxiang Song, Junyue Wang, Kun Yang, Qiuyao Xiao, 
Weiquan Wang, and WenChao Liu 

Abstract Doubly fed flywheel has fast charging and discharging response speed and 
long cycle life. It can form a hybrid energy storage system with lithium batteries, 
complement each other’s advantages, and jointly suppress the fluctuation of new 
energy generation. This paper studies the structure and coordination control strategy 
of hybrid energy storage system with doubly fed flywheel and battery. Firstly, the 
simulation model of AC hybrid energy storage microgrid is built, and a coordinated 
control strategies of hybrid energy storage system is proposed and simulated for 
grid connected operation mode and isolated island operation mode. In this strategy, 
the power response delay of lithium battery is considered and the integrated inertia 
control is introduced. The research results show that after the microgrid is introduced 
into the doubly fed flywheel energy storage system, the doubly fed flywheel energy 
storage can effectively reduce the power fluctuation of the connection point under 
the grid connected operation mode. And it can effectively reduce the power impact 
of the battery at the moment of power shortage, slow down the aging of the battery 
and prolong the service life, reduce the frequency fluctuation of the microgrid, slow 
down the frequency deterioration, and improve the stability of the microgrid operation 
under the isolated island operation mode. 

Keywords Doubly fed flywheel · lithium battery · hybrid energy storage system ·
control strategy 

1 Introduction 

With the advancement of “double carbon” process, the proportion of micro-sources 
such as wind power and photovoltaic in the power system is gradually increasing, 
resulting in the decrease of inertia characteristics of the power system [1], and the
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existing thermal power units in the system alone are gradually unable to support the 
power system to accept a high proportion of volatile new energy. Flexible energy 
storage resources have the advantage of fast and accurate response, which can quickly 
smooth out the random disturbance of new energy, assist system frequency regulation, 
increase system inertia, and solve the contradiction between supply and demand of 
grid frequency regulation capacity under the new energy penetration rate. 

The flywheel uses a doubly-fed induction motor as the drive motor, and is therefore 
called a doubly-fed flywheel, as shown in Fig. 1. Traditional flywheel energy storage 
uses permanent magnet motor as the driving motor, full power converter and a large 
amount of non-ferrous and rare metal requirements, which greatly increases the 
investment cost. The double-fed grid-connected method itself has the advantage of 
small capacity converter, plus the breakthrough progress of gearbox torque power 
density technology in recent years, which makes the double-fed flywheel significantly 
more advantageous than permanent magnet flywheel in terms of large capacity. 

Doubly-fed flywheel is a short-time energy storage system with 50 ms or even 
lower response time, million charge/discharge cycle life, suitable for high frequency 
charging and discharging, and can be organically combined with lithium battery to 
achieve complementary advantages for new energy frequency regulation and ensure 
stable and reliable operation of microgrid. 

The literature [2] investigated the power allocation strategy between battery and 
permanent magnet flywheel energy storage at long time scales based on wind power 
fluctuation data with a sampling interval of 5 min, and the simulation verified that the 
proposed strategy can effectively reduce the number of frequent battery switching and 
help prolong the service life of hybrid energy storage. In the literature [3], based on the 
dynamic frequency model of power system, the optimal frequency control strategy 
of hybrid energy storage system consisting of battery and flywheel energy storage 
under different scenarios was studied, which significantly improves the frequency 
safety stability of the system. In the literature [4–6], a frequency regulation model of 
a hybrid energy storage auxiliary generator set containing flywheel and battery was 
constructed, and the power optimization allocation strategy was studied to reduce the 
system frequency fluctuation, solve the unit wear and reverse frequency regulation 
problem, and guarantee the safe and economic operation of the unit. The current 
research on hybrid energy storage of flywheel and battery mainly studies the optimal 
scheduling and power distribution strategy of hybrid energy storage upper layer from

Fig. 1 Composition of doubly fed flywheel energy storage system 
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a longer time scale, while ignoring the battery response delay problem and short-time 
high current impact problem in a short time scale. The error power caused by the 
power response delay of the battery will affect the dynamic performance and power 
quality in the microgrid steady state [7], and the short-time high-current shock will 
accelerate the battery aging and shorten its service life. 

Most of the research objects of flywheel energy storage in hybrid energy storage 
are mainly permanent magnet flywheel, while less research is done on doubly-fed 
flywheel. In literature [8], the theoretical analysis of the stator-rotor side power 
relationship and working principle of doubly-fed flywheel was carried out. In liter-
ature [9], the control strategy of variable frequency start-up and stable operation 
was studied. In literature [10], the simulation verified that doubly-fed flywheel is 
beneficial to improve the transient stability of the system. The current research on 
doubly-fed flywheel focuses on the ontology control strategy and ontology engi-
neering application research, but does not focus on its cooperation with the battery 
to give full play to the advantages of power-based energy storage and make up for 
the defect of less energy. 

This paper firstly establishes a microgrid model with double-fed flywheel and 
lithium battery hybrid energy storage, and discusses its topology and equivalent 
model of each part. Then the coordinated control strategy of double-fed flywheel 
and lithium battery hybrid energy storage is studied under the premise of considering 
the power response delay of lithium battery. Finally, two grid-connected operation 
schemes and four islanding operation schemes are simulated and compared to verify 
the effectiveness of the adopted strategy. 

2 Double-Fed Flywheel and Lithium Battery Hybrid 
Energy Storage Microgrid 

This paper designs an AC microgrid with a hybrid energy storage system of doubly-
fed flywheel and lithium battery, and the system structure is shown in Fig. 2. The  AC  
microgrid consists of a photovoltaic system, a lithium battery energy storage system, a 
doubly-fed flywheel energy storage system and an AC/DC load. The lithium battery 
is connected to the AC bus through the energy storage converter, and the control 
strategy block diagram is shown in Fig. 2(b). In the isolated operation of microgrid, 
the energy storage converter adopts sagging control strategy. During grid-connected 
operation, the energy storage converter adopts the PQ control strategy of d axis 
phasing. The rotor side converter of double-fed flywheel adopts stator flux vector 
control, as shown in Fig. 2(c). The grid side converter adopts DC constant voltage 
control, as shown in Fig. 2(d).

The energy demand of AC and DC loads in the microgrid mainly comes from the 
PV battery and lithium battery, and the doubly-fed flywheel mainly suppresses the 
shock load and high frequency disturbance in the microgrid.
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Fig. 2 Microgrid structure and control strategy

3 Hybrid Energy Storage Coordinated Control Strategy 

3.1 Coordinated Control Strategy for Grid-Connected 
Operation of Hybrid Energy Storage 

The PV hybrid energy storage microgrid is connected to the grid through the point 
of common coupling (PCC) for grid-connected operation, where the grid provides 
voltage support to the microgrid. 

The grid connection mode can be divided into free grid connection mode and 
dispatching grid connection mode, and this paper mainly considers the dispatching 
grid connection mode, which means that the microgrid PCC power is controlled by 
the higher-level dispatching agency. Under normal conditions, the PV unit runs in the 
maximum power tracking mode, the Li-ion battery and the doubly-fed flywheel both 
run in the PQ power source mode, and the hybrid energy storage system is mainly 
used to compensate the power difference between the PV output, the load and the 
PCC scheduling command. Let the PV output power be PPV , the PCC scheduling 
command power reference value be PPCC , the load demand power be PLoad , and 
the hybrid energy storage needs to level off the power reference value be PHess, the  
following relationship exists when the microgrid is operating stably.
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Fig. 3 Grid connected 
operation control block 
diagram of hybrid energy 
storage 
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PPV  + PHess  = PPCC + PLoad (1) 

Among them, PPV and PHess use the power supply convention with positive output; 
PPCC and PLoad use the load convention with positive input. 

Considering that the power response time of battery storage is about 500 ms, when 
the microgrid only uses a single battery storage as the power shortage compensation 
power source, the transient power shortage caused by the power response delay will 
be borne by the large grid as a constant voltage source. As the total number of PV 
installations in the system increases, coupled with the uncertainty of sudden changes 
in lighting conditions and cloud cover, the magnitude of transient power deficits to 
be borne by the grid will become larger and more frequent. Due to the high power 
density of doubly-fed flywheel and the response speed of less than 50 ms, it can be 
used to compensate the power shortage during the above transient process. Therefore, 
according to the output characteristics of the doubly-fed flywheel, a hybrid energy 
storage control strategy considering the power response delay of the lithium battery 
is proposed, and its control structure block diagram is shown in Fig. 3. 

3.2 Hybrid Energy Storage Control Strategy for Islanding 
Operation 

But the conductor system is a nonlinear geometrical construction. As a result, the 
inherent frequency of the system will change with the vibration amplitude changes. 
Because the loads are applied at fixed time intervals, the motion state of the excitation 
point is uncertain when the excitation force is applied in each period. Therefore, the 
system cannot maintain a stable vibration state, and the vibration amplitude of the 
transmission line decreases continuously after 140 s. Thus, the time intervals of the 
excitation force should be adjusted adaptively according to the wire vibration state. 
The key is to find change of wire vibration characteristics caused by excitation wave. 

The PV hybrid energy storage microgrid islanding operation mode requires main-
taining the power balance relationship between PV power, hybrid energy storage and 
load, which in turn ensures the AC bus voltage and frequency stability. In this paper, 
the master-slave control mode is adopted, and the lithium battery adopts droop control 
to provide voltage and frequency support for other power sources and loads in the 
microgrid. Under normal conditions, the PV unit operates in the maximum power
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Fig. 4 Island operation 
control block diagram of 
hybrid energy storage 
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tracking mode, and the hybrid energy storage system is mainly used to compen-
sate the power deficit between PV output and load demand, which is obtained from 
Eq. (1), by setting the PPCC to zero. 

PHess  = PLoad − PPV (2) 

In a single energy storage system, the lithium battery, as the only voltage source 
in the microgrid, needs to respond quickly to the system power shortage in order to 
stabilize the power fluctuation in the microgrid. When faced with a sudden increase 
in the shock load in the microgrid or a sudden drop in PV power due to cloud 
cover, the lithium battery has to bear the shock power shortage in order to maintain 
the microgrid voltage frequency stability, which accelerates the battery aging and 
affects the cycle life. In order to reduce the transient power shocks borne by the 
battery, a doubly-fed flywheel energy storage system with integrated inertia control 
is introduced, whose control structure block diagram is shown in Fig. 4. 

The input reference power of lithium battery droop control is the same as that of 
grid-connected operation during islanding operation, and the input reference power 
value of the converter on the doubly-fed flywheel machine side adds the integrated 
inertia control additional power ΔPFadd to the grid-connected power reference value.

ΔPFadd  = −K PΔω∗ − KD 
dΔω∗ 

dt  
(3) 

where, KP and KD are the proportional and differential coefficients of integrated 
inertia control, respectively, ω∗ 

re  f  is the rated angular frequency of the system; ω* is 
the actual angular frequency Δω* is the deviation of the angular frequency of the 
system. (The superscript * represents the standardized value). 

A doubly-fed flywheel integrated inertia control strategy is introduced to add an 
additional portion of additional power to the original high-speed response to simulate 
the primary frequency regulation characteristics and inertia response characteristics 
of a conventional synchronous generator set. Considering that the allowable speed 
range of conventional thermal power units is only 0.95–1, which provides about 
9.75% of the rotor kinetic energy. For doubly-fed flywheel energy storage, there is a 
large operating control of rotor speed during normal operation, which can run from a 
sub-synchronous turndown rate of 0.5 to a super-synchronous turndown rate of 1.5, 
that is, the doubly-fed flywheel can provide 75% of the kinetic energy of the flywheel
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rotor. Therefore, the inertia support capacity of the doubly-fed flywheel is about 7 
times higher than that of a conventional thermal power unit of the same capacity. 

4 Hybrid Energy Storage System Simulation 

In order to verify the hybrid energy storage coordinated control strategy based on the 
doubly-fed flywheel and lithium battery proposed in this paper, the hybrid energy 
storage microgrid model shown in Fig. 2(a) is built based on Matlab/Simulink simu-
lation platform. The rated power of the PV system is 50 kW, and the MPPT control 
method is used. The battery is 50 kW/20kWh and the parameters of the double-
fed flywheel are 100 kW/10kWh. The large grid model is rated at 380 V and rated 
frequency 50 Hz in. The simulated load is modeled with two sets of throwable loads. 

4.1 Analysis of Grid-Connected Operation 

Grid-connected operation parameters: assume the initial state light intensity is 500 W/ 
m2, the system load is 30 kW, and the dispatch command at the PCC point is 10 kW; 
the time intensity increases abruptly to 800 W/m2 at 1 s; the dispatch command at the 
grid connection point decreases from 10 to 2 kW at 2 s; the load increases abruptly 
to 50 kW at 3 s; the time intensity decreases abruptly to 600 W/m2 at 4 s, and the 
simulation time of grid-connected operation is 5 s. The AC microgrid operation under 
2 different grid connection schemes is compared. In this paper, the response delay 
of the battery is 500 ms, and the response delay of the doubly-fed flywheel energy 
storage is 50 ms. 

Scheme A: the internal power fluctuation of the microgrid is smoothed by the 
lithium battery only, and the power deficit is directly used as the reference value of 
the active power of the lithium battery. 

Scheme B: The hybrid energy storage composed of battery and doubly-fed 
flywheel energy storage suppresses the internal power fluctuation of the microgrid 
together according to the hybrid energy storage control strategy that considers the 
power response delay of the lithium battery proposed in Subsect. 3.1. 

The power allocation principle of hybrid energy storage system in microgrid is 
generally as follows: low frequency fluctuation power component (0.01–0.1 Hz) is 
smoothed by energy-based energy storage lithium battery, high frequency fluctuation 
power component (>0.1 Hz) is absorbed by power-based energy storage doubly-fed 
flywheel. 

Since the Matlab online simulation time is limited, this paper shrinks the time by 
10 times in order to shorten the simulation time, so a low-pass filter with a cutoff 
frequency of 1 Hz is selected for hybrid energy storage power distribution in this 
paper.
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(a) Scheme A.                                              (b) Scheme B. 

Fig. 5 Output curve of each module of microgrid under scheme A&B 

Figure 5 shows the power output curves of each module of the microgrid under 
two scenarios of Scheme A and Scheme B. Where PV is PV, Load is load, PCC is 
grid-connected power, Bess is battery energy storage, and Fess is flywheel energy 
storage. 

Figure 6 compares the power fluctuations of the parallel network under the two 
schemes. It can be seen that after the introduction of doubly-fed flywheel energy 
storage, since the uncompensated power of lithium battery power response delay 
can be provided by doubly-fed flywheel, the duration of transient impact power 
disturbance at the grid connection point is shortened from 500 to 50 ms, and the 
duration of dispatch command tracking error is shortened by 90%, which will improve 
the grid connection revenue of PV power plant to some extent. At the same time, 
the PCC tracking dispatching command error magnitude is reduced by about 37.5%, 
which reduces the large grid rotating reserve capacity and equivalently improves the 
large grid inertia characteristics. 

By simulating the sudden increase and decrease of PV output and load, it can be 
seen that the introduction of doubly-fed flywheel energy storage can greatly solve 
the battery response delay problem, thus reducing the fluctuation of grid-connected

Fig. 6 Power fluctuation in 
parallel node under scheme 
A & B  
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electric power, speeding up the recovery of power balance, and strictly tracking the 
grid-connected scheduling plan. 

4.2 Islanding Operation Analysis 

The parameters of islanding operation are set as follows: the initial state light intensity 
is assumed to be 500W/m2 and the system load is 30 kW; at 1 s, the light intensity 
suddenly increases to 800W/m2; at 2 s, the load increases by 20 kW and the total load 
is 50 kW; at 3 s, the light intensity suddenly decreases to 700W/m2; at 4 s, the load 
decreases by 20 kW and the simulation duration of islanding operation is 5 s. The 
simulation compares four different islanding scenarios of AC micro In this paper, 
the response delay of the battery is 500 ms, and the response delay of the double-fed 
flywheel energy storage is 50 ms. 

Scheme I: the internal power fluctuation of the microgrid is only suppressed by 
the lithium battery, and the power deficit is directly used as the active power reference 
value of the lithium battery droop controller. 

Scheme II: the internal power fluctuation of the microgrid is suppressed by the 
hybrid energy storage, but the double-fed flywheel energy storage does not introduce 
integrated inertia control, i.e., KP = 0 and KD = 0. 

Scheme III: the hybrid energy storage jointly suppresses the internal power fluc-
tuation of the microgrid, and the doubly-fed flywheel energy storage introduces inte-
grated inertia control, but KP is set to 0 and KD = 10 × 105, that is, the doubly-fed 
flywheel only participates in inertia support and not in primary frequency regulation. 

Scheme IV: the hybrid energy storage together suppresses the internal power 
fluctuation of microgrid, and the double-fed flywheel storage introduces integrated 
inertia control, and KP = 20 × 105, KD = 10 × 105, that is, the double-fed flywheel 
participates in both primary frequency regulation and inertia. 

Figure 7 gives the power output curves of each module of the microgrid under four 
different islanding scenarios. It can be seen that the power output of Li-ion battery and 
double-fed flywheel energy storage has obvious changes under different schemes. 
In the initial stage, the power deficit between PV and load is provided by the energy 
storage system, which is only compensated by the lithium battery in scheme I. In 
schemes II, III and IV, the hybrid energy storage is used to compensate together, and 
the power output characteristics of the hybrid energy storage are different due to the 
different settings of the integrated inertia control parameters. When the load increases 
suddenly in 1 s, there is a step power shortage in the system, and the lithium battery 
takes up the instantaneous step power growth in Scheme I. The doubly-fed flywheel 
assists the lithium battery to take up the instantaneous power step in Scheme II, III 
and IV, so as to reduce the inrush current borne by the lithium battery. Similarly, 
sudden drop in light intensity, sudden drop in load, and sudden increase in light 
intensity occur sequentially at 2 s, 3 s and 4 s, and the lithium battery switches 
from discharging operation state to charging operation state, and the doubly-fed 
flywheel switches frequently between charging and discharging. Compared with
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Scheme II, the flywheel response power in Scheme III increases the flywheel inertia 
response auxiliary power, thus reducing the instantaneous response power of the 
lithium battery. 

Figure 8 and Fig. 9 compare the lithium battery power output curve and the micro-
grid frequency dynamic response curve under the four islanding operation scenarios, 
respectively. Because the battery is used as the main source of the microgrid when 
the microgrid is islanded, it needs to provide power support passively to maintain the 
microgrid frequency stability when power fluctuations occur within the microgrid. 
At 1 s, the lithium battery in Scheme I suffers about 20.94 kW instantaneous power 
shock, and the lithium batteries in Scheme II, III and IV suffer about 14.66 kW 
instantaneous power shock. It can be seen that the introduction of the double-fed 
flywheel reduces the instantaneous shock power amplitude of the lithium battery by 
30%, thus reducing the impact of accelerated aging by the inrush current to a certain 
extent and prolonging the service life of the lithium battery. Comparing Scheme II 
and III, it can be seen that the proportional coefficient in the integrated inertia control 
of doubly-fed flywheel can slow down the rate of microgrid frequency deterioration, 
thus reducing the frequency fluctuation during microgrid disturbance and improving 
the stability of microgrid islanding operation. The differential coefficient can reduce 
the frequency fluctuation and slow down the power change rate of lithium battery

Fig. 7 Output curve of each module of microgrid under four schemes 
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by allowing the doubly-fed flywheel to increase the auxiliary inertia support power, 
thus reducing the number of frequent switching of lithium battery and improving the 
cycle life of lithium battery. Comparing with schemes III and IV, the introduction of 
the proportionality factor increases the steady-state output of the doubly-fed flywheel 
when there is a deviation in the microgrid frequency, and the higher the deviation 
in frequency, the higher the output. The increase of the steady-state output of the 
doubly-fed flywheel reduces the frequency fluctuation range from 49.73 to 50.13 Hz 
in Scheme III and 49.78 to 50.11 Hz in Scheme IV. The frequency fluctuation range 
of Scheme IV is reduced by about 17.5% compared with that of Scheme III. 

Through the above analysis, it can be found that the high-speed response doubly-
fed flywheel effectively reduces the transient shock power amplitude borne by the 
battery, while the integrated inertia control parameters do not have a significant 
effect on reducing the shock amplitude. In the integrated inertia control, the differ-
ential and proportional coefficients simulate the generator inertia characteristics and 
primary frequency regulation characteristics respectively, which can effectively slow

Fig. 8 Battery output curves 
under four different scenarios 

Fig. 9 Frequency dynamic 
response curves of microgrid 
in four different scenarios 
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down the microgrid frequency deterioration rate, reduce the frequency fluctuation 
range, and enhance the microgrid inertia characteristics, thus improving the microgrid 
islanding operation stability. 

5 Conclusion 

The introduction of doubly-fed flywheel energy storage system in microgrid can 
effectively enhance the microgrid inertia and thus improve the frequency stability, 
whether in grid-connected or islanded operation. 

Under the grid-connected operation mode, the introduction of doubly-fed flywheel 
energy storage and comprehensive consideration of lithium battery power response 
delay error can effectively reduce the power fluctuation of grid-connected network 
caused by response delay, speed up the microgrid to restore power balance, strictly 
track the scheduling plan, and reduce the stability problem caused by microgrid 
uncertainty to the large grid. 

In the island operation mode, the battery and the doubly-fed flywheel energy 
storage jointly suppress the power fluctuation inside the microgrid, and the doubly-
fed flywheel energy storage participates in both primary frequency regulation and 
inertia support of the system with the best operation effect. In this control mode, the 
doubly-fed flywheel energy storage can effectively reduce the power shock that the 
battery needs to bear at the moment of power shortage of the microgrid, slow down 
the battery aging and prolong the service life, and reduce the frequency fluctuation 
of the microgrid, slow down the frequency deterioration and improve the operational 
stability of the microgrid. 

The simulation results show that the power fluctuation of grid-connected network 
under the hybrid energy storage control scheme is reduced by 37.5% compared 
with that of single Li-ion battery storage during grid-connected operation, and the 
instantaneous impact power amplitude of Li-ion battery under the hybrid energy 
storage control scheme is reduced by 30% compared with that of single Li-ion battery 
storage during islanding operation, and the frequency fluctuation range of microgrid 
is reduced by 17.5%, which achieves the expected effect. In addition, the hybrid 
energy storage based on double-fed flywheel and lithium battery can also be applied 
to wind power microgrid, which has a promising application. 

Acknowledgements Supported by State Key Laboratory of Electrical Insulation and Power 
Equipment (EIPE22304).
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Multi-scenario Safe Operation Method 
of Energy Storage System for Cascade 
Utilization of Retired Power Batteries 

Yan Wu, Peigen Tian, Xi Xiao, Yuan Cao, and Lu Yu 

Abstract A multi-scenario safe operation method of the retired power battery 
cascade utilization energy storage system is proposed, and the method establishes a 
safe operation model of the retired power battery cascade utilization. The rate of rise 
is a constraint. Aiming at the problem that particle swarm optimization is easy to 
fall into local optimum, an adaptive weight-simulated annealing-particle swarm opti-
mization algorithm (AW-SA-PSO) is proposed. According to the safety requirements 
in different operating scenarios, the method designs the maximum risk constraints 
in different operating scenarios, and uses the safety model to solve the operating 
margins of the energy storage state of charge and temperature rise rate in different 
scenarios. It can perform energy scheduling and temperature control according to 
the margin, so as to ensure the safety of system operation. This paper uses the NASA 
battery data set, and designs different operating scenarios for power generation side 
energy storage and user side energy storage for verification. The safe operation of the 
power battery energy storage system provides a solution. It is conducive to further 
promoting the large-scale promotion and construction of the system for the cascade 
utilization of energy storage of retired power batteries. Finally, the improved particle 
swarm optimization algorithm is used to solve the risk factor model of the retired 
battery energy storage system. The simulation results fully prove the superiority of 
the algorithm, and obtain the constraint condition margin of the risk factor in different 
scenarios. 
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1 Introduction 

The cascade utilization of Decommissioned power battery Energy storage system 
(DE) is a key part of realizing the national strategy of “carbon peaking and carbon 
neutrality” and building a new power system with new energy as the main body 
[1]. However, compared with the traditional energy storage systems that use brand 
new batteries as energy storage elements, the performance of retired power batteries 
has been attenuated to a certain extent by the use of new energy vehicles, so the 
safety issues when they are applied to large-scale energy storage systems are more 
prominent [2]. 

In order to improve the safety of echelon battery energy storage system, the 
method of pre-screening and clustering is mainly used to screen batteries at this 
stage [3, 4], but the screening workload is huge, and excessive screening will reduce 
the utilization rate of echelon batteries. Therefore, in order to ensure the safety of 
DE during operation, the reference [5, 6] specifies the safety margin of the energy 
storage system by setting the upper and lower limits of the SOC of the echelon 
battery, so as to improve the operating life of the entire energy storage system, but 
it only considers the SOC and Other reasons that may induce safety accidents are 
ignored, the evaluation factors are single, and important safety factors such as the 
temperature and remaining life of decommissioned batteries are not considered [7]. 
Reference [8] proposes the risk factor of DE, which fully considers the characteristics 
of important safety factors such as the temperature and remaining service life of 
decommissioned batteries, and defines the risk factor by taking the RUL, SOC and 
temperature rise rate of the echelon battery as the evaluation factors. And established 
an evaluation model. Therefore, according to the risk factor evaluation model, the 
optimal operation scheduling strategy of DB in multiple scenarios is given, which 
has far-reaching significance for the full echelon utilization of retired power batteries 
and the safe operation of DB. 

Particle swarm optimization algorithm is a global optimization evolutionary algo-
rithm based on swarm intelligence. In recent years, PSO algorithm has been widely 
used in function optimization, neural network training, combinatorial optimization, 
pattern recognition, power system optimization and other fields. The PSO algorithm 
has the characteristics of simple principle, easy implementation, and easy integration 
with other algorithms, but there are also problems such as local convergence. The 
literature [9] proposes an inertia weight adjustment strategy given the idea of fuzzy 
reasoning, but does not consider the adjustment of the two acceleration coefficients, 
which play an equally important role in determining the particle’s position at the 
next moment. Reference [10] adjusts the composition of the comprehensive index 
by changing the index weight value of the improved Delphi method, and then uses the 
particle swarm calculation method of chaotic mutation to obtain the optimal config-
uration plan, but the method of determining the weight of this method has human 
factors and cannot be objective. reflect the real optimal solution.
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In summary, this paper proposes an improved particle swarm optimization algo-
rithm, which combines the adaptive weight algorithm and the principle of simu-
lated annealing, and then obtains a new adaptive weight-simulated annealing-particle 
swarm optimization algorithm (AW-SA-PSO). Before each population update, the 
algorithm first calculates the fitness value of its parent population particles, and 
changes the inertia weight adaptively by comparing the relationship between each 
parent particle and the population fitness mean value, and then uses the simulated 
annealing algorithm to adjust the fitness value. After adjustment, the fitness of the 
particles is corrected to determine whether the new position is accepted, thereby 
avoiding blind adjustment of algorithm parameters and balancing the algorithm’s 
global search and local search capabilities. Finally, the improved particle swarm algo-
rithm is used to simulate and solve the risk coefficient of DE in different scenarios, 
and the corresponding evaluation index margins are obtained. 

2 Optimal Configuration Mathematical Model 

2.1 Objective Function 

The risk factor indicates that in unit time, by considering RUL, SOC and Tr, it  
characterizes the comprehensive risk of the echelon battery. Using the comprehensive 
risk score to score the risk of the echelon battery can overcome the difficulty of 
monitoring the safety evaluation indicators in the actual operation of the energy 
storage system, and is more conducive to engineering applications and large-scale 
promotion of energy storage systems [11]. The expression of the formula for the risk 
factor is as follows: 

Pi = −  
1 

n 
× ln(

[
α 
β

]
o

[
wA 

wK

]
· 
⎡ 

⎣ PRU L 

PSOC  

PΔT 

⎤ 

⎦) (1) 

In the formula, Pi is the risk score of the i echelon battery in the energy storage 
system. The risk score can characterize the comprehensive safety of a single echelon 
battery in an energy storage system. n is the number of evaluation indicators. α and β 
are the adjustment coefficients of the subjective and objective weighting algorithm, 
wA and wK are the weights calculated by the subjective and objective weighting 
algorithm respectively, o is the Hadamard product of the matrix, · is the quantity 
product of the matrix, PRU L , PSOC  and PΔT are the normalized values of RUL, SOC 
and Tr of the echelon battery, respectively. 

The SOC and Tr models of retired power batteries are shown in formula (2):
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⎧⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

Ubj = ∑G 
j=1 (Ubj_0 − αbj  

Ebj  

Ebj−
∫
ibj  dt  

+ (Ubj_max  − Ubj_e)e
− 3 

Ebj_e

∫
ibj  dt  

) 

αbj  = ∑G 
j=1 (Ubj_max  − Ubj_last  − 1 + (Ubj_last  − Ubj_e)e

− 3 
Ebj_e 

Ebj_last  
) · Ebj−Ubj_last  

Ebj  

Sbj  = ∑G 
j=1 (1 −

∫
ibj  dt  

3600Ubj  
) × 100%, ΔTi = Ti−Ti−1 

ti−ti−1 

(2) 

In the formula, αbj  is the amplitude within the exponential region of the single 
battery j; G is the number of single batteries in the energy storage unit; ibj  is the current 
value of charging and discharging; Ubj_max  is the full-charge voltage amplitude; Ubj_e 

is the index Regional voltage limit value; Ubj_last  is the nominal regional voltage limit 
value, Ubj_0 is the standard value of charging voltage; Ebj_e is the exponential regional 
capacity limit value; Ebj_last  is the nominal regional capacity limit value, Sbj  is the 
SOC of the lithium battery bj, ΔTi is the i-th The Tr at the second sampling time, ti , 
ti−1 is the time at the i-th and i-1th sampling time, and Ti , Ti - 1  is the temperature at 
the i-th and i-1st sampling time. 

2.2 Constraint Function 

During the operation of DE, the state variables and control variables need to be 
constrained, as follows: 

⎧⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

Umin ≤ U ≤ Umax 

Imin ≤ I ≤ Imax 

SOCmin ≤ SOC  ≤ SOCmax 

Tmin ≤ T ≤ Tmax 

RU Lmin ≤ RU L ≤ RU Lmax 

Nmin ≤ N ≤ Nmax 

(3) 

In the formula, I, U are the current and voltage during the charging and discharging 
process, SOC is the value of the retired power battery in the EB operating state, RUL 
is the value of the battery cell, N is the number of series-parallel nodes, Umin, Umax, 
Imin, Imax, SOCmin, SOCmax, Tmin, Tmax, RU Lmin, RU Lmax, Nmin, Nmax are the 
corresponding minimum and maximum value.
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3 Improved Particle Swarm Optimization Algorithm 

3.1 Standard Particle Swarm Optimization and Simulated 
Annealing 

The basic principle of the PSO algorithm is that each particle in the group continu-
ously adjusts its speed and position in the search space according to formula (4) and 
(5) until the convergence termination condition is met. 

vid  (k + 1) = ωvid  (k) + c1r1(pid  (k) − xid  (k)) + c2r2(pgd (k) − xid  (k)) (4) 

xid  (k + 1) = xid  (k) + vid  (k + 1) (5) 

In the formula, vid  (k) is the velocity of particle i in the d-th dimension in the k-th 
iteration; xid  (k) is the position of particle i in the d-th dimension in the k-th iteration; 
ω is the inertia weight; c1 c2 are Acceleration coefficient or learning factor; pid  (k) 
is the position of the individual extreme point of particle i in the d-th dimension in 
the k-th iteration; pgd (k) is the global d-dimension of the entire particle swarm in 
the k-th iteration. The position of the extreme point; r1 and r2 are random numbers 
with independent uniform distribution in the interval [0, 1]. 

The Simulated Annealing (SA) algorithm is a global optimization algorithm. Its 
basic idea is to simulate the process of solid annealing and improve the traditional 
Monte Carlo sampling by using the Metropolis importance sampling criterion of 
formula (6). Computational efficiency, such as and controlling algorithm progress 
through a set of cooling schedules [12]. 

p =
(
1, E(n + 1) <  E(n) 
exp(− E(n+1)−E(n) 

T ), E(n + 1) ≥ E(n) 
(6) 

In the formula, p is the reception probability, and E(n) is the system energy. 

3.2 Improved Particle Swarm Optimization Algorithm 

The improved adaptive weight-simulated annealing-particle swarm optimization 
algorithm (AW-SA-PSO) first considers the fitness of the overall particle, and estab-
lishes a new weight self-update function based on particle fitness. The difference 
between the degree and the average fitness is used to determine the weight value 
used in the next position update, and then the particle fitness is corrected according 
to the simulated annealing algorithm. Ensure a two-way balance of efficiency and 
precision.
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The process of improving the algorithm is as follows: 

(1) Calculate the fitness mean of all the current particles fv . 
(2) Update and multiply the particles, and count the particles whose fitness is greater 

than or less than fv in the new generation of particles. 
(3) Update the speed weight, and assign different target weight values to the particles 

whose fitness is greater than, less than fv , and between fv1 and fv2, respectively. 
The improved iterative formula is: 

vi = ωi · vi + c1t · rand  · (pbesti − xi ) + c2t · rand  · (pbesti − xi ) (7) 

ωt = ωmin + 
(ωmax − ωmin) · (gen − t) 

gen 
(8) 

ωi = 

⎧⎪⎨ 

⎪⎩ 

ωmax · α, fi > fv1 
(ωt − (ωt−ωmin)( fv1− fi ) 

fv1− fv2 ) · α, fv2 ≤ fi ≤ fv1 
ωmin · α, fi < fv2 

(9) 

In the formula, c1t = 2.5+ (0.5− 2.5) × t/gen, c2t = 2.5+ (0.5− 2.5) × t/gen, 
xi = xi + vi , ωmax, ωmin are the index for judging the diversity of the population, 
and it is determined by itself according to the needs of solving the model. 

(4) According to the simulated annealing algorithm, the fitness of particles is 
corrected, and the correction formula is: 

F ' = exp(T0 × pk × F) (10) 

In the formula, F ' is the fitness value, F is the objective function value of the 
individual; k is the evolution function, T0 is the initial temperature of simulated 
annealing, generally taking the value of the same order of magnitude as the objective 
function; p is the attenuation coefficient, generally taking slightly less than 1 number 
of. In this way, in the initial stage of the algorithm, pk is larger, which is conducive 
to the diversity of particles; with the evolution of the algorithm, the number of 
iterations of the algorithm gradually increases, and the particle fitness value gradually 
decreases, which is beneficial for the algorithm to converge to the global optimum. 

(5) The acceptance probability that the particle has the original position xid  (k) to 
become the new position x '

id  (k) after the adaptive weight adjustment is deter-
mined by the Metropolis criterion in the simulated return, and the formula 
is: 

p =
(
1, F '

new < F '
old 

exp(− F '
new−F '

old 
T (k) ), F '

new ≥ F '
old 

(11) 

In the formula, F '
new and F

'
old are the fitness of the new position and the original 

position after the adaptive weight adjustment, and T (k) is the temperature of the kth
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Fig. 1 AW-SA-PSO algorithm flow chart 

generation of the PSO algorithm. When the cooling method of the classical simulated 
annealing algorithm is used, T (k) adopts the following formula: 

T (k) = T0 
lg(1 + k) 

(12) 

If the fitness value of the new position after adjustment is smaller than the fitness 
value of the original position, indicating that the new position is better than the 
original position, the acceptance probability of the new position is 1, and the fitness 
value of the new position is compared with the individual extreme value Pid  (k) 
and the global extreme value. The fitness values of the value Pgd (k) are compared 
respectively. If it is still small, Pid  (k) and Pgd (k) are also updated. Otherwise, the 
original position of the particle is kept and the next iteration is continued until the 
optimal solution is obtained. 

The flowchart of the algorithm is shown in Fig. 1. 

4 Case Analysis 

4.1 Battery Data Source 

The National Aeronautics and Space Administration (NASA) dataset [13] is derived 
from the prognostics center of excellence (PCoE) at Ames Research Center, 
numbered B05, B06, B07, and B18. The battery data set is the aging data of 18,650
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lithium battery with graphite anode and LiNiCo0.15AI0.05O2 cathode, and the 
nominal capacity is 2 Ah. In the aging experiment, the four groups of batteries 
were charged with a constant current of 1.5 A until the battery voltage reached 4.2 V, 
and then the constant voltage continued to charge until the current charging current 
dropped to 20 mA, and then a constant current of 2 A was applied to discharge until 
the four groups The voltage of the battery was dropped to 2.7 V, 2.5 V, 2.2 V and 
2.5 V, respectively. The experiment was carried out at room temperature of 24 °C, 
and the experiment was terminated when the rated capacity of the battery dropped 
by 30%. 

The data set provides the capacity decay data and the corresponding charge and 
discharge voltage and current data when the battery capacity drops from 100 to 70%. 
Since the capacity of the cascade battery has dropped to 80% when it is applied to the 
energy storage system [14], this paper intercepts the decay data when the capacity 
drops from 80 to 70% to characterize the experimental data of the cascade battery 
during the operation of the energy storage system. Follow-up safety assessment of 
energy storage systems. 

4.2 Scene Selection and Simulation Analysis 

According to the different risks and the risks of retired power batteries, two scenarios 
on the power generation side and the user side are defined. Considering the safety and 
economy comprehensively, improving the utilization rate of SOC and maintaining 
the risk factor of the energy storage system should be lower than 0.45. Considering 
the optimal safety, the risk factor of the entire energy storage system should be 
reduced, the use range of SOC should be shortened, and the risk factor of the pillow 
energy storage system should be lower than 0.40. 

The initial parameters of the AW-SA-PSO algorithm are selected as follows: 
population size N = 30; initial inertia weight ω = 0.6; acceleration coefficient c1 
= c2 = 2.0; the maximum number of iterations is 100 as the algorithm termination 
condition; the initial temperature T0 of simulated annealing = 200; decay coefficient 
p = 0.95 for simulated annealing. In the standard PSO algorithm, the inertia weight 
changes from a maximum of 0.9 to a minimum of 0.4 according to a linear decreasing 
strategy, and the remaining parameters are the same as the AW-SA-PSO algorithm. 

Figure 2 shows the comparison results of DE optimization of the AW-SA-PSO 
algorithm based on the NASA data set B0005 battery when the user-side energy 
storage environment is used. The SOC and temperature rise rate margins after the 
DE optimization are shown in Table 1. Show. It can be seen that after the opti-
mization of the improved AW-SA-PSO algorithm, the maximum risk factor index 
increased from 0.341 to 0.412, and the optimized SOC and temperature rise rate 
margins increased from 51.7–77.7% and 0.009–0.015 °C/s increased to 41.6–81.4% 
and 0.005–0.019 °C/s. From Fig. 3(a)–(c), the change curves of the risk coeffi-
cient, SOC and temperature rise rate with the number of iterations can be seen more
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intuitively, the optimization effect of the improved algorithm is due to the PSO 
algorithm. 

From Fig. 3(a)–(c), the change curves of the risk coefficient, SOC and temperature 
rise rate with the number of iterations can be seen more intuitively, the optimization 
effect of the improved algorithm is due to the PSO algorithm. 

Figure 4 compares the operation curve of the hazard coefficient after using the 
AW-SA-PSO algorithm to optimize the algorithm and the use of the traditional main-
taining charge-discharge process 15–85. It can be seen intuitively from the figure that

Fig. 2 Comparison before and after the improved particle swarm optimization algorithm 

Table 1 Table captions 
should be placed above the 
tables 

Project name Initial state PSO AW-SA-PSO 

Risk factor 0.216 0.341 0.412 

SOCmax 77.7% 77.7% 81.4% 

SOCmin 59.3% 51.7% 41.6% 

Trmax 0.022 °C/s 0.015 °C/s 0.019 °C/s 

Trmin 0.040 °C/s 0.009 °C/s 0.005 °C/s 
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Fig. 3 Variation curve of the number of iterations of traditional and improved PSO 
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Fig. 4 Influence of traditional and improved PSO energy scheduling on risk factor 

the SOC margin optimized by the AW-SA-PSO algorithm can well ensure that the 
risk factor of DE is always lower than the set value during the operation process, 
which is more secure and can It provides a reference margin for energy scheduling 
when the DE is connected to other power systems, so as to ensure the safe operation 
of the DE. It is further explained that the characteristics displayed by the improved 
PSO algorithm are more suitable for decommissioning power battery energy storage 
systems in different scenarios. Safe operation provides the solution. 

5 Conclusion 

This paper researches and proposes a multi-scenario safe operation method of the 
energy storage system for the cascade utilization of retired power batteries, and estab-
lishes a safe operation model for the cascade utilization of retired power batteries 
and the rate of temperature rise are constraints. Aiming at the problem that particle 
swarm optimization is easy to fall into local optimum, an AW-SA-PSO algorithm is 
proposed. The algorithm corrects the fitness of the particles after adjusting the adap-
tive weight parameters and the simulated annealing algorithm, and judges whether 
the new position is accepted in the form of probability. Finally, according to the 
safety requirements in different operating scenarios, the maximum risk constraints 
on the user side and the power generation side in different operating scenarios are 
designed, and the energy storage state of charge and temperature rise rate margin for 
safe operation in the two scenarios are obtained through the safety model., the energy 
storage system can perform energy scheduling and temperature control according to 
the margin during operation, so as to ensure the safety of the system operation. The 
calculation example results show the effectiveness of the method and the superiority 
of the algorithm, and provide solutions for the safe operation of retired power battery 
energy storage systems in different application scenarios. It is conducive to further 
promoting the large-scale promotion and construction of the system for the cascade 
utilization of energy storage of retired power batteries.
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of Submersible Motor Under Fault 
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on Electromagnetic-Thermal Coupling 
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and Kai Yang 

Abstract Submersible motors are prone to failure during production, which can 
result in operation interruption and serious economic losses. It is very important to 
use the collected data effectively to evaluate the state of the motor system, so as to 
avoid faults. However, the actually collected data of submersible motors are often 
very complex, which make it difficult to accurately identify faults. In this paper, three 
most common fault types of submersible motors are selected for research, including 
rotor broken bar fault, air gap eccentric fault and turn-to-turn short circuit fault. Based 
on the finite element method, the electromagnetic thermal coupling field simulation 
is carried out to obtain the electromagnetic, thermal and mechanical signals of motor 
under fault conditions, the fault features are extracted, and then the influence of 
different fault degrees on the motor temperature field is studied. The above research 
lays a foundation for accurate fault diagnosis of submersible motor. 
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1 Introduction 

As a key component of offshore platform, offshore electric submersible pump 
plays a vital role in oilfield production. Electric submersible pump is composed 
of submersible motor, power cable, multistage centrifugal pump, oil-gas separator, 
safety valve, transformer and other components, Relying on the rotary pressurization 
of multi-stage impeller in multi-stage centrifugal pump to realize the pressurization 
and acceleration of channel liquid, it has the characteristics of large displacement, 
high head, simple operation, convenient management and easy installation. It is 
widely used in oilfield production [1]. 

Through the investigation of the actual fault data of offshore platforms, in the elec-
tric submersible pump system, the submersible motor is the equipment with the most 
faults. Generally, once the electric submersible pump breaks down, it needs workover 
operation and high maintenance cost, which not only brings heavy economic burden 
to oil-field enterprises, but also affects the normal production of the oilfield [2]. There-
fore, it is necessary to conduct indepth research on the fault diagnosis technology of 
submersible motor, and apply new methods and technologies to the fault diagnosis 
of submersible motor, so as to ensure the better work of electric submersible pump 
and create better economic benefits for enterprises. 

Most submersible motors use three-phase squirrel cage induction motors [3]. In 
this paper, the rotor bar breaking, air gap eccentricity and inter turn short circuit faults 
of submersible motors are selected as the research objects fault diagnosis method of 
mechanical multi-source information fusion. 

For a long time, motor fault diagnosis methods based on signal monitoring have 
been research hotspots. The signals used by scholars include current, voltage, temper-
ature, vibration, and so on. The underlying fact is that all motor systems will generate 
electrical and thermal signals during their work. The electrical and thermal signals 
obtained from the motor contain a lot of information about the working state of 
the motor [4]. For example, the current and voltage of a normal motor are three-
phase symmetrical. When the temperature reaches the steady state, the temperature 
is within the allowable range of the insulation level, and the temperature field is more 
evenly distributed. However, there are new current harmonic content in the faulty 
motor, and local high temperature or Low temperature. The change of the electrical 
signal spectrum can be used to identify the fault state of the motor, and the change 
of the temperature signal can be used to estimate the extent of the fault develop-
ment. The latest advances in artificial intelligence and the availability of low-cost 
current and temperature sensors allow researchers to use a wealth of monitoring 
data to study effective motor fault diagnosis methods. A diagnosis method based on 
current residual of current signal is proposed [5]. Through machine learning model, 
fault diagnosis and location are carried out simultaneously, simplifying the diag-
nosis process. Zhenli Xu et al. [6] proposed an infrared thermal image few-shot 
learning method based on CAPNet. This method is used to diagnose the faults of 
induction motors and has good performance. Wei Xu et al. [7] proposed an improved 
slight fault diagnosis strategy for induction motor. The additional even and triple
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harmonics, caused by the faulty asymmetric structure, are taken into account. The 
diagnosis accuracy for the induction motor under the slight fault situation is enhanced. 
Taner Goktas et al. [8] proposed an evaluation and classification method of double 
bar breakages through three-axes vibration sensor in induction motors, and higher 
reliability of broken bar fault detection is realized. Peng Chen et al. [9] studied the 
harmonics of air-gap magnetic field of induction motors with stator turn-to-turn fault, 
and the relevant fault characteristics are obtained through analysis and experiments. 
Kai-Jung Shih et al. [10] proposed a method to realize turn-to-turn short circuit 
fault diagnosis of permanent magnet synchronous motor by machine learning. The 
diagnostic accuracy of support vector machine and convolutional neural network is 
compared. It is found that both methods can achieve high accuracy, but the support 
vector machine method requires a small amount of data. Bilal Djamal Eddine Cherif 
et al. [11] proposed a machine-learning-based diagnosis method of an inverter-fed 
induction Motor. By processing the current signal, the open circuit fault of the switch 
in the two-level three-phase voltage source inverter fed induction motor is detected 
and automatically monitored. 

In this paper, a finite element analysis method based on electromagnetic thermal 
coupling is proposed. Obtaining accurate fault characteristic signals is helpful for 
accurate fault identification of submersible motors. The severity of the fault can be 
further evaluated by temperature field analysis. 

2 Multi-field Coupling Analysis 

2.1 Electromagnetic Signal Acquisition 

This paper proposes an electromagnetic thermal mechanical multi field coupling 
analysis method to obtain the characteristic signals of the submersible motor 
under different working conditions, so as to provide data reference for accurate 
identification of various types of faults. 

The fracture of rotor bar is one of the main faults of the motor, accounting for about 
10% of the fault causes. It is mainly caused by the uneven stress on each part of the 
bar under complex working conditions. When the motor rotor bar breaks or the end 
ring breaks, the current characteristic component (±2ksf) will appear on both sides 
of the main frequency of the stator current due to the change of the magnetic field, 
and its amplitude has a positive relationship with the number of broken bars. The 
following characteristic frequencies will appear in the corresponding stator current: 

ftz  = (1 ± 2ks) f (1) 

where f is the grid frequency and s is the motor slip. 
The air gap eccentricity of the motor can be divided into two basic situations: 

one is static eccentricity, the designated rotor is not concentric, and the rotor takes
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its own geometric axis as the rotating axis; The other is dynamic eccentricity. The 
designated rotor is not concentric, but the rotor takes the geometric axis of the stator 
as the rotating axis. Other complex eccentricities are the combination of these two 
basic types. Based on the traditional methods of magnetomotive force and magnetic 
guided wave, some scholars have obtained the current components of some specific 
frequencies in the stator winding when there is air gap eccentricity in the motor, and 
verified by experiments. The frequency components related to eccentricity can be 
expressed as: 

fh =
[
(kR  ± nd ) 1 − s 

p 
± ν

]
f (2) 

where: f is the fundamental frequency of power supply; R is the number of rotor 
slots; s is the slip rate; p is the polar logarithm; k is any integer; v is the harmonic 
order of power supply (v = 1, 2, 3 …); nd is the eccentricity order, nd = 0, in static 
eccentricity, nd = 1, 2, 3 in dynamic eccentricity. 

After long-time operation of the motor, the internal turn to turn insulation may 
be damaged due to the impact, aging, overheating, electromagnetic force and other 
stress effects, so that the winding will be subject to a large short circuit current, 
which will increase the local temperature at the short circuit, further damage the 
surrounding insulation, and cause a large range of winding turn to turn short circuit 
faults. At this time, the stator current waveform is distorted, and the following fault 
characteristic harmonic components appear: 

fz =
∣∣∣∣ n p (1 − s) ± m

∣∣∣∣ f (3) 

where n = 1, 2, 3; m = 1, 3, 5, … p is the number of motor poles; F is the fundamental 
frequency of power supply. 

The waveform of radial electromagnetic force at a certain point in the air gap of 
the motor is obtained by the field calculator. By integrating the radial electromagnetic 
stress along the circumferential direction, the unbalanced magnetic pull on the rotor 
can be obtained. The spectrum characteristics of the above two forces can also be 
used to diagnose the faults of submersible motors. 

2.2 Thermal Signal Acquisition 

Through the electromagnetic field finite element simulation, the average iron loss, 
copper loss and mechanical loss of the submersible motor under different working 
conditions are obtained, and the thermal field analysis module is introduced as the 
heat source to solve its temperature distribution. The obtained temperature field is 
used as the external excitation in the stress field analysis, and the thermal stress 
distribution is finally obtained by simulation analysis.
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Fig. 1 Temperature field 
distribution of submersible 
motor casing under normal 
conditions 

Firstly, the temperature field of the submersible motor under normal condi-
tions is analyzed, which can be used as a reference for the subsequent analysis 
of various abnormal conditions. According to the actual working environment of the 
submersible motor, considering the special structure of the hollow rotating shaft of the 
submersible motor, the heat dissipation boundary conditions in the motor are reason-
ably designed, the air gap is quasi-static treated, and is equivalent to a static flowing 
solid. The equivalent thermal conductivity is given after calculating and comparing 
the Reynolds number and the critical Reynolds number formula. Through calcula-
tion, the air gap Reynolds number of the motor model used in the study is 92.416826, 
which is less than the critical Reynolds number 379.85. Therefore, the gas is laminar 
flow, and the thermal conductivity of the gas is taken as 0.0305038 w/mK. Since the 
temperature sensor is usually placed on the surface of the submersible motor casing, 
the temperature field distribution on the surface of the motor casing is analyzed. The 
average temperature of the casing is 82.205 °C, as shown in Fig. 1. The measured 
temperature of the submersible motor is 80.691 °C, and the temperature error is 
1.876%, which proves which proves the high accuracy of the analysis model. 

3 Instance Verification 

The finite element simulation model of submersible motor is established in ANSYS 
Maxwell. The motor model used in this analysis is shown in Fig. 2, its main 
dimensions are shown in Table 1.

The broken bar fault is simulated by setting the conductivity of the squirrel cage 
guide bar to 0, the winding partial short circuit is set to simulate the inter turn short 
circuit fault, and the air gap eccentricity fault is simulated by giving the displacement 
of the rotating shaft center relative to the stator center. The current, radial electromag-
netic force and unbalanced electromagnetic force waveforms of electric submersible 
pump under normal, overload and main fault conditions (including rotor broken bar, 
air gap eccentricity and stator turn to turn short circuit) are obtained, and the spectrum
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Fig. 2 Simulation model of 
the motor 

Table 1 Motor main sizes 
Parameter Value 

Polar pairs 1 

Phase number 3 

Stator and rotor slot fit 36/26 

Outer diameter of stator/mm 175 

Stator inner diameter/mm 120 

Outer diameter of squirrel cage rotor/mm 119.4 

Inner diameter of squirrel cage rotor/mm 38 

Rated speed/(R/min) 2900 

Rated slip 0.0333 

Rated voltage/V 380 

Rated power/kW 11

analysis is carried out to extract the fault frequency component. The spectrum char-
acteristics of stator current, radial electromagnetic force and unbalanced magnetic 
pull under different working conditions are shown in Figs. 2, 3 and 4.

Each fault will increase the harmonic distortion rate of stator current, and the stator 
current distortion is the most serious when the rotor bar breaks. The characteristic 
frequency component of stator current under fault condition can be used as the basis 
for motor fault identification and diagnosis. The main components of the radial 
electromagnetic stress spectrum of the motor are the DC component and the second 
harmonic fundamental wave (100 Hz); Turn-to-turn short circuit fault will lead to a 
large increase in the DC component and the second harmonic component of radial 
electromagnetic stress. Broken bars and eccentric faults will lead to an increase in the 
characteristic frequency of radial electromagnetic stress fault. Unbalanced magnetic 
pull reflects the degree of instability of the motor. It is found that the characteristic
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Fig. 3 Spectrum 
characteristics of stator 
current under different 
working conditions 

Fig. 4 Spectrum 
characteristics of radial 
electromagnetic force under 
different working conditions

frequency of unbalanced magnetic pull is obvious only when the air gap eccentricity 
fault occurs. 

According to the electromagnetic thermal coupling finite element simulation, the 
temperature distribution of the motor is shown in Fig. 6. 

Fig. 5 Spectrum 
characteristics of unbalanced 
magnetic pull under different 
working conditions
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Fig. 6 Distribution of 
internal temperature field of 
submersible motor under 
normal working conditions 

Similarly, the temperature field distribution of the motor under different degrees 
of fault can be obtained, as shown in Tables 2, 3 and 4. 

Where condition 1 is dynamic eccentricity 0.1 mm, static eccentricity 0.4 mm, 
condition 2 is dynamic eccentricity 0.2 mm, static eccentricity 0.4 mm.

It is found that the characteristic frequency of stator current in Fig. 2 is completely 
consistent with the calculation results of Eqs. 1, 2 and 3. The characteristic frequen-
cies of radial electromagnetic force and unbalanced magnetic pull of the motor under 
different working conditions were obtained. According to the temperature data given 
in the table, the severity of various faults can be estimated.

Table 2 Average 
temperature data of rotor 
broken bar 

Parts Temperature of 2 broken 
bars (°C) 

Temperature of 4 broken 
bars (°C) 

Motor 93.34 95.13 

Stator 92.15 93.82 

Rotor 97.77 99.90 

Winding 99.34 101.49 

Bars 99.10 101.23 

Insulation 96.27 98.21 

Table 3 Average temperature data of air-gap eccentric faults 

Parts Temperature of air-gap eccentric 
condition 1 (°C) 

Temperature of air-gap eccentric 
condition 2 (°C) 

Motor 91.68 91.99 

Stator 90.67 90.99 

Rotor 96.27 96.50 

Winding 98.35 98.62 

Bars 97.91 98.15 

Insulation 95.54 95.83 
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Table 4 Average temperature data of turn-to-turn short circuit faults 

Parts Temperature of 25% turn-to-turn short 
circuit fault (°C) 

Temperature of 50% turn-to-turn short 
circuit fault (°C) 

Motor 101.73 115.06 

Stator 99.84 112.81 

Rotor 111.51 126.67 

Winding 120.15 137.05 

Bars 115.22 131.07 

Insulation 112.30 127.58

4 Conclusion 

In this paper, the electromagnetic and thermal characteristics of submersible motor 
under various fault conditions are studied. Firstly, the finite element model of 
submersible motor is constructed. Through electromagnetic field calculation, the 
fault characteristics of stator current, radial electromagnetic force and unbalanced 
magnetic pull are analyzed. The electromagnetic loss is used as the heat source, 
and the temperature distribution of the motor is obtained through coupling analysis. 
Compared with traditional analytical methods, the proposed method can obtain more 
accurate fault signals. After verification, stator current, radial electromagnetic force 
and unbalanced magnetic pull can be used to identify fault types, and the temperature 
can be used to evaluate the state of fault. 
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Data-Driven Dynamic Modeling Methods 
for Offshore Wind Turbine Generators 

Xinhu Ding and Haidong Chen 

Abstract Accurate model is the basis of analyzing the operation characteristics of 
wind power system. To solve the difficulty of determining the wind turbine gener-
ator’s (WTG’s) parameters due to the lack of measurement information under severe 
disturbances, an intelligent modelling method for doubly-fed induction generator 
(DFIG)-based WTGs is proposed by training BP neural network with small distur-
bance response data. Firstly, the data-driven modelling principle is introduced based 
on the BP neural network. Secondly, the power spectrum characteristic data of 
response signal is extracted based on a simulation system with a DFIG wind farm 
integrated into an infinite system. Thirdly, the key parameters are attained based on 
the power spectrum sensitivity. Finally, the BP neural network are used to construct 
the nonlinear mapping between the power spectrum of response signal and model 
parameters, and model parameters are identified based on trained neural network. 
The error of BP neural network based dynamic model is analyzed, which shows that 
the feasibility of data-driven modelling method for WTGs. 

Keywords DFIG WTG · Parameter identification · Power spectrum 
characteristics · Identifiability analysis · BP neural network 

1 Introduction 

China is rich in offshore wind power resources. By the end of 2021, China’s cumula-
tive installed capacity of offshore wind power was about 25GW. However, large-scale 
wind power grid connection brings new challenges to the safety and stability simu-
lation analysis of power system [1–3], We need to build an accurate wind turbine 
model. Due to the complex operating environment of offshore wind turbines, the 
inconvenient detection and maintenance, and the serious lack of measurement data
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under large disturbance, it is particularly important to study the modeling method 
based on random small disturbance response data under normal operation state. 

Power system modeling includes two categories: mechanism modeling and non-
mechanism modeling. At present, mechanism modeling method is often used for 
wind turbine model research. For example, The adaptability of the general model 
of wind turbines is analyzed and further studied in literature [4–6]. Literature [7] 
proposed a non-mechanism modeling method for wind power plants based on transfer 
function. Literature [8] proposed a VSC equivalent modeling method based on model 
and data hybrid drive, and literature [9] proposed a dynamic load modeling method 
based on long short-term memory neural network. However, the current data-driven 
wind turbine modeling research is rarely reported. 

At present, status monitoring and parameter identification based on random small 
disturbance data under normal operation is an important means to identify whether 
the offshore wind turbine is in normal operation and obtain model parameters. In this 
paper, a data-driven offshore wind turbine dynamic modeling strategy is proposed. 
Firstly, according to the system response data under turbulence excitation, analyze 
the nonlinear mapping relationship between the response signal power spectrum 
and the wind turbine model parameters; further according to the historical big data, 
construct the BP neural network model between the wind turbine model parameters 
under turbulent wind speed and the rotor speed response, and finally verify the 
feasibility of BP neural network modeling. 

2 Mathematical Model and Its Dynamic Characteristics 
of Wind Turbine 

2.1 Response Characteristics of Wind Turbines Under 
Turbulent Wind Speed Excitation 

This paper takes the doubly-fed wind turbines in offshore wind turbines as an example 
to discuss the data-driven modeling method. The modeling of direct-drive wind 
turbines is similar, which will not be further described. The structure of the doubly-fed 
wind turbine connected to the infinite system is shown in Fig. 1.

The simulation system shown in Fig. 1 is set up based on the MATLAB/Simulink 
simulation platform. The wind farm is composed of 6 double-fed wind turbines with 
a rated power of 1.5 MW, with a unit network connection voltage of 575 V, boosted to 
25 kV through a transformer with a capacity of 6 × 1.75 MVA, boosted to 120 kV by 
a 30 km high voltage transmission line and boost transformer, and finally connected 
to an infinite power supply. The wind turbine model adopts the average model (DFIG 
Average Model) in the Simulink simulation platform.
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Fig. 1 OMIB system with 
DFIG interconnection

2.2 Response Characteristics of Wind Turbines Under 
Turbulent Wind Speed Excitation 

Linearized model can be used for wind turbine under random small disturbance 
excitation To describe its dynamic behavior [10]. Let the linear equation be as follows:

{
∆ẋ = A∆x + B∆u
∆y = C∆x 

(1) 

where, ∆u is the input vector, corresponding to the turbulent wind speed; ∆x is the 
state variable of the wind turbine; A, B and C are the coefficients of the model; and
∆y is the output vector. 

The following relationship between inputs and output exists [11]: 

H (s) = ∆y(s)

∆u(s) 
= 

n∑
i=1 

Ri 

s − λi 
(2) 

where, λ is the eigenvalue of the matrix A, Ri is the constant coefficient of the 
corresponding characteristic root; n is the model order. 

From the frequency domain perspective, its input and output satisfy the following 
relationships: 

SYY  (ω) = H( j ω) · SXX  (ω) · H ( j ω)T (3) 

where, SXX(ω) and SYY(ω) represent the power spectrum of input and output signals, 
respectively, and T indicates conjugate transposing. 

The Kaimal power spectrum simulation of turbulent wind speed was selected as 
the system excitation. Since the turbulent wind speed excitation belongs to small 
perturbation excitation, SXX(ω) is a constant diagonal matrix when the turbulent 
wind velocity is white noise. Therefore, according to Eq. 3, when the input signal is 
random white noise, SYY(ω) and the system parameters A, B and C have a nonlinear 
mapping relationship, and the system parameters themselves correspond to the model
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parameters of the doubly-fed fan model. Therefore, when the output variable of wind 
turbine under random incentive can be measured and the data is sufficient, the neural 
network model of input signal and output variables can be built according to the 
historical data (BP network). On this basis, the intelligent identification of parameters 
can be further combined with the actual operation state of wind turbine. 

3 Data-Driven Offshore Wind Turbine Modeling Process 

3.1 BP Neural Network 

BP (Back Propagation) neural network is a multi-layer feedforward network trained 
by error back-propagation, which builds an adaptive dynamic nonlinear system 
by simulating a biological neural network and deals with various complex signal 
problems. 

Generally, the BP neural network includes three layers of input layer, hidden layer 
and output layer. The data processing of each layer is realized through the neurons. 
After processing, the neurons will output the operation results to the next layer. 
Figure 2 shows a schematic representation of the structure of the individual neurons. 
The training of BP network uses the back propagation algorithm to continuously 
improve the weight and threshold of each layer of the network. Finally, based on the 
gradient descent method, the set of weights and threshold with the smallest network 
error are found, so as to establish the mapping relationship. 

Fig. 2 Back propagation 
neural network
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3.2 Wind Turbine Data Feature Extraction 

The training data set includes wind turbine, model parameters, and the response of 
wind turbine under turbulent wind speed excitation under the corresponding model 
parameters. 

Considering that the fan response signal cannot be directly used as an input to 
the neural network, this paper proposes to extract the features of the response signal, 
including the significant periods of the power spectrum of the response signal and 
the 6 frequency domain indicators serve as the input amount of the neural network, 
which can better reflect the frequency domain characteristics of the signal. The 
specific extraction process is as follows. 

Significant Period of the Response Signal Power Spectrum 
To extract the data features of the response signal, significant periods of the spectrum 
of the test signal power were selected. When calculating the standard spectrum size, 
the signal power spectrum should be compared. The white noise standard power 
spectrum under the threshold is calculated first, and the period when the response 
signal power spectrum is greater than the standard power spectrum is the significant 
period. 

Frequency Domain Index of the Response Signal Power Spectrum 
Six commonly used, frequency domain indicators are used to characterize the power 
spectrum of the response signal, respectively: mean frequency (AVG), Center of 
gravity frequency (FC), Mean-square frequency (MSF), Frequency variance (VF), 
Mean-square-root frequency (RMSF) and frequency standard deviation (RVF), as 
defined as follows: 

⎧⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

AV G = ∫+∞ 
0 s( f )d f/ f 

FC  = ∫+∞ 
0 f s( f )d f  / ∫+∞ 

0 s( f )d f  
MSF  = ∫+∞ 

0 f 2s( f )d f  / ∫+∞ 
0 s( f )d f  

V F  = ∫+∞ 
0 ( f − FC)2s( f )d f  / ∫+∞ 

0 s( f )d f  
RM  SF  = √

MSF 
RV F  = √

VF 

(4) 

where, f is the frequency; s( f ) is the power spectrum of the signal.
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Fig. 3 PSD Sensitivity curves of parameters in drive system 

4 Example and Analysis 

4.1 Key Parameters of Wind Turbine 

Take the system in Fig. 1 as an example, the driving system adopts a two-mass model, 
and the parameters to be identified are the inertia constant of the generator (T g), the 
inertia time constant of the wind turbine (T t), the stiffness coefficient of the shafting 
(K sh) and the damping coefficient (Dsh). 

The 5-min turbulent wind speed is taken as the input of the wind turbine, and 
the rotor speed response signal is obtained by simulation. The parameter value is 
simulated to obtain the output signal power spectrum under different parameters, and 
the power spectrum sensitivity of each parameter is calculated as shown in Fig. 3. It  
is seen that the parameter Hg and K sh compared with Dsh more recognizable; 

4.2 Neural Network Input and Output Data 

Taking the system shown in Fig. 1 as an example, the rotor speed response curve is 
obtained by simulation, and the selected frequency is 50 Hz. The significant period 
test results of the rotor speed power spectrum with a significant period calculated are 
shown in Fig. 4. The power spectrum estimation curve beyond the standard spectrum 
part is the significant period region, which shows that the data period is significant 
around 1500.

The frequency domain index value of the rotor speed response signal power 
spectrum is calculated according to Eq. 4. The results are shown in Table 1.
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Fig. 4 Significant periodic 
test chart of power spectrum 
of rotor speed

Table 1 Frequency domain 
indexes of rotor speed power 
spectrum 

Metric Value Metric Value 

AVG 0.199 VF 40.545 

FC (×10–5) 1.709 RMSF 0.009 

MSF (×10–5) 7.889 RVF 6.367 

4.3 Model Training 

This paper randomly changes the parameters of the doubly fed wind turbine trans-
mission system 2000 times and obtains the speed response power spectrum of the 
rotor of the doubly fed wind turbine under the corresponding parameters. The char-
acteristic data (significant period and 6 frequency domain indicators) of the speed 
response power spectrum under these 2000 simulations are taken as input, and the 
model parameters of the corresponding doubly-fed wind turbine are taken as output, 
together as the modeling data set. The proportion of data for such training, valida-
tion, and testing was 70, 15, and 15%, respectively. Model structure is selected to 
construct a 3-layer BP neural network, in which, the number of hidden layer neurons 
is 50. The training parameters are set as: the minimum error is 0.05, the training times 
are 400 times, the learning efficiency is 0.02, the display frequency is 25, that is, the 
training is 25 times displayed once, and the minimum performance gradient is the 
default value of 10–6, The maximum number of confirmation failures is 6. Figure 5 
shows the performance evaluation indexes of the BP neural network. In addition, the 
mean-squared error of the parameter prediction is defined as: 

MSE  = ∑n 
j=1

(
θ̂ j−θ j 

θ j

)2
/

ns (5) 

where, θ is the true value, θ̂ is the predicted value, ns is the number of samples.
Figure 5 shows the performance diagram of BP neural network, including training, 

verification, testing and synthesis set. The abscissa is the target value, and the ordinate
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Fig. 5 Performance evaluation of BP neural network

is the predicted value of the neural network. As can be seen in the figure: the closer 
the data point is to the diagonal, that is, the closer the R is to 1, the better the fit of 
the neural network is. The training results all have R values of 0.98+, indicating that 
the neural network has a good fit. 

4.4 Precision Analysis 

In order to analyze the modeling accuracy of the BP neural network, the parameters of 
the doubly-fed wind turbine transmission system were randomly changed 20 times as 
the test sample sequence. Ten simulations and the BP neural network parameters were 
predicted for each set of parameter values, and the obtained results were averaged 
with a further small prediction error. Parameter prediction is carried out based on 
trained BP neural network and the relative error of the 20 sets of predicted results 
with the true values about 3 parameters Hg, H t and K sh is  shown in Fig.  6. According 
to Eq. 5, the mean square error MSE of the 3 parameters is 0.02629, 0.00125 and 
0.02052, respectively, which shows that the prediction result of BP neural network 
is close to the actual value, which shows the feasibility of the proposed method.
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Fig. 6 Relative error of 
parameter prediction based 
on BP neural network 
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5 Conclusion 

In view of the problems of difficult operation and maintenance and testing of offshore 
wind turbines, this paper puts forward the strategy of using the artificial intelligence 
method for data modeling based on the small disturbance response data under the 
turbulent wind speed excitation. 

The paper firstly analyzes the dynamic characteristics of wind power system under 
small disturbance, and analyzes the feasibility of data modeling of wind turbine 
response data based on the relationship of output response characteristics and unit 
dynamics. At the same time, the frequency sensitivity method is proposed to study 
the key parameters of wind turbine, pointing out that the greater the sensitivity, the 
easier to identify the parameters. Results were found for the parameter H t, the largest 
frequency sensitivity, so the parameter is easier to identify. 

According to the response signal and the power spectrum, the significance period 
of the power spectrum and the six frequency domain statistical indicators are 
proposed as the input of the neural network, and the key parameters are taken as 
the output. The historical dataset is divided into the training set, the validation set 
and the test set in some proportion, and the BP neural network is trained, and the 
final model is obtained according to the convergence rules. Based on the test samples, 
the data were parameter identified, and finally the parameter identification error was 
analyzed to verify the feasibility of the proposed method. 

Acknowledgements Project supported by the National Natural Science Foundation of China (No. 
52077061).
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Electric Bicycle Charging Load 
Identification Technology Based 
on Non-intrusive Load Monitoring 

Ke Wu, Gan Zhou, and Feifei Zhu 

Abstract In recent years, fire accidents caused by illegal charging of electric bicy-
cles have occurred frequently. According to reports, about 80% of the fires caused 
by electric bicycles occur during the charging process. For this reason, the property 
and fire departments often need to manually detect the illegal charging behavior of 
users on the spot, but there are problems such as low efficiency and low user coop-
eration. Therefore, the application of NILM technology to the efficient detection of 
illegal charging of electric bicycles has great practical feasibility. In order to identify 
whether there is illegal charging of electric bicycles, This paper proposes a charging 
load identification technology for electric bicycles based on non-intrusive load moni-
toring. For transient and steady state characteristics, the method of event detection, 
time-sharing algorithm and dual-state tracking and confirmation of charging start and 
stop is used to improve the identification accuracy. In the experiments conducted in 
real user scenarios, the identification accuracy exceeds 91.2%. The method has high 
identification accuracy and certain rapidity. 

Keywords Non-intrusive load monitoring · Electric bicycle load · Event 
detection · Feature extraction 

1 Introduction 

The number of electric bicycles in China exceeds 300 million, and the problem of 
fire accidents caused by charging electric bicycles at home has become increas-
ingly prominent [1]. Although the government departments have issued regulations 
prohibiting electric bicycles from charging at home, there are still some e-bikes 
owners who are lucky enough to charge by pushing carts into the home or carrying
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batteries into the house. It is impossible to find out in time by the traditional method 
of property personnel inspection, and there are potential safety hazards. 

At present, the feature extraction of non-intrusive load monitoring mainly focuses 
on two aspects: physical feature extraction and space-time feature extraction [2]. 

Chang et al. used learning vector quantization and back propagation to select 
features. In Chang et al.’s work, equipment power was used as a label, in which no 
noise was added. Five different types of equipment are turned on and off in a random 
mode to simulate an example close to the real world to realize load identification [3]. 

Man and others are the first researchers to study industrial and commercial load 
identification. In their work, they studied the use of different harmonics to determine 
the variable speed drive. With a sampling rate of 8 MHz, they calculated the phase-
locked short-time Fourier transform of the current waveform. They use the fifth 
and seventh harmonics to identify variable speed drives. In order to optimize the 
decomposition results, they removed the harmonics from the rest of the signal to 
identify the industrial and commercial load [4]. 

Batra et al. focus on the difference between load identification in residential and 
commercial environments. In the work of Batra et al., they used NILMTK for energy 
decomposition in a university campus in Delhi, India. The collected data has been 
downsampled to 601 Hz. For a university campus with a large amount of energy 
consumption, there may be a variety of devices to change the power state, which 
violates the normal assumption of NILM. The type of load consists of variable speed 
drives, not steady state loads. The temporal dependence in commercial buildings is 
quite different from that in residential buildings. Multiple devices can be started at 
the same time with source dependency, which violates the assumption once. In this 
work, they found it difficult to classify elevators because it depends on the number 
of people and the number of floors of elevators. Batra et al. have shown how difficult 
it is to use NILM in commercial buildings due to multiple power changes at the 
same time. They pointed out that using EMI method can provide better results, but 
it requires using a higher sampling rate to collect data [5]. 

For the research of load clustering algorithm, Jungsuk Kwac and others put 
forward an adaptive K-means algorithm, and realized the clustering analysis of 
user load [6]. Mutan et al. put forward a new clustering method, which uses iter-
ative self-organizing data-analysis technique algorithm I (SODATA) to cluster, and 
considers the influence of seasonal temperature difference on load change [7]. Luan 
proposed a self-adapting a two-stage event detection method [8]. Existing methods 
for identifying continuously variable loads require large training datasets [9].
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2 Identification Method of Charging Load of Non-intrusive 
Electric Bicycle 

2.1 Overview of Methods 

The load identification technology of e-bike based on non-intrusive method mainly 
includes capturing the suspected charging state of e-bike based on frequency spec-
trum characteristics and tracking the confirmed charging state of e-bike based on the 
whole charging process. Firstly, the users who meet the charging characteristics of 
electric bicycles are monitored in real time, and the incoming current and voltage 
data of customers are read. Through fuzzy matching, when the frequency spectrum 
characteristics of the electric bicycle are consistent with the charging process, the 
electric bicycle is identified as a ‘suspected charging’ electric bicycle. Track users 
who have ‘suspected charging’ behavior for a long time to determine whether there 
are false positives in the ‘suspected charging’ status, and improve the identification 
accuracy. 

2.2 Analysis of Charging Principle and Feature Selection 
of Electric Bicycle 

The essence of electric bicycle charger is a single-phase AC/DC power supply with 
the ability to control voltage and current output [10]. Its basic circuit schematic 
diagram is shown in Fig. 1. 

Electric bicycle charging is mainly divided into three stages: ‘constant current-
constant voltage-trickle’, as shown in Fig. 2, and its main working features are:

1. Constant current stage: the charging active and reactive power are high, the 
output is stable, the waveform distortion is serious, and it contains large harmonic 
components, the voltage gradually rises from the switching-in moment, and the 
current basically remains unchanged.

Fig. 1 The schematic diagram of the electric bicycle charging circuit 
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Fig. 2 Electric bicycle charging process 

2. Constant voltage stage: charging active and reactive power gradually attenuates 
with time, and the waveform distortion is serious, but the degree of distortion will 
change with time, the voltage is constant and the current gradually decreases, the 
constant current and constant voltage stages last for about 8 –10 h [11]. 

3. Trickle stage: The active and reactive power of charging are very small, only 
about 20 W and 10 Var, the voltage drops slightly, and the current drops slowly, 
lasting about 3 h. 

There are rectification and chopping links in the circuit schematic diagram of 
e-bikes charger, and a large number of odd harmonics exist in its output current. 

Select a brand of electric bicycle to carry out current harmonic analysis, the electric 
bicycle charging current is a stable sharp angle wave with obvious characteristics. By 
using the fast Fourier decomposition algorithm, the harmonic ratio can be obtained 
as shown in Fig. 3. 

Fig. 3 The proportion of harmonics of each order of a certain brand of electric bicycles
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The above measured results are consistent with theoretical analysis, that is, the 
DC component and odd component are high, and the third and fifth harmonics can 
account for 60% and 25% respectively. Therefore, the active and reactive power of 
DC component combined with the third and fifth harmonics is a typical characteristic 
parameter for charging identification of electric bicycles. 

2.3 Grab the Charging Status of Electric Bicycles Based 
on Spectrum Characteristics 

The flow chart of electric bicycle charging state capture based on spectrum 
characteristics is shown in Fig. 5, and the specific steps are as follows: 

The data of electric bicycle is collected, and the charging current, voltage, active 
power, reactive power and other data of electric bicycle are obtained through the 
wave recording device. For N electric bicycle data samples, the variance and mean 
of steady-state active power increment are calculated. 

μ =
∑N 

i=1 ΔPi 
N 

(1) 

σ 2 =
∑N 

i=1 (ΔPi − μ)2 

N 
(2) 

Define the power threshold PTh  And variance σ , average value μ. The relation 
function of is: 

PTh  = f (μ, σ ) = lnσ · μ + C (3) 

where C is a constant, which is determined by the power fluctuation value of other 
electrical appliances in steady state. The threshold value is modified to improve 
the identification rate of electric bicycles when multiple electrical appliances are 
superimposed. In the actual scene, the threshold of active power takes the upper limit 
of 400 W and the lower limit of 50 W. 

Because the collected current is a discrete value, fast Fourier transform is used 
to calculate the charging current. The amplitude of each current component can be 
obtained by FFT analysis. 

Fi = fFFT  (i ) (4) 

fi (k) = (k − 1) fs/Ns (5) 

Ik = ( 50kNs 

fs 
+ 1) · Fi (6)
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Fig. 4 Flow chart of electric 
bicycle charging state 
capture based on spectral 
features 
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where fFFT  Calculate the function for FFT, i is current sequence for FFT transfor-
mation, Fi is the length after transformation. Ns is the amplitude sequence, fs is the 
sampling frequency, fi (k) is the actual frequency sequence. 

2.4 Tracking the ‘Confirmed Charging’ Status of Electric 
Bicycle Based on the Whole Charging Process 

After capturing the charging state of the electric bicycle based on the spectrum 
characteristics, the identification judgment result is tracked and identified in the 
cloud. The flow chart is shown in Fig. 4, and the specific steps are as follows:

Step1. Start the tail tracking process after receiving the information of charging 
on the e-bikes. 
Step2. After charging starts by default, it is a steady charging period. Start to 
determine the charging stage, with 5 min as a window.
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Fig. 5 Tracking the ‘confirmed charging’ status of electric bicycles based on the entire charging 
process

Step3. In the steady charging period, if the accumulated three windows meet the 
slow-down condition, it is judged that the slow-down period is entered, and if a 
slow-down window appears before the accumulated three windows, the number 
of slow-down windows is cleared;
Step4. Entering the charging slow-down period, if the accumulated three windows 
meet the gentle conditions, it is judged that the charging end period is entered, 
and if there is a slow-down window before the accumulated three stable windows, 
the number of gentle windows is cleared; 
Step5. After entering the charging end period, consider this charging end, and 
end the tail tracking process.
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3 Experimental Analysis 

In order to verify the accuracy of the algorithm, five different brands with high market 
share were selected, and each brand had two different battery capacities, and a total 
of 10 electric bicycles were used as samples for the experimental test. 

Select 10 electric bicycles with battery gears of high, medium and low power 
respectively (high power: 75–100%, medium power: 25–75%, low power: 0–25%), 
and conduct repeated tests of electric bicycle charging identification under single 
working condition (Table 1). 

According to the experimental results, it can be seen that: 

1. The identification result is related to the battery power state. Therefore, the 
missing report of electric vehicle charging load identification is mainly when 
the battery is charged with high power. The analysis reason is that the battery 
is close to full power, in trickle charging, and there is no state switching during 
charging, so the missing report occurs. When the battery is charged with medium 
or low power, the reporting accuracy rate is 100%. 

2. The identification result has no obvious relationship with the brand, battery 
capacity and battery type of electric bicycle. The test covers different brands 
and models of electric bicycles, and the battery types cover lithium batteries and 
lead-acid batteries with different capacities. The identification results have no 
obvious relationship with the above factors. 

3. ‘Suspected charging’ is reported in real time, and the average reporting time 
of ‘confirmed charging’ is 61.8 min, but the accuracy rate is higher than that 
of ‘suspected charging’. According to the spectrum characteristics, the algo-
rithm captures the real-time report of ‘suspected charging’ electric bicycle, and 
switches and refreshes the tracking charging state to ‘confirmed charging’ to 
improve the accuracy. The accuracy rate is high, but it takes a certain time, and 
there will be a false report when the battery is high.

Table 1 Electric bicycle charging identification test results 

Battery 
level 

Accuracy of reporting suspected 
charging (real-time) (%) 

Accuracy of reporting 
confirmed charging (%) 

Average reporting 
time/min 

High 99.0 93.0 42.8 

Medium 100 100 62.9 

Low 100 100 75.6 
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4 Conclusion 

The potential safety hazards caused by illegal charging of electric bicycles have 
attracted more and more attention from the society. In this paper, the charging 
load identification methods of non-intrusive electric bicycles are studied, and a non-
intrusive online charging load identification method based on spectrum character-
istics at the edge and a ‘confirmed charging’ state identification method based on 
tracking the whole charging process in the cloud are proposed. Five different brands 
with high market share are selected for experimental tests. The experimental results 
show that this method has high identification accuracy and certain rapidity, and has 
a broad application prospect in the fields of illegal charging inspection of electric 
bicycles. 
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An Approach to Approximate Evaluation 
of Shielding Effectiveness 
of Double-Cavity Structure 
with an Aperture Array Using BLT 
Equation 

Xin Zhang, Zhangpeng Zhou, Zonglin Wang, Hai Jin, and Kejian Chen 

Abstract A shielding cavity can effectively avoid the influence of electromagnetic 
interference (EMI) on intelligent weak current equipment. In actual engineering, 
taking into account ventilation and heat dissipation, the shielding cavity usually 
has multiple apertures. By the characteristics of the double cavity structure with 
an aperture array, this paper presents an effective shielding effectiveness estimation 
approach. From the equivalent circuit of the model, a signal flow diagram based 
on the electromagnetic topology theory is established. The BLT (Baum-Liu-Tesche) 
equation is then obtained from the signal flow diagram. The computational model of 
the shielding effect of the plane-wave double-cavity structure under external radia-
tion is deduced. To verify the accuracy of the analytical model, the computational 
results are compared with the previously published hybrid analytical model and CST 
numerical simulations, and all three methods are in good agreement. The approach 
can be used by researchers to estimate shielding effectiveness when designing cavity 
structures. 

Keywords Double-cavity structure · Shielding effectiveness · BLT equation 

1 Introduction 

Electronic devices, such as breakers and isolator switches in power systems, often 
need to consider heat dissipation, external power supply, data transmission, and other 
factors. In consequence, the shielding cavity has a complex opening structure, which
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reduces the shielding efficiency. At the same time also greatly increases the difficulty 
of shielding efficiency analysis [1, 2]. To quantify the shielding effect of shielding 
measures, shielding effectiveness (SE) has been defined internationally as an impor-
tant indicator to evaluate shielding measures’ electromagnetic interference (EMI) 
protection capability. In reality, the structure of the shielding cavity is not limited to 
a single open cavity, but more of a dual-cavity structure with an array of apertures 
and a multi-cavity structure. The shielding effectiveness of shielding cavities can 
be measured experimentally, but the experiments often require shielding chambers, 
microwave darkrooms, and other experimental sites with expensive instruments and 
equipment, which are costly and less reproducible [3–5]. Therefore, it is of great 
theoretical and engineering importance to study the efficient calculation method of 
shielding effectiveness of shielding cavity. 

The methods of estimating the SE of the shielding cavity consist of numerical 
simulation and analytical methods. Although numerical methods allow accurate 
modeling of complex models, they consume a large amount of computer memory and 
processor computation time, especially when the computational results are accurate, 
and often require re-modeling when changing the model parameters. For instance, 
numerical computational methods such as the method of moments (MoM) based 
on Maxwell’s equations [6], Mesh-Free method [7], finite-difference time-domain 
(FDTD) method [8], transmission-line matrix method [9] are subject to these prob-
lems. In contrast to numerical simulation methods, the key of analytical calculations 
is to establish the mathematical expression of the model, which usually requires 
reasonable simplifications and assumptions about the problem to obtain approximate 
results. 

Compared with numerical simulation, the analytical calculation method is faster, 
takes fewer resources, and has a clear physical meaning, which is more suitable for the 
regular study of important parameters that affect the calculation results. Analytical 
methods are limited to simple structures, but a reasonable analytical computational 
approach can still lead to desirable results. The equivalent circuit model based on 
waveguide and transmission line theory was first proposed by Robinson et al. [10]. 
In this model, the front panel of a metal shielded cavity with a rectangular opening 
is equated to a coplanar transmission line shorted at both ends. The rest of the 
rectangular metal shielded cavity is considered as a waveguide shorted at the ends 
except for one surface containing the openings. Since then, a series of extended 
equivalent circuit methods have been proposed based on Robinson’s analytical model. 
J. R. Solinc et al. derived the shielding effectiveness formula from the electromagnetic 
field perspective based on the Bethe small-aperture coupling theory, but the solution 
process is complicated [11]. F.A. Pod et al. derived the cavity and opening based 
on the continuity of the electric field at the opening coupling coefficient, corrected 
the impedance at the opening and calculated the lateral migration of the opening 
toward the center of the cavity surface [12]. Based on the electromagnetic topology 
theory and BLT equation, the shielding efficiency of a rectangular cavity with an 
inner dielectric plate irradiated by plane waves was investigated in reference [13], 
and the effects of the thickness, material, and location of the dielectric plate on the 
shielding effect were analyzed in detail, but only a single cavity with rectangular
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aperture was calculated. A hybrid analytical model has been proposed to estimate 
the shielding effectiveness of a two-cavity structure with an array of apertures [14], 
but its computational accuracy is not sufficient. Reference [15] further extended the 
hybrid analytical model by considering a central aperture array, an eccentric aperture 
array, a higher-order mode, and a multi-cavity structure, respectively. 

The purpose of this paper is to obtain a new and accurate analytical method to 
estimate the shielding effect based on the BLT equation, following the previously 
published hybrid analytical model [14]. It is found to be in good agreement with the 
hybrid analytical model and the CST numerical simulation. Moreover, the accuracy 
of this paper in the TE10 model is higher than that of the reference [14]. Compared 
with the CST numerical method, the present analytical model not only occupies less 
memory but also has high computational efficiency, which can provide an accurate 
and fast estimation method for engineers and technicians to study such problems. 

2 Theoretical Analysis 

2.1 The Equivalent Circuit Model 

The computational model and equivalent circuit in this study are shown in Fig. 1. 
It is assumed that the cavity size with wall thickness t is a × b × c, the aperture 
array size is l × w, the number of apertures in length and height are M and N, d 
is the aperture diameter, dv and dh are the distance between vertical and horizontal 
apertures respectively. P0 represents the external monitor point and the inner monitor 
point is P, which is located in the center of the model. 

E 

H 

P 

ca 

bP0 

(a) 

P0 c0 t c1 t c2 

P c-c1-c2 

Z0 Z0 

ZS1 ZS2 

Zg Zg Zg 

Kg Kg KgK0 

(c) 

dh dv 
d 

w 

l 

M × N apertures 
(b) 

V0 

Fig. 1 Dual-cavity structure (a) calculation model; (b) aperture array diagram; (c) equivalent circuit 
diagram



970 X. Zhang et al.

As shown in Fig. 1 (c), the voltage source V 0 represents the incident electromag-
netic wave, whose wave impedance and spread constant in free-space are Z0 and K0, 
respectively. P0 and P are the observation points of external and inner with the cavity 
respectively. The distance from external monitor point P0 to the front wall of the outer 
cavity is c0. c1 is the length of the external cavity, and the distance between the internal 
observation point P and the anterior wall of the internal cavity is c2. The distance from 
P to the end of the cavity is c - c1 - c2. For  TEmn mode, the characteristic impedance 
and spread constant of the waveguide are Zgmn = Z0/ 

√
1 − (mλ/2a)2 − (nλ/2b)2 , 

Kgmn = K0/ 
√
1 − (mλ/2a)2 − (nλ/2b)2 , respectively. Here, only TE10 is taken 

into consideration for simplification. 
For a vertically incident plane wave, the small aperture in the infinitely thin metal 

plate corresponds to an inductive receptor parallel to the transmission line of the 
TEM mode. Supposing that without resistive losses and d < dh, d < dv, dh << λ, dv 
<< λ, the normalized parallel admittance of the structure shown in Fig. 1 (b) is [14]: 

Yap 
Y0 

= −  j 
3dvdhλ0 

πd3 
+ j 

288 

πλ0d2

[ ∞∑

m=0 

∞∑

n=0

(
ε2 n 

d2 
v 

+ 
εnm2 

d2 
h

)
J 2 1 (x)

]

(1) 

Thus, the impedance of an aperture array in an infinitely thin metal plate can 
be represented by Zap = 1/Yap. As illustrated in Fig. 1 (b), the impedance of the 
aperture array in a finite cavity is: 

Zs = Zap 
l × w 
a × b 

(2) 

Therefore, the impedance of the external and inner aperture array can be obtained 
respectively: 

Zs1 = Zap 
l1 × w1 

a × b 
(3) 

Zs2 = Zap 
l2 × w2 

a × b 
(4) 

2.2 Calculation Method of Shielding Effectiveness 

The signal flow graph of Fig. 1(c) is given in Fig. 2. The node J1 is an external monitor 
point of the cavity and the Ws is the plane wave. The nodes J2 and J3 represent the 
plane of the outer and the inner aperture array respectively. The node J4 is an internal 
observation point, and the node J5 is the end of the cavity. The signal flow graph 
consists of four transmission tubes (T1 . . .  T4), where tube T 1 is the propagation of
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J1 J2 J4 J5WS 

c0 c1 c2 c-c1-c2 

T1 T2 T3 T4T1 

V11 V12 V21 V22 V31 V32 V41 V42 

J3 

Fig. 2 The signal flow graph 

the wave in free-space, T2 . . .  T4 are wave propagation in rectangular waveguide. Vj1 

and Vj2 are the voltage at both ends of the tube. 
The BLT equation corresponding to the voltage of each node can be obtained from 

Fig. 2: 

V = (U + ρ)(Γ − ρ)−1 S (5) 

In Eq. (5), U is a unit matrix of 8 × 8; V and S are the voltage vector and excitation 
source vector arranged by the order of nodes; ρ and Γ represent the scattering matrix 
and the propagation matrix arranged by order of node and order of tube, respectively. 

The voltage vector V can be expressed by the order of nodes: 

V [V11 V12 V21 V22 V31 V32 V41 V42]
T (6) 

The excitation vector S can be expressed by the order of nodes: 

S[V0 0 0 0 0 0 0 0]T (7) 

where, V 0 is the source signal generated by Ws in T 1, V 0 = 1. 
The scattering matrix ρ is expressed as: 

ρ = diag(ρ1, ρ2, ρ3, ρ4, ρ5) (8) 

where the reflection coefficients of the J1 and J5 are expressed as ρ1 = 0 and ρ5 = 
−1, respectively. The scattering matrix of the node Ji (i = 2, · · ·  , 4) is:



972 X. Zhang et al.

where Y 0 and Yg are the admittance of free-space and air waveguide, while Yzs1 and 
Yzs2 are the admittance of outer cavity and inner cavity aperture array respectively. 

The propagation matrix Γ is expressed as: 

Γ = diag(Γ1, Γ2, Γ3, Γ4) (9) 

where the propagation matrices of the four sections of the channel are as follows: 

By substituting Eqs. (6) and (9) into Eq. (5), the voltage of each node will be 
solved, where the voltage of J4 (observation point P) can be expressed as: 

VP = V32 + V41 (10) 

When there is no shielding cavity, the voltage at point P is VP0 = V 0/2, so the 
electric shielding effectiveness of point P can be obtained as: 

SEe = −20 lg

||||
VP 

VP0

|||| = −20 lg

||||
2VP 

V0

|||| (11)
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3 Model Validation and Discussion 

In the calculation, the external dimension size of the shielding cavity is 300 mm × 
120 mm × 100 mm, the internal dimension size is 300 mm × 120 mm × 200 mm, 
and the wall thickness t = 1 mm. Other specific parameters are given in Table 1. To  
verify the effectiveness of the analytical model established in this paper, four sets of 
cases are provided to calculate the electric SE of the model. The monitor point P is 
located in the center of the established model. The frequency range of simulation is 
0–1.6 GHz for most scenarios. 

In Fig. 3 (a), the BLT algorithm in this paper, the hybrid algorithm in reference 
[14] and the CST were respectively used to calculate the electric shielding efficiency 
of the model parameters provided by case 1. In this case, the number of aperture 
arrays in both the inner and outer cavities is 5 × 3. The monitor point is located 
in the center plane of the dual-cavity structure. As can be seen from Fig. 3 (a), 
the calculation results of the three methods are consistent in the range of frequency 
domain under consideration, while the accuracy of the BLT algorithm of this article is 
higher than that of reference [14] in the frequency range below 1 GHz, which because 
of the reflected electromagnetic energy is in account. In fact, when the propagation 
of electromagnetic waves encounters obstacles, a part of electromagnetic energy 
is reflected, which cannot be calculated by the method of reference [14]. When 
BLT algorithm is used to calculate the SE of cavity, the propagation constant can 
well reflect the propagation of electromagnetic wave in the cavity, resulting in high 
accuracy of SE. By comparing these three methods, the correctness of the BLT 
algorithm in this paper can be proved. Therefore, the BLT algorithm proposed can 
effectively estimate the SE of the porous dual-cavity model, where the TE10 mode 
is dominant.

Compared with case 1, case 2 and case 3 changed the diameter of the aper-
tures and the number of apertures in the outer cavity respectively. The calculated 
results are shown in Fig. 3 (b) and Fig. 3 (c). It is obvious that SE increases and 
decreases respectively, but their resonance points do not shift. Therefore, it indicates 
that the cavity resonant frequency cannot be changed by the change of the diam-
eter and number of apertures without changing the dimension size of the cavity. 
The calculation results in Fig. 3 (d) clearly show that the resonant frequency has 
changed, and the main reason is that the dimension size of the outer cavity has 
been increased in case 4. Meanwhile, the SE is about 10 dB higher than that of

Table 1 Parameters for the validity of the analytical model 

Cases c1(mm) c2(mm) M1 N1 M2 N2 d(mm) dv(mm) dh(mm) 

1 100 50 5 3 5 3 10 20 20 

2 100 50 5 3 5 3 5 10 10 

3 100 50 10 6 5 3 10 20 20 

4 150 50 5 3 5 3 10 20 20 



974 X. Zhang et al.

Fig. 3 SE of the three methods for (a) case 1, (b) case 2, (c) case 3, (d) case 4

case 1. However, it is noteworthy that although increasing the length of cavity is 
beneficial to improve the SE, the increased size should be reasonably considered to 
avoid resonance position, which has important guiding significance for engineering 
application. Besides, from Fig. 3 (a) to Fig. 3 (d), there is a common characteristic 
that SE reaches the minimum or even negative value at the resonant frequency. In 
this case, the shielding cavity not only has no shielding effect but also increases 
the electric field in the cavity. This is due to the formation of standing wave reso-
nance in the cavity, which increases the electric field amplitude of the observation 
point in the cavity, leading to the minimum value of its SE. Then the frequency 
of the incident electromagnetic wave gradually increases. When the frequency is 
greater than the resonant frequency of the cavity, the electric field amplitude at the 
monitor point decreases correspondingly with the disappearance of the standing 
wave in the cavity, and the SE gradually increases at last. Until the minimum 
value occurs again at the next resonant frequency, which is the reason why SE has 
multiple minimal values, even negative values. However, it can be seen obviously 
from Fig. 3 that when the frequencies are greater than the first resonant frequency of 
the cavity, the consistency between the analytical model calculation results and CST 
simulation results decreases. Several reasons can be given to illustrate this point. 
On the one hand, the reason is that the cavity and the aperture array are treated 
equivalently in the analytical method. On the other hand, the main reason is that
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the analytical method is derived from TE10 mode, but different modes correspond to 
different impedance or admittance, thus, the analytical method without considering 
the influence of multi-mode as CST. 

4 Conclusion 

In this paper, according to the characteristics of electromagnetic waves under external 
radiation, based on electromagnetic topology theory and BLT equation, a new analyt-
ical approach is established to estimate the shielding effectiveness of dual-cavity. Four 
sets of simulations were carried out to consider the effect of cavity diameter, number 
to of apertures and cavity size on the shielding effect. In addition, the analytical 
model established in this paper was compared with the hybrid model of reference 
[14] and CST simulation software, and all three methods were in excellent agree-
ment. The results of the study indicate that the number of aperture arrays and the size 
of the cavity should be reasonably considered in the design of the shielding cavity 
according to the actual application. At the same time, the installation of electronic 
devices and the layout of the circuit should be considered to avoid the location of 
high electric field strength so as to achieve the best shielding capacity of the shielding 
cavity. 
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Power System Multi-oscillation Center 
Cut Sets Identification Method Based 
on Algebraic Graph Theory 

YanQiang Shi, Jing Li, Zhiyong Qiu, Haoyin Ding, Zhenyao Li, 
and Deqiang Gan 

Abstract The valid identification of the oscillation center is a key step to imple-
menting emergency control after experiencing a large disturbance. This paper first 
uses the structural properties of the network based on algebraic graph theory to 
decompose the voltage vector of any node into the potential component and the load 
component, revealing the mechanism of the oscillation center. Then an optimization 
model of the static topology grouping of the power grid is formulated, the mathe-
matical basis of the power grid oscillation center is provided and a multi-oscillation 
center cut sets identification method is proposed. Lastly, the four-machine two-zone 
system, IEEE 39 bus system, and practical power grid examples further verify the 
validity of the proposed method. 

Keywords Oscillation center · Identification method · Algebraic graph theory 

1 Introduction 

A reliable supply of electric power is essential for the modern society, whereas the 
ongoing complex power network structure and the growing demand pose a challenge 
to the stability and reliability of power system [1]. Distinguished from traditional 
power supply mode with simple network, modern power system is featured with large 
capacity generators, long distance transmission, regional interconnection such that 
the issure of rotor-angle become a major engineering problem, threating the stability
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of power system [2]. The effective identification of oscillation center is key step to 
implement emergency control after experiencing large disturbance [3]. 

The oscillation center of a power system is usually regarded as the point where 
the voltage drop is the most severe due to the swing of the generator power angle in 
a certain oscillation mode [4]. The existing oscillation center identification theory 
includes model analysis method and clustering graph method [5]. 

1) Model analysis method. GAO Peng et al. [6] use the vector method to give 
the exact position function of the oscillation center in the two-machine system, 
and further analyzes the drift characteristics of the oscillation center; Y. Q. Xiao 
et al. [7] adopt the different voltage frequencies on both sides of the tie line of the 
equivalent machine. The corresponding oscillation center section was captured, 
based on the equivalent three-machine system, Y. Q. Xiao et al. [8] deduce the 
oscillation center expression of the multi-machine system, and give the location 
of multi-oscillation center of the power grid. Most of the above methods are based 
on quantitative analysis of equivalent systems, and then the results are extended 
to multi-machine systems. Whether they can continue to maintain effectiveness 
in complex multi-machine power supply scenarios still needs further discussion; 

2) Clustering graph theory. Quiros Tortos J et al. [9] use the spectral clustering 
method to delineate the isolated section of the grid to prevent cascading failures. 
This method can quickly give the grid section cut set based on the response 
data; ZHANG Songtao et al. [10] use the electrical distance characteristics to 
model the power grid. The network is formed into a graph network, and the label 
propagation algorithm in the network community detection theory is used to carry 
out the identification of the weak section of the power grid. NI Xiangping et al. 
[11] use the complex network community structure theory and uses the graph 
theory properties of the power grid to construct the weighted Laplacian matrix 
of the power grid. LIN Jikeng et al. [12] attributed the problem of the active 
decoupling section identification of the power grid to the optimal equilibrium 
segmentation problem of the graph, and then gave the grid decoupling section by 
solving the optimization model. All in all, the clustering graph method usually 
attributes the oscillation center to the identification of weak nodes or sections 
of the power grid, and conducts research through graph theory or clustering 
methods. Due to the lack of necessary theoretical analysis, its practical level still 
needs to be further advanced. 

Inspired by the method of clustering graph and model analysis method, this paper, 
combining the natural Laplacian property of the power grid with algebraic graph 
theory, propose a method to identify power system multi-oscillation center cut sets. 
Different from the previous methods, a more rigorous mathematical foundation of 
the power grid oscillation center is provided. The four-machine two-zone system, 
IEEE39 bus system further verify the validity of the theoretical analysis and the 
proposed method.
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2 Multi-oscillation Center Identification Method 

2.1 Fundamental Theory of Algebraic Graph 

Given a finite set In , let  |In | be its cardinality, and define for n ∈ N the set In = 
{1, . . . ,  n}. Given a two dimensions matrix {Aij} with i, j ∈ In , let  A ∈ Cn×n denotes 
associated matrix and AT the transposed matrix. We use the following notation from 
reference [13] for submatrices for two non-empty index set α, β ⊆ In , let  A[α, β] 
be the submatrices of A gained by rows indexed by α and columns indexed by β, 
hence A(α, β) = A[In\α, In\β], A[α, β) = A[α, In\β], A(α, β] =  A[In\α, β], 
and we introduce the following theorem: 

Theorem 1 [13]: (Structure Properties of Kron Reduction): For Graph G := 
(N, E, A), Let  Y ∈ Rn×n be a symmetric irreducible loopy Laplacian and α ⊆ N 
(|a| ≥ 2) be a proper set. The Kron-reduced matrix Yred  is calculated as follows: 

Yred  = Yaug\Yaug(α, α) � Yaug[α, α] 
−Yaug[α ,  α)Yaug(α, α)−1 Yaug(α ,  α] 

(1) 

The following statements hold for Yred : 

i) Existence: The Kron-reduced matrix Yred is well defined. 
ii) Closure properties: Yaug is a symmetric loopy, strictly loopy, or loop-less Lapla-

cian matrix, respectively, the Yred is a symmetric loopy, strictly loopy, or loop-less 
Laplacian matrix, respectively. 

Remark: The above theorem points out that the structure properties will hold after 
Kron reduction, i.e. Yred and Yaug share the same matrix properties. 

Theorem 2 [14]: (Courant Fischer Theorem): Let A ∈ Mn be Hermitian and let 
λ1 ≤ λ2 ≤ ... ≤ λn be its algebraically ordered eigenvalues. Let k ∈ {1, · · ··, n} and 
let S denote a subspace of Cn. The  

λk = max{S:dim S=n−k+1} min{x :0 �=x∈S} 
x∗Ax 
x∗x 

(2) 

Remark: The Courant Fischer theorem tell us the Rayleigh problem, i.e. 
x∗Ax/x∗x , will get its minimum λk when x equal the k-th eigenvector uk 
corresponding λk . 

Lemma 1 [15]: (row characteristic of FLG): Consider current balance equation 
I = YU, where I、U are the bus injected current and nodal voltage, the admittance 
matrix can be decomposed into four submatrix as following: 

Y1=
[
YGG YGL  

YLG  YLL

]
(3)
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Then the composite matrix FLG  = −Y−1 
LLYLG  has the following properties: 

1) FLG  is approximately a full real number matrix; 
2) The row sum of FLG  is close to one. 

Next, we will introduce the Nodal domain theorem, which illustrates the 
connection between nodes group and the sign pattern of eigenvector. 

Definition (Nodal domain): D is a nodal domain of function f : D → R if it is a 
maximal subset of V subject to the two conditions: 

i) D is connected; 
ii) if x, y ∈ D then f (x) f (y) >  0 

Theorem 3 [16]: (Nodal domain theorem): Let L be a generalized Laplacian of 
a connected graph on G = (N, E, A) with n vertices. Then a nodal domain Dk 

associated with the k-th eigenvalue is defined as a maximal connected subgraph as: 

i, j ∈ Dk ⇔ uk(i)uk( j ) ≥ 0 (4)  

where uk is the eigenvector corresponding to the k-th eigenvalue λk of L, and let 
NND(uk) denote the number of nodal domains of eigenvector uk with multiplicity 
mk NND(uk) is bounded as: 

NN  D(uk) ≤ k + mk − 1 (5)  

Remark: The nodal domain theorem tells us the connection between nodes clus-
tering and the eigenvector’s sign of Laplacian matrix of graph, which corresponding 
to the cut sets of power system multi-oscillator centers. 

2.2 Mathematical Graph Model of Power System 

The mathematical model of power system includes differential equations and alge-
braic equations of network, then the power system can be deemed as DAE equations 
as follows:

{
Ẋ = f(X, V) 

YV=I(X, V) 
(6) 

where f ( f : R2m+n 
→ R2m) are the generator’s swing equations, x is state variables, 
i.e. δ, ω, V ∈ Cn×n, ∈ I ∈ Cn×n is, respectively, the grid voltage and the injection 
current, Y ∈ Cn×n is the power network admittance matrix. Specifically, we can
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model the power system as a graph from the perspective of the network equations, 
and all nodes in the power grid can be encoded as follows: 

1) I = {1, 2, · · ·, m} represents a set of generator internal nodes; 
2) G = {m + 1, m + 2, · · ·, 2m} represents a set of generator terminal nodes; 
3) L = { 2m + 1, 2m + 2, · · ·, 2m + n} represents a set of load nodes; 

Moreover, the adjacency matrix of the power network can be defined as follows: 

A=
{
aii  = j ωCi (i, i) ∈ E 
ai j  = Gi j  + j Bi j (i, j) ∈ E (7) 

where E is the edge set of all branch, Ci is the charging capacitor at node i, and Gij 

+ jBij is line admittance between node i and node j. Thus, a power system can be 
described by the graphs notation: 

G := (N, ε, A), N = I ∪ G ∪ L, ε ⊆ N × N� (8) 

Suppose all loads and generators in a power system are represented by passive 
impedances and second-order model, then the current balance equation describing 
graph G is as followed: 

⎡ 

⎣ 
Yd −Yd 0 

−Yd YGG + Yd YGL  

0 YLG YLL  

⎤ 

⎦ 

⎡ 

⎣ 
VI 

VG 

VL 

⎤ 

⎦ = 

⎡ 

⎣ IG 
0 

SL ./VL 

⎤ 

⎦ (9) 

where Yd = diag(yd1, ..., ydm ) ∈ Cm×m is the diagonal transient reactance matrix, 
YGG , YGL , YGL , YGL  are the four sub-blocks of Y matrix, VI=E′

qe jδ is the internal 
potential Voltage of generator, VG , VL is, respectively, generator terminal voltage 
and load voltage, SL represents the node injected power at load bus, the symbol./ 
represents the dot division between elements. 

Using theorem 1, i.e. Kron reduction, let α = I ∪ L and eliminate the generator 
terminal nodes, Eq. (1) can be written as follows:

[
Yd − Yd �Y−1 

GGYd Yd �Y−1 
GGYGL  

YLG
�Y−1 
GGYd YLL  − YLG

�Y−1 
GGYGL

][
VI 

VL

] [
IG 

SL ./V

]
(10) 

where �YGG=YGG +Yd . The expressions for calculating VL with respect to influence 
of source potential and load demand are as follows:
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VL = −(YLL  − YLGY
′−1 
GGYGL  )

−1 YLGY
′−1 
GGYd︸ ︷︷ ︸

FLG  

VG + (YLL  − YLGY
′−1 
GGYGL  )

−1︸ ︷︷ ︸
ZLL  

SL ./V 

= FLGE′
qe 

jδ︸ ︷︷ ︸
Vδ 

+ ZLL
(
SL ./VL

)
︸ ︷︷ ︸

VSL  

=Vδ + VSL  

(11) 

where VL can be decomposed into two parts: potential component and load compo-
nent. Meantime, according to lemma 1, we know that FLG complies with two prop-
erties: 1) FLG is approximately a full real number matrix; 2) The row sum of FLG is 
close to one. 

In the transient process of power system, generators that are closely coupled in 
electrical sense tend to swing together in groups during disturbances, i.e. coherency 
phenomenon, which will make the potential E ′qi e j δi behave a grouping character-
istic. The voltage of some nodes will fall into zero constructed by the product of 
generator potential and weight coefficient of row value of FLG, and that is, oscilla-
tion center of power system. Thus, we can explore the oscillation center cut set from 
the perspective of potential component. 

2.3 Power System Multi-oscillation Center Identification 

Consider the potential component Vδ , which is the key factor determining the oscil-
lation center cut set of power system. Thus, we can omit the load component, that 
is, all loads SL are set to zero. Then the network equation will be described by: 

⎡ 

⎣ 
Yd −Yd 0 

−Yd YGG + Yd YGL  

0 YLG YLL  

⎤ 

⎦ 

⎡ 

⎣ 
VI 

VG 

VL 

⎤ 

⎦ = 

⎡ 

⎣ IG 
0 
0 

⎤ 

⎦ (12) 

where YL=diag(yL1, ..., yLn), Let  α=I, and all of nodes except internal poten-
tial node is eliminated using Kron reduction theorem. The formula is satisfied as 
following: 

Y′
redVI = IG (13) 

where Y′
red=Yd − Yd ( �Y−1 

GG + �Y−1 
GGYGL�

−1YLG
�Y−1 
GG )Yd , and � = YLL  − 

YLG �Y−1 
GGYGL , �YGG=YGG + Yd . 

Let G ′ := (I, E ′
red  , A′

red  ) be the graph induced by Y′
red , we know that G ′ is a 

graph again from theorem 1 such that the reduced network admittance matrix Y′
red  

satisfies Laplacian properties approximately. The matrix Y′
red  can be rewritten into 

the follow form by spectral decomposition.



Power System Multi-oscillation Center Cut Sets Identification Method … 983

Y ′
red  = λ1u1v∗ 

1 + λ2u2v∗ 
2 + . . .  + λmumv∗ 

m (14) 

We can obtain the following inequality by arranging the eigenvalue of Y′
red : 

0 ≈ λmin=λ1 < λ2 < ... < λm = λmax (15) 

The problem of identification of cut set of oscillation center can be reiterated by 
algebraic graph language: consider a graph G ′ := (I, E ′

red  , A′
red  ), try to find set 

V1,V2 such that V1 ∪ V2=I, V1 ∩ V2=∅ and V1 , V2 �= ∅, and subject to: 

min J (V1, V2) =
∑

i∈V1, j∈V2 

a′
i j (16) 

The optimization problem of Eq. (1) cannot be solved directly due to the NP-
hardness property. We can define an index set x ∈ {1, +1}n such that i ∈ V1 if 
xi = 1 or i ∈ V2 if xi = −1, then the optimization problem can be write into 
Laplacian potential form as follow: 

min J (x) = 
1 

8 

n∑
i, j∈1 

a′
i j  (xi−x j )

2 (17) 

The above formula is equivalent to the following form duo to the Laplacian 
property of A′

red . 

min 
x∈{1,−1}n ,x �=±1 

J (x) = 
1 

4 
xT Y ′x (18) 

We can convert the continuous form into discrete form using slack technique: 

min 
y∈Rn ,‖y‖2=1,y⊥1 

J (y) = 
1 

4 
yT Y ′y (19) 

Then theorem 2 points out that the solution of Eq. (19) is:  

J = λ2, y = u2 (20) 

According to Theorem 3, we can find group of generator by using the sign pattern 
of u2, which is called Fiedler vector by the community of complex network generally. 
Moreover, we can find another cut set of oscillation center if we consider the different 
unstable mode, then the following optimization model is established: 

min 
y∈Rn ,‖y‖2=1,y⊥1,y⊥u2 

J (y) = 
1 

4 
yT Y ′y (21) 

we can observe that the solution of Eq. (1) is by using theorem 2 again:
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Fig. 1 Flow chart of the algorithm to identify oscillation center cut 

J = λ3, y = u3 (22) 

In conclude, the algorithm to identify the cut set of oscillation center we proposed 
is descripted in Fig. 1. 

3 Numerical Examples 

3.1 Four Machines Two Areas System Case 

Taking the four machines two areas system as an example, there are 4 equivalent 
synchronous generators and three equivalent loads in this system as Fig. 2 shows. 

Firstly, we will investigate the oscillation center of the system by setting a three 
phases fault on bus 8 and the fault is cleared after 0.12 s, then the response of angle 
and voltage dynamic is showed as followed :

~ ~ 
1G 

2G 

3G 

4G 

1 

2 

3 

4 

5 6 7 8 9 10  11  

7L 9L 

Fig. 2 Four machines two areas system 
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Fig. 3 Generator responses; a) angle responses b) voltage responses 

Fig. 4 Oscillation center cut 1 

G1 

G2 

G3 

G4 

2 

3 

4 

5 6 7 8 9 10  11  

Sign(u2)>0Sign(u2)<0 

oscillation center cut set 

From the left side of Fig. 5, we can see that generators are divided into two groups 
and the minimum voltage over all network is bus 8, constituting the oscillation center. 
Furthermore, we calculate the second eigenvector u2 of Yred , and the index vector 
[u2, FLGu2] is showed as following: 

Then the distribution of sign pattern of [u2, FLGu2] over all network node is 
showed as Fig. 4, we can see that the all nodes is divided into two groups depending its 
sign pattern, and the oscillation center cut set is nearing the node 8, which is consistent 
with the time domain simulation showed in Fig. 3, thus those result demonstrates the 
validity of proposed method.

3.2 IEEE39 Bus New England System 

The IEEE39 bus test system have 10 equivalent synchronous generators and 18 
equivalent loads in the system, of which the generator adopts the classical second-
order model and the load adopts the constant impedance model. 

We set a three-phase short circuit fault at bus 16, and the system loses synchronism 
after the fault is cleared at 0.72 s. We found that generators are divided into two 
groups, and then multiple groups of the generators with angle instability occur after 
the fault time is extended. The response of rotor angles is showed as followed:
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Fig. 5 Angle Rotor angle response; (a) angle instability with two groups generators, (b) angle 
instability with three groups generators

Using the algorithm proposed in the paper, we calculate the eigenvector corre-
sponding to the second small eigenvalue, as shown in the following table. 

The partition of all generators corresponding to second eigenvector 
u2 is V1 = {  G30, G31, G32, G37, G38, G39},V1 = {  G33, G34, G35, G36}, 
similarly, the partition corresponding to eigenvector u3 is 
V1 = {  G33, G34, G35, G36},V1 = {  G30, G31, G32, G39},V1 = {  G37, G38}, and 
then the oscillation center cuts are identified by the algorithm proposed as Fig. 6 
below shows. 

We can see that the generator group divided by oscillation center cut I and II is 
corresponded with the time domain simulation showed in Fig. 5. For example, the 
generator is divided into two group by oscillation center cut I, respectively, V1 and 
V2, which corresponds to the angle dynamic depicted in left side of Fig. 5, thus those 
result demonstrates the validity of proposed method.

Fig. 6 a Oscillation center cut set I, b Oscillation center cut set II, 
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Table 1 Element of index 
vector [u2, FLGu2]

u2 FLGu2 

−0.5609, −0.4757, 0.5168, 
0.4383 

−0.3417, −0.2898, −0.2514, 
−0.0100, 0.2316, 0.2670, 
0.3149 

Table 2 Element of index vector [u2, FLGu2] 

eigenvalue eigenvector 

λ2 = 
7.5203 

u2 = [ −0.1532, −0.1627, −0.0746, 0.2968, 0.3218, 0.3716, 0.4822, −0.2908, − 
0.5137, −0.1837] 

λ3 = 
8.0104 

u3 = [−0.0221, 0.6066, 0.3278, −0.0876, −0.0959, −0.1182, −0.1594, −0.0467, 
−0.6451, 0.2224] 

4 Conclusion 

This paper focuses on the identification power system multi-oscillation center cut 
sets by algebraic graph theory. There are three contributions. Firstly, voltage vector 
of the network is decomposed into the potential component and the load compo-
nent by investigating the structural properties of the network, and the mechanism of 
oscillation center is revealed by potential component. Second, an optimization model 
for generator grouping is formulated, which provides solid mathematical foundation 
of power system multi-oscillation center. Finally, a multi-oscillation center cut sets 
identification method is proposed and algorithm to find multi-oscillation center cut 
sets is designed. The four-machine two-zone system, IEEE39 bus system further 
verify the validity of the proposed method. 
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Research on the Adsorption Performance 
of β-Ga2O3 on C2H4 Gas in Transformer 
Oil 

Zhou Zemin, Wang Jialin, Pang Jianyou, Zhou Xiong, Huang Qianxiu, 
Shao Chen , and Guo Yuzheng 

Abstract C2H4 is an essential characteristic gas in the oil of oil-immersed power 
transformers used to assess the occurrence of faults. Its online monitoring provides an 
effective reflection of the transformer’s operating conditions in real time. To address 
the problem that conventional gas sensors are not responsive to characteristic gases, 
this paper uses an ultra-wide bandgap semiconductor material (β-Ga2O3) as a gas  
sensor to detect the fault characteristic gas C2H4. The structural and electronic prop-
erties of β-Ga2O3 have been investigated by means of first principles calculations, and 
its gas-sensitive mechanism and adsorption properties have been analyzed. Firstly, 
the optimal adsorption position of C2H4 gas on the β-Ga2O3 surface was determined 
by structural optimization; secondly, the adsorption behavior of C2H4 gas on the 
β-Ga2O3 surface was obtained by further analysis of the charge density difference, 
adsorption energy, electronic density of states, band structure and work function of 
the adsorption model. The results show that when C2H4 gas is adsorbed on the surface 
of β-Ga2O3, new surface states appear in the electronic density of states and band 
structure near the valence band maximum and conduction band minimum, which 
facilitates the carrier transfer between the valence and conduction bands. Also acting
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as an electron acceptor, β-Ga2O3 attracts electrons from the C2H4 gas molecule with 
a strong adsorption effect. The paper explores the potential of applying β-Ga2O3 

materials to the detection of dissolved gases in typical transformer oils, provides a 
theoretical basis for gas-sensitive adsorption, and demonstrates that β-Ga2O3 has 
excellent gas-sensitive properties for C2H4 gas. 

Keywords Absorption · Transformer oil · Ga2O3 · C2H4 · first-principles 

1 Introduction 

Transformers play a key role in the stability and reliability of the power grid. Among 
all types of transformers, the oil-immersed power transformer is one of the most 
widely used equipment [1–3]. In the long-term operation of the transformer, the 
transformer oil pyrolysis due to high temperature or partial discharge is a signifi-
cant problem. The pryolysis decomposition products include methane (CH4), ethane 
(C2H6), ethylene (C2H4), acetylene (C2H2) and other gases [4, 5]. In order to ensure 
a stable operation of the transformer and improve the safety and reliability of the 
power system, effective monitoring of the status of the transformer and on-time trou-
bleshooting must be assured [6]. The analysis found that the type of transformer 
failure is directly related to the composition of the mixed gas dissolved in the trans-
former oil which can be affected by factors such as high temperature and partial 
discharge. Currently, dissolved gas analysis (DGA) has been widely used as a tech-
nique to efficiently monitor the operating status of transformer equipment [7]. C2H4 

is one of the characteristic gases whose concentration can accurately characterize 
the real-time condition of the transformer. At present, the main method to effectively 
and reliably detect C2H4 is the by using gas sensor [8, 9]. So far, a lot of work have 
reported different gas sensors based on different material structures [10]. Among 
them, semiconductor sensors are becoming a key research content in monitoring 
fault characteristic gases in transformer oil due to their significant advantages of low 
cost and ease of synthesis. 

Jin et al. [11] has proposed a doped SnO2 based sensor, and reported a better detec-
tion performance with doping. Gao et al. [12] showed that the ZnO sensor has a strong 
adsorption capability. Wang et al. [13] discussed the gas adsorption performance of 
doped MoS2, and showed that doped MoS2 has stronger detection performance. Zhou 
et al. [14] discussed the detection performance of Pt-doped tungsten WSe2, and the 
calculation results showed that Pt-doped WSe2 has a good application prospect for 
on-line monitoring of fault characteristic gases in transformer oil. 

Gallium oxide (Ga2O3) is currently one of the most well concerned ultra-wide 
bandgap semiconductor materials, and its experimental band gap is about 4.8 eV. So 
far, Ga2O3 has 5 main crystal structures, among which the β phase is most stable. 
High-quality β-Ga2O3 thin films can be obtained by various methods such as laser 
molecular beam epitaxy, pulsed laser deposition, and radio frequency magnetron 
sputtering. Like other oxide semiconductors, β-Ga2O3 thin films have different
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conductivity in gases with different components after heating up. Thus, the potential 
of β-Ga2O3 in the field of gas sensing has long attracted lots of research atten-
tion. Fleischer et al. [15] proved that β-Ga2O3 can be used as a stable oxygen-
sensitive material. In addition, β-Ga2O3 itself has good chemical and thermal stability 
properties, which makes the material have greater potential in gas sensing. 

Our work propose to use the ultra-wide bandgap semiconductor material (β-
Ga2O3) as a gas sensor to detect the fault characteristic gas C2H4. By using  the  
first-principle calculation method, the adsorption sites of C2H4 gas molecules on the 
β-Ga2O3 crystal surface were studied. Then we study the geometry and electronic 
structure of the adsorption system to obtain the adsorption of gas molecules on β-
Ga2O3, and it was proved that β-Ga2O3 has an application potential in DGA as a gas 
sensor. 

2 Modeling and Calculation Method 

In this paper, Abinit software was used to perform first-principle calculations on the 
gas adsorption process of C2H4 [16]. The exchange correlation between electrons 
is described by the generalized gradient approximation (GGA) of Perdew-Burke-
Ernzerhof (PBE) through density functional theory [17]. The interaction between 
ions and valence electrons is described by projection and plane wave method [18]. To 
avoid the exchange–correlation effect of the surface model, a vacuum layer thickness 
of 15 Å was added the the structure. The plane wave cutoff energy is set to 520 eV, 
the Brillouin zone is sampled using a 5 × 5 × 1 Monkhorst–Pack k-point grid. The 
energy convergence value is set to 1 × 10–5 eV/atom, and the maximum stress is 
set to within 0.01 eV/Å. We performed modified calculations of the band structure 
using the hybrid functional (HSE06) to match the experimental bandgap [19]. The 
DFT-D correction was adjusted using the Grimme method to improve the accuracy 
of the adsorption energy calculation [20]. 

The adsorption energy Eads of the gas adsorption process is given by: 

Eabs = E(C2 H4/β−Ga2 O3) − E(C2 H4) − E(β−Ga2 O3) (1) 

where E(C2 H4/β−Ga2 O3), E(C2 H4), E(β−Ga2 O3) are the total energy after adsorption, the 
energy of C2H4 and the energy of β-Ga2O3, respectively. 

In addition, the charge density difference ∆ρ can be obtained as follow: 

ρ = ρ(C2 H4/β−Ga2 O3) − ρ(C2 H4) − ρ(β−Ga2 O3) (2) 

where ρ(C2 H4/β−Ga2 O3) is the charge density of the system after adsorption of C2H4 on 
the surface of β-Ga2O3. ρ(β−Ga2 O3) is the charge density of the surface of β-Ga2O3 

before adsorption of C2H4. ρ(C2 H4) is the charge density of C2H4 before adsorption.
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Fig. 1 Optimized C2H4 and Ga2O3 atomic structure 

3 C2H4 Gas Molecule and β-Ga2O3 Structure 

Before establishing the adsorption model, we performed a precise structural opti-
mization on the crystal structure of C2H4 gas molecules and β-Ga2O3, in order 
to obtain lattice constants consistent with the experimental results. The optimized 
geometry and lattice constants of C2H4 and β-Ga2O3 are shown in Fig. 1. 

As shown in Fig. 1(a), the molecular structure of C2H4 is a linear structure. The 
C-C bond length is 1.21 Å, and the C-H bond is 1.07 Å. As can be seen from Fig. 1(b), 
the lattice parameters of β-Ga2O3 are a = 12.21 Å, b = 3.03 Å, c = 5.79 Å, α = γ 
= 90°, β = 103.8°, which are consistent with the experimental work [21]. Each unit 
cell contains four Ga2O3 molecular formula units. The Ga atoms in each β-Ga2O3 

unit cell are mainly composed of tetrahedral coordination (Ga1, four O atoms around 
each Ga) and octahedral coordination (Ga2; eight O atoms around each Ga). In β-
Ga2O3, the ratio of these two Ga atoms is 1:1. There are three coordination modes 
of O atom, in which the O1 is bonded with two Ga2 and one Ga1 atom; the O2 atom 
is bonded with three Ga2 atoms and one Ga1 atom; the O3 atom is bonded with two 
Ga1 atoms and one Ga2 atom. The anion close-packed structure of β-Ga2O3 makes 
it easy to form O ion vacancies, resulting in an n-type semiconductor characteristic. 

4 Adsorption Analysis of C2H4 Gas on β-Ga2O3 Surface 

We choose 2D β-Ga2O3 crystal as the gas adsorption surface. The most stable adsorp-
tion structure system of C2H4 on the surface of β-Ga2O3 is shown in Fig. 2. It can  
be seen from the figure that the adsorption distance between C2H4 molecule and β-
Ga2O3 is 2.75 Å. It can be judged by the calculation of the adsorption energy that the 
adsorption energy is −0.22 eV, where the negative sign indicates that the adsorption
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Fig. 2 Adsorption model of C2H4 on β-Ga2O3 

process is an exothermic process, which proves that the surface of β-Ga2O3 has a 
strong adsorption of C2H4 gas molecules. 

As shown in Fig. 3, from the charge density difference we found that the C2H4 gas 
transferred electrons to the β-Ga2O3 surface due to the adsorption reaction. C2H4 

gas molecules act as electron donors, and the transferred electrons mainly surround 
the O atoms on the surface of β-Ga2O3, that is, the characteristics of strong electron 
acceptors. According to the above charge transfer phenomenon, C2H4 gas molecules 
have strong adsorption on the surface of β-Ga2O3.

Figure 4 and Fig. 5 show the total density of states (TDOS) and energy band 
structure diagrams of β-Ga2O3 before and after adsorption. Firstly, the bandgap 
value of β-Ga2O3 obtained by hybrid functional is 4.41 eV, which is consistent 
with the experimental value. Secondly, the TDOS diagram shows that the overall 
model after adsorption shifts to the left, and the energy required for electrons to 
transfer from the top region of the valence band to the bottom of the conduction band 
decreases. At the same time, the band gap of the model after adsorption is 3.65 eV. 
Comparing the energy band structure before and after adsorption of C2H4 molecules 
on the β-Ga2O3 crystal plane, the band gap of the β-Ga2O3 is 17% smaller than 
that before adsorption. From the charge density difference in Fig. 3, it can be seen 
that when C2H4 is adsorbed on the β-Ga2O3 crystal plane, electron transfer occurs, 
thereby reducing the band gap after adsorption. This shows that the conductivity of 
the model after adsorption increases, and when β-Ga2O3 is used as a gas sensor for 
C2H4, the resistance decreases.

Figure 6 shows the work function of C2H4 gas molecules before and after adsorp-
tion on the surface of β-Ga2O3, and the work function before adsorption is 7.92 eV. 
After adsorption, due to the charge transfer between the adatoms and the adsorption 
surface, the surface dipole moment changes, and the work function after adsorption
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Fig. 3 Charge Density Difference of C2H4 on the surface of β-Ga2O3

Fig. 4 Electronic density of 
states of pure Ga2O3 and 
C2H4-Ga2O3

becomes 8.75 eV, an increase of 0.83 eV. The significant change of work function 
shows that β-Ga2O3 has the potential to be a work function gas sensor.
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Fig. 5 Band structure of pure Ga2O3 and C2H4-Ga2O3

Fig. 6 Work function of 
C2H4 before and after 
adsorption 

5 Conclusion 

Through first-principle calculations, this work uses Abinit software to theoretically 
explore the detection performance of the fault characteristic gas C2H4 in transformer 
oil on the β-Ga2O3 crystal surface, and proves the application potential of β-Ga2O3 in 
gas sensors. The electronic behavior of β-Ga2O3 before and after C2H4 adsorption 
was determined according to the analysis of charge transfer, electronic density of 
states and energy band structure. During the adsorption process, β-Ga2O3 strongly 
adsorbs C2H4 gas, and C2H4 gas transfers electrons to β-Ga2O3, which leads to a 
decrease in the forbidden band width, that is, a decrease in resistivity. The discussion 
of the detection performance of β-Ga2O3 in this paper provides theoretical guidance 
for further experimental research.
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Research on Growth Characteristics 
of Water Tree in XLPE 

Hong Yang, Xiaokai Meng, Zhumao Lu, and Wei Wang 

Abstract Water trees are one of the important reasons for the deterioration of XLPE 
insulation. How to quickly cultivate a water tree in XLPE that is consistent with 
the actual cable has always been a concern. The accelerated water tree aging was 
performed on cross-linked polyethylene samples using a 10 kHz high-frequency 
high-voltage power supply. Different induction conditions were set for comparison, 
and the growth characteristics of water trees were observed, the aspect ratio and fractal 
dimension of water trees were counted. The research results show that in water tree 
cultivation, if the water does not fully enter the defect, there will be bubbles at the 
tip, forming a local high field area and inducing the formation of an electric tree. To 
induce the formation of water trees, moisture must be full of defects. Up to 10 kHz, 
increasing the voltage frequency will not change the morphology of the water tree, 
but will accelerate the growth of the water tree. Under the action of high-frequency 
voltage, the water tree grows in a fan shape from the knife edge to the outside, and the 
growth rate of the water tree is nonlinear. The fractal dimension of the water tree does 
not change with the growth of the water tree. From the induction to the penetration, 
the fractal dimension of the water tree remains unchanged, with an average value of 
about 1.85. 

Keywords Water tree · XLPE · High frequency · Growth 

1 Introduction 

Some medium and low voltage XLPE cables run in a high humidity environment 
for a long time, which may easily lead to the formation of water trees and lead 
to cable accidents [1]. Accelerated water tree aging culture in the laboratory is an
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important means of water tree research [2, 3]. In the current study, different levels 
and frequencies of applied voltages lead to different growth characteristics of water 
trees [4, 5]. J. Sletbak [6] accelerated water tree aging for XLPE cables with different 
voltage levels, and found that when the applied voltage was increased from 50 Hz 
to 5 kHz, the water tree induction time became shorter and the growth rate became 
faster; Peter werelius et al. [7] used Power frequency voltage accelerates the aging 
of water trees, and found that as the aging time of water trees increases, the dielectric 
properties of XLPE also change; Sverre Hvidsten [8] and others found that different 
applied voltages will produce water trees with different morphologies, long and 
sparse. Water trees and dense and non-penetrating water trees; Zhou Kai [9] and 
others found that there were significant differences in the size and morphology of 
water trees in cross-linked polyethylene materials under four rectified voltages with 
different polar frequencies of 400 Hz. 

At present, most of the researches focus on the effects of cable water tree aging 
and water tree aging characteristics. There are few studies on the water tree aging 
process, and the research on the aging rate and morphological characteristics of water 
trees. 

In this paper, the water jet electrode method was used to accelerate the aging of the 
XLPE material under the condition of a high-frequency high-voltage power supply 
of 10 kHz and 5.5 kV, and the length of the water tree was calculated by continuous 
observation of the water tree. Through the continuous observation of water trees, 
the aspect ratio and fractal dimension of water trees were counted, and the growth 
characteristics of water trees were studied. 

2 Sample Preparation and Test Methods 

2.1 Sample Preparation 

Select 8.7/10 kV XLPE cable to make the sample. Strip the cable outer jacket, 
copper shield, inner and outer semiconductor layers. The cross-linked polyethylene 
insulating layer was taken out, and a rectangular sample of 50 mm× 50 mm× 4.7 mm 
was made by a mold, and an area with a central diameter of 20 mm was taken as 
the accelerated water tree aging area. The experiment adopts the water jet electrode 
method, and the blade is pressed into the interior along the direction perpendicular 
to the surface of the sample. As shown in Fig. 1, three knife edges are formed on 
the surface of the sample, the length of the knife edge is 3 mm, and the insulation 
thickness is 2.5 mm. Defects of cross-linked polyethylene.
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Fig. 1 XLPE sample 
schematic 

Fig. 2 Water tree aging 
experiment platform 

2.2 Test Methods 

The accelerated water tree aging test was carried out on the XLPE flake samples using 
the cup-shaped experimental tank recommended by the IEC/TS 61,956 standard, 
and an appropriate amount of 1 mol/L sodium chloride solution was added to the 
experimental tank. The power supply applied a high frequency voltage of 10 kHz 
and an effective value of 5.5 kV for water tree aging. The temperature of the aging 
experiment is room temperature 23–25 °C, and the experiment is carried out in an 
atmospheric pressure environment. The appearance of the experimental platform is 
shown in Fig. 2. 

3 Results and Analysis 

3.1 Observation and Statistics of Water Tree Samples 

A piece of cross-linked polyethylene sample was taken every other day. Cut the 
sample with a thickness of about 200 m in the vertical direction of the knife edge, 
soak it in methylene blue at 90 °C for 4 h, and wipe it with a dust-free cloth after it 
is fully dyed, and then place it under a microscope to observe the growth of water 
branches., and measure the length and lateral width of the water tree growing in the 
direction of the knife edge. Take 2 values at each knife edge, and observe and count 
6 values for each test sample. The length and width of the water tree were measured
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Fig. 3 Statistics on the length and width of water tree in different aging time 

using the software provided with the microscope. The statistical results are shown 
in Fig. 3. 

From the perspective of length, the growth length of water tree shows a parabolic 
relationship with time. The initial stage of water tree growth (1–3 days) grows rapidly, 
and the length increases with the increase of aging time. However, the growth of water 
trees slowed down after 3 days of aging. From the perspective of width, in the early 
stage of aging, the width of water tree increased with time, but in the middle stage of 
aging, there was no obvious relationship between the width of water tree and time. 

3.2 Conditions for the Formation of Water Trees 

Since some scholars have different cultivation conditions for water trees, and they 
have reached a unified conclusion about the formation conditions of water trees, under 
the aforementioned experimental conditions, this paper made a set of comparative 
experiments, and one of the two groups of experimental tanks was pumped. Vacuum 
treatment, one is not taken, under the condition of no vacuum, because of the surface 
tension of water, the water fails to enter the defect, so that there are air bubbles at the 
tip of the defect. The experimental tank was vacuumed, and the defect was filled with 
sodium chloride solution. The samples were aged separately under the same external 
application conditions. The experimental results showed that in the presence of air
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Fig. 4 Bubble-induced 
electrical tree 

bubbles at the tip, no water tree was induced for up to 20 days. If the test voltage is 
increased, the cross-linked polyethylene samples will directly induce the formation 
of electrical trees, as shown in Fig. 4. The samples that have been vacuumed can 
basically successfully induce water trees. Through the simulation calculation of the 
electric field distribution of the needle tip, it is found that when there is an r = 2 μm 
bubble at the tip, the maximum field strength at the tip is about 6 times that without 
bubbles. It can be seen that if the experiment needs to induce the formation of water 
trees, it needs to exist in the presence of water and electric field at the same time, 
and the intensity of the electric field cannot be too high, otherwise the formation 
of electric trees will be induced. Therefore, we especially suggest that it is very 
important to get sufficient water into the defect interior in cultivating water trees. 

3.3 The Effect of Voltage Frequency on the Growth of Water 
Trees 

Since this experiment uses a higher frequency, there is currently no basis for research 
on whether the increase in frequency will affect the change of water tree morphology. 
Therefore, this paper compares the 10 kHz situation with other scholars’ 400 Hz and 
3 kHz water tree morphology characteristics. The morphological characteristics of 
the water tree are shown in Table 1. 

Table 1 Morphological 
characteristics of water tree 
under different frequencies 

Frequency Aging time Length/Width (mm) 

400 Hz 20 days 0.275/0.249 

3 kHz 7 days 0.35/0.288 

10 kHz 3 days 1.42/0.7
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Fig. 5 Fractal dimension of 
water tree 

3.4 Water Tree Fractal Dimension 

After converting the water tree image into a binarized image, the box-counting dimen-
sion method [10] is used to conduct fractal dimension statistics on the water tree 
induced by the water jet electrode every day. The calculation method is as follows: 

DimB F = lim 
δ→0 

((log Nδ(F))/ − log δ) (1) 

In the formula: F is the non-empty bounded subset of Rn, and Nδ(F) is the  minimum  
number v of the set whose diameter is at most δ that can cover F. 

The results (see in Fig. 5) show that the fractal dimension of water trees maintained 
at about 1.85 for 10 days of waterjet electrode culture. By referring to the literature 
[11], it is known that the fractal dimension of water trees is basically maintained at 
about 1.85. 

This shows that the use of 10 kHz voltage for water tree cultivation can improve 
the growth rate of water trees without changing the morphology of water trees, so it 
can improve the efficiency more efficiently. 

4 Conclusion 

In water tree cultivation, if the water does not fully enter the defect, there will be 
bubbles at the tip, forming a local high field area and inducing the formation of an 
electric tree. To induce the formation of water trees, moisture must be full of defects. 

Up to 10 kHz, increasing the voltage frequency will not change the morphology 
of the water tree, but will accelerate the growth of the water tree. 

Under the action of high-frequency voltage, the water tree grows in a fan shape 
from the knife edge to the outside, and the growth rate of the water tree is nonlinear.
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The fractal dimension of the water tree does not change with the growth of the 
water tree. From the induction to the penetration, the fractal dimension of the water 
tree remains unchanged, with an average value of about 1.85. 

This shows that the use of 10 kHz voltage for water tree cultivation can improve 
the growth rate of water trees without changing the morphology of water trees, so it 
can improve the efficiency more efficiently. 
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Pitch Angle Control of Wind Generation 
System Based on Wind Speed Prediction 

Xia You, Bo Zhou, Youren Wang, Xiang’an You, Qingxi Zeng, 
and Honghao Guo 

Abstract For limitation of mechanical and electrical load, wind power generator 
system (WPGS) should keep constant power while running above nominal wind 
speed. Since hysteresis characteristic of pitch actuator, output power exists a big 
fluctuation when wind speed changes. This paper combines feed forward control 
based on wind speed prediction with single neural PID control to realize constant 
power control when wind speed is above rated value. BP neural network optimized 
by Genetic Algorithm is used to predict wind speed of next step, then the compen-
sation value of feed forward pitch angle is given in advance according to predicted 
wind speed, thus compensate time-delay of pitch angle actuator. Simulation results 
show that with the produced constant power control strategy based on wind speed 
prediction, the output power of WTGS shows smaller fluctuation, thus can reduce 
mechanical load and prolong the service life of WTGS. 

Keywords Wind speed prediction · Constant power control · BP neural network ·
Genetic Algorithm
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1 Introduction 

When wind turbine operates above rated wind speed, due to the limitation of mechan-
ical and electrical loads, the pitch angle must be adjusted in time, so as to adjust the 
aerodynamic torque of the wind turbine and make the wind turbine output constant 
power. Because most of the pitch mechanism has time delay, the adjustment of pitch 
angle often lags behind the change of the wind speed, resulting in large fluctua-
tions of the output power, thus the drive system bears a larger load. At present, the 
common methods of constant power control include PID control, neural network 
control, sliding mode control, etc. They are all feedback control methods based on 
deviation. The controller will start to adjust only when the output power deviates from 
the given power [1–5]. Literature [6] uses Newton–Raphson algorithm to estimate 
effective wind speed according to real-time power, and gives appropriate feedfor-
ward pitch angle according to estimated wind speed, which improves the effect of 
constant power control. But the above method does not compensate for the delay 
of the pitch angle adjustment mechanism. This paper proposes a pitch angle control 
strategy based on the combination of predictive wind speed feedforward and single 
neuron PID control to compensate time-delay of pitch angle adjustment mechanism 
[7–9]. 

2 Mathematical Model of Variable Pitch WPGS 

2.1 Wind Turbine Model 

From the aerodynamics of the wind turbine, the expressions of the mechanical power 
Pm and aerodynamic torque Tm captured by the wind turbine are as follows: 

Pm = 1 
2 
ρ SCp(β, λ)v3 (1) 

Tm = Pm/ω (2) 

where ρ is air density, S is the swept area of wind wheel, β is pitch angle, λ is tip 
speed ratio, v is wind speed, ω is rotation speed of wind turbine. 

The power coefficient curve of Cp is shown in Fig. 1. It can be seen that Cp can be 
changed by adjusting pitch angle β. The output power Pm also changes accordingly.
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Fig. 1 Power coefficient 
curve 
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2.2 Transmission System Model 

The transmission model of the direct-drive WPGS can be obtained from the 
mechanical Eq. (3). 

Tm − Te = Bω + J dω 
dt  

(3) 

where, Tm is the output torque of the wind turbine, Te is the generator resistance 
torque, B is the friction coefficient, and J is the moment of inertia. 

2.3 Model of Double Salient Electro-Magnetic Generator 

Double salient electro-magnetic generator (DSEG) is a new type of brushless gener-
ator with the advantages of simple structure, flexible control, high reliability, low 
cost and low starting torque. According to literature [10], we can build the Model of 
DSEG. The output voltage and torque will change with the variation of excitation 
current. Power signal feedback method is used to adjust the electromagnetic torque 
of DSEG by controlling the excitation current at low wind speed, so as to realize 
maximum power point tracking (MPPT) control at low wind speed. 

2.4 Pitch Angle Actuator Model 

Most of the pitch actuators of large wind turbines are of crank-slider structure. The 
electro-hydraulic proportional valve is used to control the servo hydraulic cylinder 
system. The system equation is: 

dβ 
dt  

= 1 
Tβ 

(βr − β) (4)
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Taking the time-delay characteristics of the hydraulic drive system into account, 
the transfer function of pitch actuator can be obtained: 

β(s) 
βr(s) 

= 1 

Tβs + 1 e
−τ s (5) 

where, β is the output pitch angle, βr is the reference pitch angle output by the 
constant power controller, Tβ is the time constant of the inertia link, and τ is the time 
delay of the hydraulic transmission system. 

3 Wind Speed Prediction Based on Genetic BP Neural 
Network 

3.1 Principle of Genetic Algorithm 

Genetic algorithm is a parallel random search optimization method. When genetic 
algorithm is used for optimization, the parameters to be optimized are coded into 
individuals by binary or real number coding method, and then the individuals are 
screened according to fitness function and through selection, crossover and mutation 
operations. The individuals with good fitness are retained, and the individuals with 
poor fitness are eliminated. The new population is superior to the previous generation. 
The iteration is repeated until the maximum evolution algebra or the specific fitness 
value is reached, and the optimal individual is obtained. 

3.2 Introduction to BP Neural Network 

BP neural network is a multilayer feedforward neural network. BP neural network is 
composed of input layer, one or more hidden layers and output layer. In the forward 
transmission of signals, the input signals are processed layer by layer from the input 
layer to the hidden layer until the output layer. The neuron state of each layer only 
affects the neuron state of the next layer. If output cannot reach the expected output, 
the error will be back-propagated, and the weight and threshold will be changed.
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3.3 Genetic BP Neural Network Prediction Flow 

The Genetic BP neural network prediction includes four parts: the determination of 
BP neural network structure, the optimization of initial weights and thresholds, the 
training of BP neural network, and BP neural network prediction. 

1) Structure determination of BP neural network. The structure of BP neural 
network is determined according to the number of input and output parame-
ters. The wind speed at the next moment is predicted according to the historical 
wind speed at the first three points. Therefore, BP neural network has three input 
parameters and one output parameter. The number of nodes in the hidden layer 
can be selected as 5 according to experience. The structure of BP neural network 
can be set as 3-5-1, with 3 × 5 + 5 × 1 = 20 weights and 5 + 1 = 6 thresholds. 
The real number encoding method is adopted, and the individual encoding length 
is 20 + 6 = 26. 

2) Genetic algorithm optimization. Genetic algorithm is used to optimize the initial 
weight and threshold of BP neural network, so that the optimized BP neural 
network can better predict the function output. The elements of genetic algorithm 
to optimize BP neural network include population initialization, fitness function 
determination, selection operation, crossover operation and mutation operation. 
Through genetic algorithm optimization, individuals with the highest fitness are 
found, and the initial weights and thresholds of BP neural network to be trained 
are determined. 

3) BP neural network training. The following steps are included: 

Step 1: input and output data normalization. 
Step 2: Calculate hidden layer output. 
Step 3: Calculate output layer output. 
Step 4: Error calculation. 
Step 5: Update weights and thresholds. 
Step 6: Judge whether the algorithm iteration is over. If not, return to Step 2. 

4) BP neural network prediction. Input the test data into the trained BP neural 
network, use BP neural network to predict the corresponding output, and compare 
the actual output with the theoretical output to show the prediction error. 

4 Pitch Control Based on Predictive Wind Speed 
Feedforward 

4.1 Pitch Angle Controller 

The pitch compensation control based on predictive wind speed feedforward is intro-
duced. The system combines predictive pitch angle control with single neuron PID 
control to control the change of pitch angle. The block diagram of pitch angle
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Fig. 2 Block diagram of pitch angle controller based on predictive wind speed feedforward 

controller is shown in Fig. 2. When the wind speed change is predicted, the feed-
forward controller will give the compensation amount β02 in advance. To avoid 
overshoot of pitch angle, the pitch angle β01 output by PID control is multiplied by 
a smaller coefficient K1 when wind speed changes. After the wind speed is stable, 
the output of PID control is output normally, thus effectively avoiding overshoot of 
pitch angle. 

4.2 Modeling of Nonlinear Relationship Between Pitch 
Angle and Wind Speed 

There is a nonlinear relationship between the pitch angle and the wind speed. 
In order to obtain the feedforward compensation amount, take the wind speed 
V = [9 10 11 12 13 14 15 16] and obtain the desired pitch angle compensation 
amount β02 = [10−5 1.2 4.25 10 14.5 17.86 20.7 23.13] of corresponding wind 
speed through simulation. RBF neural network is used to establish the nonlinear 
mapping of wind speed and compensation angle, so that the compensation amount 
of pitch angle can be given in real time according to predicted wind speed. 

5 Simulation Study and Results Analysis 

Taking the wind speed data of a wind farm in Jiangsu as an example, the genetic BP 
neural network is used to predict wind speed. The wind speed of first 600 s is taken 
as training data, and the last 100 s is taken as prediction data. First, the initial weight 
and threshold of the BP neural network are optimized by genetic algorithm, and then 
the BP neural network is trained by the training data, Finally, the trained BP neural 
network is used to predict wind speed. The solid line in Fig. 3 is the predicted wind 
speed, and the dotted line is the actual wind speed. It can be seen that the predicted 
wind speed curve almost coincides with the actual wind speed curve.
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Fig. 3 Predicted wind speed 
and actual wind speed 

Fig. 4 Response curve of 
measured wind speed 
feedforward under step wind 
speed

Figure 4 and Fig. 5 respectively simulate the response under step wind speed. It 
can be seen that: 1) In predicted wind speed feedforward control mode, the pitch angle 
starts to adjust at the moment of wind speed jump without delay, the output power 
fluctuation is smaller. 2) When the wind speed increases, the pitch angle increases 
to ensure constant power output. 

Figure 6 and Fig. 7 respectively simulate the response under random wind speed. 
It can be seen that after initial state, output power fluctuation of predicted wind speed 
feedforward control is smaller, and the control effect is better.
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Fig. 5 Response curve of 
predicted wind speed 
feedforward under step wind 
speed

Fig. 6 Response curve of 
measured wind speed 
feedforward under random 
wind speed
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Fig. 7 Response curve of 
predicted wind speed 
feedforward under random 
wind speed 

6 Conclusions 

This paper proposes a pitch angle control method based on wind speed prediction 
feedforward. It uses genetic algorithm optimized BP neural network to predict wind 
speed, and obtains the corresponding pitch angle feedforward compensation based 
on RBF neural network according to the predicted wind speed. The simulation shows 
that the control effect using predicted wind speed feedforward is better than measured 
wind speed feedforward method. The output power of the former is more stable. 
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An Experiment on the Characteristics 
of Sturgeon Perceiving and Avoiding 
Current Fields in Water 

Nan Liu, Ke Zhong, Yunfan Ye, Jiahao Chen, Bo Tan, Huiwu Wang, 
and Hailiang Lu 

Abstract Single-ground HVDC transmission line and auxiliary anode in impressed 
current cathodic protection will inject DC current to the ground and likely impact 
the actions of fish in the surrounding waters. Two rod electrodes were utilized to 
inject DC current into the water and simulate an inhomogeneous current field. Stur-
geon was chosen as the experimental species. On the aquarium, a wireless camera 
was installed to record video of the fish’s behavior. A three-dimensional tracking 
algorithm was developed to quantify the response of sturgeon samples subjected to 
various voltages and to examine their trajectory and velocity. The trajectories of fish 
in varied DC current fields were recorded by varying the DC power source’s output 
voltage. Findings indicate that sturgeon can detect the water’s current and would turn 
at a particular current density. By statistically analyzing the current intensity at the 
turning places, the turning and bearing threshold was determined to be 0.5172 A/m2.
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Keywords Inhomogeneous current field · Three-dimensional tracking program ·
Fish behavior · Current density 

1 Introduction 

HVDC is frequently utilized in China given to its various advantages. Yet, during 
the single-ground operation of HVDC, rated current will be injected straight to the 
ground, and the impressed current cathodic protection’s auxiliary anode will also 
produce ground entry current. The conductivity of water is greater than that of soil, 
therefore once there is water adjacent to the entry site, the current will likely influence 
the behavior of aquatic organisms, particularly fish. 

Previous researchers have built up a variety of platforms to study the influence 
of electromagnetic fields on fish behavior, obtaining positive results [1]. The scholar 
Prel has investigated the critical value of electric field intensity Irritation to many 
fish, utilizing a fishing net to confine the fish between electrode plates and control 
the plate’s movement to amplify the electric field, and recording the critical value 
of electric field when the fish reacts visibly to the change in field intensity [2]. Yang 
Quanwei and his colleagues have used dipole electric field to test the fish’s avoidance 
reaction, utilizing frame-by-frame method to record the fish’s action of pause, turning 
back, and by-passing and the corresponding electric field strength, and determining 
the critical value of electric field when sturgeon of various months exhibit avoidance 
behavior [3]. 

With the development of electric fishing technology in the 1960s, researchers from 
all nations undertook studies on electric fishing. The scholar Privolnev observed that 
fish enter a paralyzed state when stimulated by a particular current density in the 
water, and he estimated the right voltage for electric fishing equipment [4]. Cai 
Houcai and his colleagues observed the behavior of fish in a direct current electric 
field, recording the fish’s respiratory interruption rate, rate of side-fall, and balance 
full recovery time after power failure in varying electric field intensities, thereby 
establishing a correlation between electric field intensity and a variety of stimulating 
behaviors of fish [5]. 

In fish research, fish are anesthetized for manipulation when vaccinations, blood 
samples, and anat-omies are required. The scholar Feng Guang-peng and his 
colleagues used to electrically anesthetize fish with varying voltages, recording their 
behavioral characteristics and serum biochemical index at various times after elec-
trical anesthesia, thereby determining the practical utility of elec-troanesthesia [6]. 
David A. Sterritt and his colleagues administered electrical anesthesia to mature 
salmon. According to the data he collected, fish treated with electrical anesthesia 
had a significantly lower mortality rate than those treated with chemical anesthesia 
[7]. 

Relevant international standards can be found by searching for pertinent infor-
mation: Per the CIGRE and IEC standards [8, 9], the limit of current density of an 
unprotected ocean ground pole is 6 to 10 A/m2, based on the human body’s safety
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current, and the limit will be 40 to 50 A/m2 after specific protective measures are 
taken. There are primarily the following limitations in the present research: 

1. Using the observational method alone will result in an undue influence of subjec-
tive factors. Fish stimuli responses cannot be accurately measured. The precision 
is inadequate, and the rigor is absent. 

2. In certain experiments, it is detrimental to fish. For instance, throughout the 
course of an experiment, experimental fish suffered paralysis, shock, breathing 
interruption, and floating, resulting in important data that harms fish and does 
not meet ecological and environmental protection standards. 

3. The experimental environment’s design cannot accurately simulate the actual 
project’s current field. 

4. Current worldwide critical value guidelines for current density are drawn from 
human safety standards and have a low reference value for fish studies. 

For the aforementioned problems, it is possible to construct a platform for inves-
tigating the impact of electric current field on fish behavior in a comprehensive 
manner, based on a three-dimensional tracking program, describing fish’s stimulating 
behavior objectively, conducting a systematic study of the effect of electric ground 
current on fish behavior without causing obvious harm to fish, and determining the 
relevant critical value. This experiment’s results can inform the formulation and 
adjustment of applicable standards. 

2 Experimental Program 

2.1 Experimental Platform and Experimental Process 

The experimental tank measures 70 cm 50 cm, and two stainless steel rod elec-trodes 
with a diameter of 6 mm are placed in the center of both sides of the tank to generate 
an asymmetrical current field. The electrodes of the rods are linked to the positive and 
negative terminals of the DC-regulated power supply, which is capable of providing 
a consistent output of 100 V voltage and 1A current. The experiment is designed to 
apply a maximum of 50 V of electricity. In accordance with the calculated circuit 
resistance values, the output of the power supply can meet the specifications. A 
wireless camera is mounted above the aquarium to record the behavior trajectory 
of fish. Figure 1 depicts the physical diagram constructed in accordance with the 
experimental platform design plan.

The three-month-old juvenile sturgeon utilized in the experiment was obtained 
from an aquatic market. The oxygen concentration was maintained for 15 days using 
an oxygenation pump and dechlorinated water. The water temperature was (28 ± 1) 
degrees Celsius, and the photoperiod lasted 12 h. Every sturgeon was fed once each 
day. The sturgeon were fasted for twenty-four hours before to the test. The testing 
technique was as follows: (the water level was 3.5 cm to ensure that the sturgeon
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Fig. 1 Arrangement of the 
experimental platform

could swim freely and also to avoid strenuous movements in the vertical direction). 
Wait until the test fish becomes accustomed to the environment. After the test fish 
swam uniformly around the wall, the experiment was initiated and all researchers 
were instructed to remain silent so as not to influence the behavior of the sturgeon. 
As a control group, the camera recorded five minutes of natural swimming behavior 
prior to applying the voltage. Subsequently, DC voltages of 5 V, 10 V, 15 V, 20 V, 
25 V, 30 V, 35 V, 40 V, and 45 V were applied to the electrodes, causing an unequal 
current field to form in the water. The camera recorded the swimming activity of the 
test fish for five minutes in an uneven current field. To allow the sturgeon to recuperate 
from the effects of electrical stimulation, a three-minute break was placed between 
test groups. 

2.2 Selection of Experimental Fish 

Important to the experimental design is the selection of test fish. Several varieties of 
fish are utilized in biological investigations. In this paper, we examine the correlation 
between the design of current fields and the behavioral responses of fish, and the 
electro-receptors of fish play a significant role in this correlation. In order to obtain 
relatively representative results, fish with electroreceptors should be selected when 
selecting fish, and sturgeon is the most common fish with electroreceptors in existing 
studies. 

To conform to the experimental platform design and video tracking technology, the 
test fish species must meet the following criteria: 1. The test fish should be of moderate 
length to ensure that the experimental tank in the laboratory does not inhibit the 
fish’s usual activity. 2. The test fish should be of moderate size to make breeding and 
experimenting easier. The test fish should have low water quality requirements and 
be less susceptible to water quality. The test species is more common and accessible. 

Due to the length and size of mature fish with electroreceptors, it is diffi-
cult to conduct behavioral research under laboratory circumstances. A variety of 
electroreceptor-containing fish have been demonstrated [10], and sturgeon is the
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species of electroreceptor-containing fish with the most individual experimental 
research; the sturgeon used in this study are 3-month-old hybrid sturgeon juveniles 
obtained by breeding. 

2.3 Target Identification and Tracking Program 
Implementation 

Mainstream target recognition techniques include the inter-frame difference-based 
method, the background difference-based method, and the optical flow equation-
based method. In this experiment, motion target detection occurs predominantly 
against a static background (in the water tank), and since the background difference 
approach has a higher recognition rate against a static background, it is employed 
for programming. 

At the initial phase, the background model is developed. The color information 
in the video captured by the camera is RGB three-channel information, which has a 
significant amount of data, a sluggish computing speed, and is susceptible to factors 
such as lighting. This experiment uses the approach of converting the color video 
acquired by the camera into a grayscale image, utilizing a weighted average algorithm 
to compute the grayscale value, as stated in the following equation, in order to reduce 
the number of calculations and increase computation speed. 

I = 0.2989 × r + 0.5890 × g + 0.1140 × b (1) 

where I is the gray value, r is the blue component, g is the green component, and 
b is the blue component. The weighting coefficients of each channel are obtained 
according to the different sensitivities of human eyes to different colors, and the 
coefficient ratio of the three channels is 3:6:1. 

The statistical background model estimate method is used to determine the 
grayscale backdrop, and the average gray value R of each pixel point of the image over 
a period of time and the variance of gray value C throughout this period are computed. 
The pixels within this time interval are filtered under the following conditions: 

|R(x, y) − B(x, y)| < C(x, y) (2) 

where B(x, y) is the pixel gray value of the background image, R(x, y) is the mean of 
the gray value of the pixel over time, and C(x, y) is the variance of the gray value of 
the pixel over time. 

The second phase involves frame-by-frame distinction. After establishing the grey 
background model, the images in the video can be greyed out frame by frame and 
then differenced from the grey background model. The difference method is then 
used to segment the target. The computation for the difference is provided in the 
following equation.



1020 N. Liu et al.

(a)Grayscale map of the current frame    (b) The binary image obtained after threshold segmentation 

Fig. 2 Background Difference and Threshold Segmentation Objectives 

D(x, y) = |N (x, y) − B(x, y)| (3) 

where D(x, y) is the set of foreground image pixels obtained by differencing, that is 
the set of pixels of the identified target; N(x, y) is the set of gray values of all pixels 
of the current frame image; B(x, y) is the set of gray values of all pixel points of the 
background model. 

Due to the slight change of illumination, there will still be a slight difference 
between the background pixels in the current frame and the background pixels in the 
background model. Therefore, in the current frame, the foreground pixel points are 
calculated to get a larger D value, while the background pixel points are calculated 
to get a smaller D value, and a threshold is needed to filter the pixel points to get the 
set of foreground (target) pixel points. The discriminant equation is: 

F(x, y) =
{
0, D(x, y) <  T 
1, D(x, y) ≥ T 

(4) 

where F(x, y) is the set of pixels in the foreground (target); D(x, y) is the set of 
pixels obtained by differencing the current frame and the background frame; T is the 
segmentation threshold, which can be calculated by the maximum interclass variance 
algorithm. 

In the third phase, the segmentation threshold is chosen using the maximum 
inter-class variance technique. The maximum interclass variance technique iterates 
through all 0–255 grayscales, obtains two sets of pixels C1 and C2 when the threshold 
T is different grayscales, and calculates the inter-class variance between the two sets. 
When the interclass variance value produced is the maximum, the grayscale value 
is the segmentation threshold, at which time a stronger segmentation effect may be 
achieved and the target is separated (Fig. 2). 

2.4 Calculation of Spatial Distribution of Current Density 

Comprehensive calculation and analysis are required to further explain the change 
in swimming behavior of sturgeon in the current flow field. Using the finite element
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approach, the spatial distribution of current density was computed. Conductivity of 
0.03 S/m was utilized based on water quality tests, a 3D model was created based on 
the actual dimensions of the platform, and the steady state flow field was estimated. 
Current conservation equation is the model’s control equation: 

∇ · �J = 0, ∇ × �E = 0 (5)  

J is the current density vector, A/m2; E is the potential gradient vector, V/m. The 
conducting medium’s inherent relationship is: 

−→
J = γ −→E (6) 

γ is the electrical conductivity, S/m. The electrodes on both sides of the model obey 
the potential boundary condition: 

ϕ1 = U1, ϕ2 = 0 (7)  

The edges of the water tank obey the electrically insulated boundary conditions:

�n · �J = 0 (8)  

Figure 3 displays the electric field intensity distribution and potential distribution 
of the aqueous section at a voltage of 10 V between the electrodes. 

According to the calculations, the current density is very high close to the elec-
trodes but quickly decreases further off. The middle region resembles a uniform 
current field since its wide area of current density is nearly constant. The current 
density is lowest in the tank’s corners.

(a) Electric field distribution (b) Electric potential distribution 

Fig. 3 Electric field distribution on cross section of water tank 
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3 Experimental Results 

Four sturgeon samples (numbered 1–4) were utilized in the experiment. Video anal-
ysis of the control group and nine test groups with varying voltages revealed move-
ment patterns in sturgeon; Fig. 4 displays the behavioural trajectory of sample 1. 
Sample 1’s running trajectories are exhibited in succession under a variety of voltage 
situations. Figure 5 illustrates the relationship between the instantaneous velocity of 
sample 1 and time variation. The instantaneous velocity of sample 1’s behavioural 
trajectory was calculated. 

Sturgeons travel constantly around the tank’s edges under natural conditions and 
without power, as depicted in Fig. 4. When the applied voltage is between 5 and 
25 V, it is possible to observe a change in the trajectory. When the voltage increases, 
the sturgeon continues to swim toward the electrode area, but alters its trajectory and 
accelerates as it approaches the tank’s edge. 

Figure 5 demonstrates that the velocity profile exhibits numerous spikes, or tran-
sient fast swimming behaviours with shorter acceleration durations, as sturgeon swim 
faster as they approach the electrode when the applied voltage is between 5 and 35 V. 
When the applied voltage level exceeds 40 V, the velocity, in addition to the pres-
ence of short-time spikes, also has the same lower velocity trajectory points near

(a) 0V (b) 5V (c) 10V (d) 15V (e) 20V 

(f) 25V (g) 30V (h) 35V (i) 40V (j) 45V 

Fig. 4 Two-dimensional trajectory of sturgeon No.1 under different voltages 

(a) 0V (b) 5V (c) 10V (d) 15V (e) 20V 

(f) 25V (g) 30V (h) 35V (i) 40V (j) 45V 

Fig. 5 Speed Chart of Sturgeon No.1 at Different Voltages 
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the electrode, because the voltage level is so high that the stur-geon samples in the 
vicinity of the electrode exhibit the short-time paralysis phenome-non and are unable 
to accelerate in time to swim away. 

The findings indicated that the water circulation had a direct and considerable 
impact on the behaviour of fish. The current effect gradually increases as the current 
density increases. Yet, when the density of the current reaches a particular threshold, 
the impact on fish becomes more severe. 

4 Discussion 

A video target tracking program’s ballistic results can only provide visual information 
for study. To demonstrate that the swimming behaviour of sturgeon has changed in 
the current setting, the trajectory data were statistically evaluated. 

Through the above analysis, it was determined that the effect of a nonuniform flow 
field on the velocity of sturgeon is evident, and that the velocity increases greatly 
in the zone near the electrode. Thus, an analysis of the avoidance threshold was 
conducted based on the relationship between the current density and velocity at the 
trajectory point. 

When the applied voltage was too high, velocity decrease points due to short-
term paralysis appeared in the area near the electrode, and these trajectory points 
could not achieve good unity with the phenomenon of high current density causing 
the sturgeon to accelerate swimming away, so the experimental groups with smaller 
applied voltage were primarily considered when conducting the threshold analysis, 
which could eliminate the difficulty of phase superposition analysis cau. The first five 
experimental groups (5 V, 10 V, 15 V, 20 V, and 25 V) were subjected to threshold 
analysis. 

Create a scatter plot illustrating the relationship between velocity and current 
density for each group of track points. The horizontal axis represents current density, 
while the vertical axis represents velocity. Each point along the trajectory correlates 
to a velocity and spatial current density. Use the minimum speed point of the big 
current density range as the dividing speed, and the maximum speed point of the 
small current density range as the dividing current density. Then, we may divide the 
zone of high current density that will not exhibit low velocity in the strictest meaning. 

The trajectory points in the lower left region are mainly distributed in the left 
side, and there are very few scattered points near the current density dividing line; 
therefore, based on the principle that small probability events are impossible events, 
"low speed marching in the large current density region" is regarded as a small 
probability event, the statistical 5% small probability event is used as the threshold, 
and the 5% trajectory points with the largest currecy are excluded. Figure 6 illustrates 
the outcome of threshold division. In the figure, the blue dashed line represents the 
speed dividing line and the current density dividing line, while the red dashed line 
represents the avoidance current density threshold line. The results are detailed in 
table 1.
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(a) Sample No.1 (b) Sample No.2 (c) Sample No.3 (d) Sample No.4 

Fig. 6 Threshold Current Density Definition Results 

Table 1 Calculation results of threshold current density 

Sturgeon sample number No.1 No.2 No.3 No.4 

Dividing speed (m/s) 0.0941 0.0529 0.1341 0.0373 

Dividing current density (A/m2) 1.533 1.972 1.635 1.337 

Threshold current density (A/m2) 0.5641 0.4964 0.5517 0.4565 

Average threshold current density (A/m2) 0.5172 

5 Conclusion 

1) Using a rod-shaped electrode to create a heterogeneous current field in the water, 
an experimental platform for examining the effect of heterogeneous current field 
on fish behaviour was constructed in order to determine if current field in water 
can influence fish behaviour. We use sturgeon as the experimental subject, admin-
istering 0–45 V voltage stepwise at either end of the electrode, observing fish 
behaviour trajectories at different voltages using a wireless camera to watch fish 
activity. 

2) Using images captured by a wireless camera, we employ a three-dimensional 
tracking algorithm based on the background subtraction method to objectively 
describe fish behaviour trajectories at different voltages. The behaviour trajecto-
ries of fish subjected to various voltages were displayed, and their instantaneous 
velocities at various times were measured. It has been determined that both 
the swimming trajectory and swimming speed of fish are impacted by voltage 
differences. 

3) When sturgeon reach places with a higher density of current, their initial wall 
swimming habit changes and they exhibit varying degrees of avoidance. By 
analyzing the position’s current density, the critical current density for sturgeon 
to avoid in a non-uniform current field was determined to be 0.5172 A/m2. This  
information can serve as a guide for relevant engineering design, ensuring the 
building and operation of DC-grounded facilities.
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Research on Position Estimation Method 
of PMSM Based on SVPWM Control 

Yu Ji, Zhe Chen, and Yue Hu 

Abstract Most position estimation methods are based on back-EMF observer and 
high-frequency current injection. However, back-EMF observer is susceptible to 
current harmonics and function inaccurately when motor is under low-speed condi-
tion. Meanwhile, high-frequency current injection method is limited by switching 
frequency and its dynamic estimation performance still need to improve. This paper 
aims to improve the dynamic performance of rotor position estimation in the zero-
low speed case of permanent magnet synchronous motors by analyzing the coupling 
between transient current and rotor position within one switching cycle and extracting 
rotor position information from the fundamental linear current variation within the 
effective voltage vector action time. Afterwards, a linear regression algorithm is 
adopted to fit the slope of the fundamental current for each voltage vector and the 
VHDL code of SVPWM module is obtained by MATLAB code generation and the 
rest codes by manual writing on Linux and FPGA open-source motor vector control 
platform to achieve high accuracy closed-loop control. Results show that low-speed 
and medium-speed position estimation error can be controlled within 5° under the 
control of proposed method and the convergence time can be reduced to 0.2 s. Thus, 
this research is positive to improve the accuracy of low-speed sensorless control and 
dynamic estimation performance. 
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1 Introduction 

High-performance permanent magnet synchronous motor (PMSM) control systems 
require position sensors to detect rotor position in real time, but in complex electro-
magnetic environments and harsh operating conditions position sensors are suscep-
tible to interference or even damage, endangering system safety. Thus, sensorless 
control has become a focus of motor control research. Recently, rotor current is 
widely used in PMSM sensorless control due to its extraordinary dynamic perfor-
mance, and there has been a bunch of successful sensorless control system based on 
it. For example, Bui’s team has presented one position estimation method by using 
the slope of the transient fundamental current under the action of the fundamental 
voltage vector in one PWM cycle [1]. The specific relationship between the funda-
mental current slope and the position is also obtained by using the artificial neural 
network slope identification instead of the least square method [2]. 

Undoubtedly, tons of calculation such us data acquisition, data processing and 
curve fitting will be involved in this current-position estimation method. When the 
motor is under high-speed condition, it is very likely that long calculation-time 
will lead to estimation deviation, affecting the performance of motor. To solve this 
problem, this paper selects the rotor current slope under the action of a specific 
voltage vector for position estimation based on SVPWM control. In other words, this 
method doesn’t collect the whole section of current signal for position estimation, 
which greatly reduces the amount of calculation in position prediction, and solves 
the problem of position estimation delay at high motor speed. 

On the choice of control chip, FPGA is widely favored for its rapidity and paral-
lelism, while VHDL also has high flexibility and simplicity [5]. However, there 
are a lot of trigonometric operations and irrational number operations in SVPWM 
algorithm. Since FPGA can only realize fixed-point operation, when it comes to 
trigonometric function and radical operation, FPGA need to call the IP core to 
solve the problem, which makes it difficult to realize SVPWM algorithm. Many 
researches have simplified SVPWM algorithm by using new sector judgment method 
[3, 4] to make programming easier. This paper will build a complete Simulink 
SVPWM control model, and complete the VHDL project by using the combination 
of MATLAB code generation and manual writing. This method can avoid triangle 
operation and irrational number operation, reduce a large number of fixed-point 
operations, and ensure the high accuracy of the system. 

2 Fundamental Current Model 

In the three-phase coordinate system, the three-phase voltage Eq. of the motor and 
the self inductance of stator phase winding and mutual inductance Eq. (only phase 
A is given) is as follows [6]:
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Fig. 1 Voltage vector 
distribution in one PWM 
cycle 

VA = RAiA + L AA  diA dt  + L AB  diB dt  + L AC diC dt  + eA 
L AA  = L∑ + Lσ + L∆cos(2θe) 

L AB  = −L∑/2 + L∆cos(2θe − 2π/3) 
(1) 

where VA, VB , VC are stator voltage, i A, iB , iC are stator current, RA, RB , RC are stator 
resistance, eA, eB , eC are stator back electromotive force (EMF), L AA, L BB , LCC are 
self inductance of stator phase winding, L AB , L BC , L AC refer to mutual inductance 
between stator phase windings, where L AB  = L BA, L AB  = L BA, L AB  = L BA, θe is 
the electrical angle of the motor, L∑ and L∆ are the constant component and double 
frequency component of the main self inductance respectively, Lσ is the leakage 
inductance of motor stator phase winding. 

Taking the voltage vector in the first sector as an example, as shown in Fig. 1. 
The current slope under the action of two vectors which are the effective voltage 
vector V1 (100) in one PWM switching cycle and zero vector V7 (111) respectively 
is selected for position estimation [1]. 

When V1 (100) is valid, phase A is powered on, while phase B and C is not. The 
corresponding line voltage is as follows: 

VAB = VDC =
(
RAi

(1) 
A + L AA  di

(1) 
A 
dt  + L AB  di

(1) 
B 
dt  + L AC 

di (1) C 
dt  + e(1) 

A

)

−
(
RBi

(1) 
B + L BA  

di (1) A 
dt  + L BB  di

(1) 
B 
dt  + L BC 

di (1) C 
dt  + e(1) 

B

)

VBC = 0 =
(
RBi

(1) 
B + L BA  

di (1) A 
dt  + L BB  di

(1) 
B 
dt  + L BC 

di (1) C 
dt  + e(1) 

B

)

−
(
RCi

(1) 
C + LCA  

di (1) A 
dt  + LCB  

di (1) B 
dt  + LCC 

di (1) C 
dt  + e(1) 

C

)

VAC = VDC =
(
RAi

(1) 
A + L AA  di

(1) 
A 
dt  + L AB  di

(1) 
B 
dt  + L AC 

di (1) C 
dt  + e(1) 

A

)

−
(
RCi

(1) 
C + LCA  

di (1) A 
dt  + LCB  

di (1) B 
dt  + LCC 

di (1) C 
dt  + e(1) 

C

)

(2) 

Similarly, when V7 is valid, phase A, B, C are all powered on. So, VAB = VBC = 
VAC = 0, the corresponding line voltage is as follows:
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VAB = 0 =
(
RAi

(7) 
A + L AA  di

(7) 
A 
dt  + L AB  di

(7) 
B 
dt  + L AC 

di (7) C 
dt  + e(7) 

A

)

−
(
RBi

(7) 
B + L BA  

di (7) A 
dt  + L BB  di

(7) 
B 
dt  + L BC 

di (7) C 
dt  + e(7) 

B

)

VBC = 0 =
(
RBi

(7) 
B + L BA  

di (7) A 
dt  + L BB  di

(7) 
B 
dt  + L BC 

di (7) C 
dt  + e(7) 

B

)

−
(
RCi

(7) 
C + LCA  

di (7) A 
dt  + LCB  

di (7) B 
dt  + LCC 

di (7) C 
dt  + e(7) 

C

)

VAC = 0 =
(
RAi

(7) 
A + L AA  di

(7) 
A 
dt  + L AB  di

(7) 
B 
dt  + L AC 

di (7) C 
dt  + e(7) 

A

)

−
(
RCi

(7) 
C + LCA  

di (7) A 
dt  + LCB  

di (7) B 
dt  + LCC 

di (7) C 
dt  + e(7) 

C

)

(3) 

Since the switching action is extremely fast, it can be assumed that the motor 
position and EMF will not change in one switching cycle. In Eq. 2 and Eq. 3, it  
can be obtained that eA (1) = eA (7), eB (1) = eB (7), eC (1) = eC (7). At the same time, the 
voltage drop of the stator winding is far less than the bus voltage VDC, which can be 
ignored. Meanwhile, the stator windings adopt star connection mode, which means 
i A + iB + iC = 0. Equation 4 can be obtained after derivation.

(
di (1) A 

dt  
− 

di (7) A 

dt

)
+

(
di (1) B 

dt  
− 

di (7) B 

dt

)
+

(
di (1) C 

dt  
− 

di (7) C 

dt

)
= 0 (4)  

Subtract Eq. 3 from Eq. 2 and combine Eq. 4, finally we can get Eq. 5 as follows: 

di (1) A 
dt  − di

(7) 
A 
dt  = 1 g

(
2 − 2L∆

L∑+ 2Lσ 
3 

cos(2θe)
)

di (1) B 
dt  − di

(7) 
B 
dt  = − 1 

g

(
1 + 2L∆

L∑+ 2Lσ 
3 

cos
(
2θe − 2π 

3

))

di (1) C 
dt  − di

(7) 
C 
dt  = − 1 

g

(
1 + 2L∆

L∑+ 2Lσ 
3 

cos
(
2θe − 4π 

3

))

g = 9 
2VDC

(
L∑ + 2Lσ 

3

)(
1 −

(
2L∆

L∑+ 2Lσ 
3

)2
)

(5) 

Define three positional variables pA, pB , pC and make it equal to the following 
equation: 

pA = 2L∆

L∑+ 2Lσ 
3 

cos(2θe) 
pB = 2L∆

L∑+ 2Lσ 
3 

cos
(
2θe − 2π 

3

)

pC = 2L∆

L∑+ 2Lσ 
3 

cos
(
2θe − 4π 

3

) (6) 

Substitute Eq. 6 into Eq. 5, finally we can obtain the relationship between the 
slope of the transient current and the position variables:
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pA = 2 − g
(
di (1) A 
dt  − di

(7) 
A 
dt

)

pB = −1 − g
(
di (1) C 
dt  − di

(7) 
C 
dt

)

pC = −1 − g
(
di (1) B 
dt  − di

(7) 
B 
dt

) (7) 

It can be seen from the above derivation that in one PWM switching cycle, the 
three-phase position variables can be calculated using the slope of the transient rotor 
current under the action of the effective vector V1 and the zero vector V7, and the 
rotor position can be finally calculated. Similarly, the position information can also 
be estimated by using the current slope under the action of other effective vectors 
and zero vector V7. See Table 1 [1] for the specific results. 

Taking the first sector as an example, as shown in Fig. 1, the transient current slope 
under the action of effective vector V1 and zero vector V7 is selected for position 
estimation in one PWM switching cycle. The specific formula corresponds to the 
second line of Table 1. Where di (1) A /dt  is the slope of phase A current under the 
action of voltage vector V1; di (7) A /dt  is the slope of phase A current under the action 
of voltage vector V7, and so on. The variable g can be regarded as unchanged in one 
PWM switching cycle, but when the voltage vector sector changes, the calculation 
formula of g will also change. The specific formula is shown in Table 2. In this way, 
by selecting the appropriate effective voltage vector and zero vector in a switching 
cycle, the corresponding position of the motor in the switching cycle can be quickly 
obtained.

Table 1 Position variables 
under different effective 
vectors 

Vector pA pB pC 

V1, V7 2 − 
g

(
di (1) A 
dt  − di

(7) 
A 
dt

) −1 − 
g

(
di (1) C 
dt  − di

(7) 
C 
dt

) −1 − 
g

(
di (1) B 
dt  − di

(7) 
B 
dt

)

V2, V7 −1 + 
g

(
di (2) B 
dt  − di

(7) 
B 
dt

) −1 + 
g

(
di (2) A 
dt  − di

(7) 
A 
dt

) 2 + 
g

(
di (2) C 
dt  − di

(7) 
C 
dt

)

V3, V7 −1 − 
g

(
di (3) C 
dt  − di

(7) 
C 
dt

) 2 − 
g

(
di (3) B 
dt  − di

(7) 
B 
dt

) −1 − 
g

(
di (3) A 
dt  − di

(7) 
A 
dt

)

V4, V7 2 + 
g

(
di (4) A 
dt  − di

(7) 
A 
dt

) −1 + 
g

(
di (4) C 
dt  − di

(7) 
C 
dt

) −1 + 
g

(
di (4) B 
dt  − di

(7) 
B 
dt

)

V5, V7 −1 − 
g

(
di (5) B 
dt  − di

(7) 
B 
dt

) −1 − 
g

(
di (5) A 
dt  − di

(7) 
A 
dt

) 2 − 
g

(
di (5) C 
dt  − di

(7) 
C 
dt

)

V6 , 
V7 

−1 + 
g

(
di (6) C 
dt  − di

(7) 
C 
dt

) 2 + 
g

(
di (6) B 
dt  − di

(7) 
B 
dt

) −1 + 
g

(
di (6) A 
dt  − di

(7) 
A 
dt

)
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Table 2. g under different selected voltage vector 

Vector g Vector g 

V1, V2 3(
di  (1) A 
dt  − di  (7) A 

dt

)
+

(
di  (2) B 
dt  − di  (7) B 

dt

) V2, V3 3(
di  (2) A 
dt  − di  (7) A 

dt

)
+

(
di  (3) B 
dt  − di  (7) B 

dt

)

V3, V4 −3(
di  (4) A 
dt  − di  (7) A 

dt

)
+

(
di  (3) C 
dt  − di  (7) C 

dt

) V4, V5 −3(
di  (4) A 
dt  − di  (7) A 

dt

)
+

(
di  (5) B 
dt  − di  (7) B 

dt

)

V5, V6 −3(
di  (5) A 
dt  − di  (7) A 

dt

)
+

(
di  (6) B 
dt  − di  (7) B 

dt

) V6 , V1 3(
di  (1) A 
dt  − di  (7) A 

dt

)
+

(
di  (6) C 
dt  − di  (7) C 

dt

)

The SVPWM closed-loop control model is built in Simulink. Theoretical analysis 
shows that the stronger the motor saliency, the better the experimental effect. In this 
model, Ld = 0.011715H, Lq = 0.001715H. At the same time, in order to increase 
the current amplitude, the load torque TL of the current can be increased. Set the 
simulation duration to 0.1 s to see more details of the transient current. After the 
simulation, the measured three-phase current, six channel PWM signals output by 
SVPWM module and the measured motor position signal are imported into the state 
space for data processing. Finally, by collecting the ABC three-phase current Ia, Ib, 
Ic corresponding to each voltage vector, and using linear regression, the current slope 
corresponding to each voltage vector is calculated. According to Table 1 and Table 
2, the three-phase position variables of pA, pB , pC can be calculated, and the rotor 
position can be finally estimated by Eq. 8. 

pα = (2 pA−pB−pC ) 
3 = 2L∆

L∑+ 2Lσ 
3 

cos 2θe 

pβ = ( pB−pC ) √
3 

= −  2L∆

L∑+ 2Lσ 
3 

sin 2θe 
(8) 

This simulation model adopts seven segment SVPWM control. The instantaneous 
state of sector change is not considered. Obviously, there are at least four effective 
vectors in a sector, as shown in Fig. 2. In sector (2), there are two V1 and two V2. 
To reduce the error and simplify the calculation, the first effective vector is selected, 
that is, V1 and V2 marked in sector (2). At the same time, it can be seen from Table 1 
that the position variables under the action of each effective vector can be estimated. 
To reduce the amount of calculation, the following modifications can be made:

When the voltage vector is in the first sector and the second sector, V1 is used 
for position estimation; When the voltage vector is in the third sector and the fourth 
sector, V3 is used for position estimation; When the voltage vector is in the fifth sector 
and the sixth sector, V5 is used for position estimation. Finally, code according to 
the above conditions for location estimation. Simplified calculation can effectively 
improve the real-time and rapidity of position estimation at high speed. However, 
when the motor is at low speed, due to the above algorithm, there is only one position 
estimation value in a PWM cycle causing low accuracy. In order to solve this problem, 
as  shown in Fig.  3 this paper uses triangle fitting to fit the corresponding trigonometric
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Fig. 2 Effective voltage vector selection

function curve in real time by using the numerical points of palpha and pbeta, which 
can make up for the position accuracy of under low-speed condition. At the same 
time, through triangle fitting, the data points with large or wrong errors of palpha and 
pbeta are eliminated to a certain extent, and the accuracy of position estimation is 
improved. 

The experimental results are shown in Fig. 4. It can be found that the palpha and 
pbeta form a sinusoidal curve, but there are several error points in each cycle. After 
analysis, the error is mainly caused by the switching of voltage vector sectors. Since 
the switching time of voltage vector is very short, the rotor position of the motor 
can remain unchanged. Therefore, during sector switching, the values of palpha and 
pbeta at the previous time can be used to replace, which can eliminate error. Finally, 
through the phase-locked loop, the palpha and pbeta are converted into position signals 
θe (Fig. 5).

Fig. 3 Triangle curve fit 
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Fig. 4 Position variables and noise elimination 

Fig. 5 Simulation experiment results 

As shown in Fig. 6 (a), when the speed is under 170 r/min, the solid line in the 
figure represents the real motor position actually measured by the position sensor, 
and the dotted line is the position estimation signal. It can be seen that the coincidence 
between the two is good, and the position error can be controlled between - 5° and 5° 
except in the initial stage. Therefore, the position information contained in the slope 
of the fundamental wave of the transient current has been verified. 

Fig. 6 Simulink fixed-point model of SVPWM module
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3 Experimental Methods and Results 

3.1 Code Generation 

Although the readability of the code is improved by manually writing the VHDL 
code, the project amount is large. At the same time, when the data is basically 
added, subtracted, multiplied and divided, there is also a large number of fixed-point 
processes. In order to simplify the experimental process, MATLAB can be used to 
generate module code, and then the top-level file can be manually written for signal 
communication before the module. Using the hdlsetup function in MATLAB, the 
final SVPWM fixed-point model is shown in the following figure. 

3.2 FPGA and Linux Control Platform 

Experiment platform is shown in Fig. 7. The switching frequency of the system is 
set to 8 kHz. In order to better observe the common mode current and better fit the 
fundamental current slope, the sampling frequency should be as large as possible. In 
this experiment, the sampling frequency of the oscilloscope is set to 5 MHz, and the 
AB two-phase current is oversampled. At the same time, the signal of the sector where 
the voltage vector is located and the rotor position signal are collected through the 
DAC7716 to facilitate the verification of the relationship between the fundamental 
current slope and the common mode current amplitude and the rotor position. 

Set the given speed to 220 r/min, DC load to 15 Ὠ, and measure the three-phase 
current IA, IB and IC of the motor. The phase current measured electrical angle and 
waveform is shown in Fig. 8. The estimated position waveform and position error 
are shown in Fig. 9.

At the same time, in order to verify the accuracy and rapidity of the position 
estimation when the motor under low-speed state condition and the feasibility of the 
improved algorithm at high motor speed. We set the given speed of the motor to 30 
r/min and 24000 r/min, bring in the mechanical load, and collect the speed signal 
and estimated position error signal of the motor. The specific waveform is shown in

Fig. 7 FPGA and Linux 
Control Platform 
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Fig. 8 Three-phase current and electrical angle 

Fig. 9 Estimated position 
and estimation error 
(medium-speed)

Fig. 10 (A). When the motor is under low-speed condition, the estimated position 
can successfully follow the actual position when the time is 0.156 s according to the 
position error waveform, and the error is controlled within 5°. The speed of the motor 
also reached the expected speed within 0.2 s, which successfully verified that when the 
motor was in the starting stage and low speed state, the position estimation using the 
rotor current had the advantages of rapidity, high dynamics and high accuracy. When 
the motor is at high speed, the estimated position can still follow the actual position, 
which successfully proves the feasibility of the improved algorithm. However, the 
position error is large, and a few estimated positions lag behind the actual position, 
which is shown as spike in the waveform. 

Fig. 10 30 r/min and 24000 r/min experiment results
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4 Conclusion 

By analyzing the coupling relationship between the transient current and the rotor 
position in one switching period under SVPWM control, this paper successfully uses 
the fundamental linear current in the effective voltage vector action time to estimate 
the position through simulation and experiment. This method has the advantages 
of fast speed and good dynamic performance. The experimental results show that 
the position error can be controlled within the range of 5° under medium and low 
speed conditions, which can meet the most actual motor control requirements and 
has reference value. 
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PMSM Vector Control System Based 
on NPC Three-Level Inverter and Fuzzy 
Control Algorithm 

Pingjun Dai, Jinwu Gong, and Xiaoming Zha 

Abstract In order to solve the problems of traditional vector control system, such as 
high stator current harmonic content, large torque ripple during stable operation and 
fixed control parameters of the controller, a three-level inverter and fuzzy proportional 
and integral controller are designed based on the analysis and establishment of the 
vector control model of PMSM. And a vector control system of PMSM based on 
fuzzy control strategy and three-level inverter is established. Finally, the harmonic of 
current is reduced and the parameters of speed loop controller are optimized online. 
The data of the simulation show that the system has wonderful control effect. 

Keywords PMSM · NPC three level inverter · Fuzzy control algorithm · Vector 
control 

1 Introduction 

The traditional control strategy can not guarantee the favourable dynamic property. 
Different from the traditional control strategy, vector control is a control theory which 
focuses on both amplitude and phase of the current vector. 

Two - level inverter is widely used in vector control system. However, it has the 
disadvantage of high harmonic content of output voltage. Compared with traditional 
inverters, inverters that have three levels can obtain better current and torque control 
effect. 

In the process of system operation, PMSM speed will inevitably be disturbed by 
the outside world. By combining the fuzzy control algorithm with PI regulator and 
optimizing the control parameters of PI regulator online by fuzzy control algorithm, 
the system can better obey the given and resist disturbance.
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Fig. 1 SCH of PMSM vector control system 

In order to work out the problems of vector control system which is traditional, 
a vector control system of PMSM based on fuzzy control strategy and three-level 
inverter is established. Finally, through the analysis of simulation data, the high 
performance of three-level inverter and fuzzy control algorithm is obtained. 

2 Vector Control System of PMSM 

In PMSM control theory, the traditional control strategy can not guarantee the good 
dynamic property. Different from the traditional control tactic, the vector control 
theory is a kind of control theory which focuses on both the quantitative value of the 
stator current vector and the phase position of the rotor magnetic field [1]. 

te = p0ψ f × i s (1) 

The expression of the torque vector shows that if you want to control the electro-
magnetic torque, you can control the quantitative value of the stator current vector 
and the phase position relative to the rotor flux vector in the DQ coordinate axis. 
This is the core content of vector control of three-phase PMSM The SCH of PMSM 
vector control system is shown in the picture below [2] (Fig. 1). 

3 NPC Three-Level Inverter 

3.1 Main Circuit 

The NPC type inverter which has three levels is mainly composed of 3 bridge arms. 
Its schematic is displayed in Fig. 2 [3].
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Fig. 2 Topology of NPC 
three-level inverter 

3.2 Working Status 

The output voltage of each phase of inverter has 3 kinds, and, which are respectively 
defined as P, O and N. 

Since the inverter has 3 bridge arms, each of which has three working states, there 
are a total of 27 basic voltage space vectors. Among the 27 kinds of basic voltage 
space vectors, there are 6 kinds of long vectors; 6 kinds of medium vectors; 12 kinds 
of short vectors; 3 kinds of zero vectors. 

3.3 Implementation Steps of SVPWM Algorithm 

In order to generate a circular rotating magnetic field in the motor, the SVPWM 
tactic is employed in controlling the inverter. SVPWM control algorithm mainly 
includes four steps: coordinate transformation, sector and region judgment, basic 
voltage space vector action time calculation and basic voltage space vector action 
sequence planning [4]. 

4 Fuzzy Control Algorithm 

In the process of system operation, PMSM speed will inevitably be disturbed by the 
outside world. For the sake of improving the anti-interference property of the system, 
PI regulator is introduced into the conventional system [5]. 

In this paper, fuzzy logic and PI regulator are combined, and the control parameters 
of PI regulator are optimized and adjusted online by fuzzy logic, so that the control 
system can better obey the given and resist disturbance.
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Fig. 3 SCH of fuzzy PI 
regulator 

The SCH of fuzzy proportional and integral regulator are displayed in Fig. 3 [6]. 

5 Simulation Study 

For the sake of verifying the advantages of NPC three-level inverter and fuzzy self-
tuning controller, this paper conducts a simulation study on surface insertion PMSM 
[7]. 

The parameters of the motor are sellected as follows: stator resistance is 0.9 Ω, 
d-axis inductance of stator is 5 mH, q-axis inductance of stator is 12 mH, polar 
logarithm is 4, permanent magnet flux is 0.2Wb. 

The research consists of two parts. The first part is: two kinds of inverters are 
used respectively in the vector control system of PMSM, and the control effect of the 
system is compared; The second part is to compare the effect of the PMSM vector 
control system speed loop using three-level inverter by using ordinary PI regulator 
and fuzzy PI self-tuning regulator respectively [8]. 

5.1 Comparison of Control Effect Between Two Kinds 
of Inverters 

In the vector control system of PMSM, inverter which has 2 levels and inverter 
which has 3 levels are used to complete the simulation analysis of the system and 
the simulation results are obtained. 

When two kinds of inverters are used, the output line voltage of the inverter is 
displayed in Fig. 4. The abscissa of the image represents time in seconds and the 
ordinate represents the voltage value in volts.

It is obvious to see that the inverter which has 3 levels can output the driving 
voltage of three levels, and its waveform is much closer to the sine wave, which 
greatly reduces the harmonic content. 

When two kinds of inverters are used, the stator winding current curve and local 
amplification curve of PMSM are displayed in Fig. 5 and Fig. 6. The abscissa of the 
picture represents time in seconds and the ordinate represents the current value in 
amperes.
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a) two-level inverter                         b) three-level inverter 

Fig. 4 Inverter output line voltage

a) two-level inverter                            b) three-level inverter  

Fig. 5 Stator winding currents of PMSM 

a) two-level inverter  b) three-level inverter 

Fig. 6 Local magnification of PMSM stator winding current
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a) two-level inverter                              b) three-level inverter 

Fig. 7 PMSM electromagnetic torque 

It is obvious to see that, compared with the two-level inverter, the stator current 
sinusoidal property of PMSM is better and the current curve is smoother when the 
inverter which has 3 levels is used. 

It is apparent to see from the expression of electromagnetic torque that the stability 
of electromagnetic torque is determined by 2 parameters in the expression of elec-
tromagnetic torque when the motor runs in steady state. The rotor permanent magnet 
magnetic field is constant. Since the output current of the latter inverter has better 
sinusoidal property, it is obvious that the permanent magnet motor driven by the 
inverter which has 3 levels will obtain better torque characteristics. 

When 2 kinds of inverters are used, the electromagnetic torque of PMSM is 
displayed in Fig. 7. Obviously, the electromagnetic torque of PMSM almost has no 
fluctuation in the steady operation when the latter inverter is used, and the stability 
is better [9]. 

When the two different inverters are respectively used, the analysis of PMSM 
stator current harmonic content is shown in Table 1. Fnd, H2, H3… and H10 respec-
tively represent fundamental wave and each harmonic relative to the fundamental 
wave.

The results in the table are graphically displayed, and the resulting image is 
shown in Fig. 8. It should be noted that because the proportion of harmonics is 
small, it is difficult to compare the harmonic content if you want to display the 
column corresponding to the fundamental wave completely. Therefore, the bar chart 
shown in Fig. 8 is actually obtained after harmonic amplification. In fact, the column 
corresponding to the fundamental wave is much higher than that corresponding to 
the harmonic wave.

Compared with the two-level inverter, the content of current harmonics (especially 
low-frequency harmonics) of PMSM stator decreases significantly when three-level 
inverter is used. Obviously, the employment of inverter which has 3 levels greatly 
improves the sine degree of PMSM stator current.



PMSM Vector Control System Based on NPC Three-Level Inverter … 1045

Table 1 Comparison of 
current harmonic content 2-level inverter 3-level inverter 

Fnd 100% 100% 

H2 0.26% 0.02% 

H3 0.04% 0.02% 

H4 0.26% 0.12% 

H5 0.36% 0.34% 

H6 0.02% 0.00% 

H7 0.26% 0.31% 

H8 0.04% 0.08% 

H9 0.02% 0.01% 

H10 0.07% 0.04%

a) two-level inverter                           b) three-level inverter 

Fig. 8 Analysis of current harmonic content

By comparing the driving effect of the two kinds of inverters, it can be found that 
the inverter which has 3 levels can output voltage waveform which is much closer to 
the sinusoidal curve, the current harmonic content is lower, and the sinusoidal degree 
is better, which greatly improves the stability of the torque. 

5.2 Online Optimization and Adjustment Effect of Speed 
Ring Control Parameters 

As can be seen from the figure, when PI regulator is used, the maximum speed 
overshoot is 191 r/min and the adjustment time is 0.014 s during PMSM starting. 
When the system is disturbed at 0.2 s, the speed drops to 922 r/min at the lowest, 
and the change is 78 r/min.
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a) PI regulator                       b) Fuzzy PI parameter self-tuning controller 

Fig. 9 Change curve of speed 

When fuzzy PI regulator is used, the maximum speed overshoot is 52 r/min and 
the adjustment time is 0.008 s during PMSM starting. When the system is disturbed 
at 0.2 s, the speed drops to 972 r/min, and the change is 28 r/min [10]. 

Compared with PI controller, using fuzzy PI self-tuning controller, the maximum 
speed overshoot decreases by 72.8% and the adjustment time decreases by 42.9% 
during the motor starting process. When disturbed, the speed variation decreases by 
64.1%. Obviously, the motor speed overshoot and regulation time are significantly 
reduced, and the system can better resist disturbance and obey the given [11] (Fig. 9). 

6 Conclusion 

In the PMSM vector control system, 2 kinds of inverters are used in this paper, and 
the simulation analysis is carried out respectively. When using three-level inverter, 
before and after adding adaptive fuzzy control algorithm, the simulation analysis is 
also operated. 

Obviously, the inverter which has 3 levels can get better control effect. In addition, 
the adaptive fuzzy control algorithm can resize the control arguments of the speed 
loop according to the external disturbance, so that the control system can better resist 
the disturbance and obey the given, and obtain better speed control characteristics. 

Through the fuzzy control tactic, the speed control effect of the motor is improved 
obviously, and the system can better resist the disturbance and obey the given. 

By combining the inverter which has 3 levels based on SVPWM algorithm with 
fuzzy control algorithm and applying it to the vector control system of PMSM, the 
control ability of voltage, current, torque and speed of the system is greatly enhanced, 
and good control effect is obtained [12].
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An Optimized Fault-Tolerant Strategy 
Based on Uncoupled Zero-Sequence 
Voltage Injection for Cascaded Multilevel 
Converters 

Ganlin Kong, Liming Shi, Fei Xu, Mingyuan Zhang, Jinhai Liu, 
and Shijiong Zhou 

Abstract For cascaded multilevel converters, the extensive use of power cells 
increases the possibility of failure and reduces system stability. When some cells 
fail and are bypassed, the neutral point drifting strategy is often applied to solve the 
problem of unbalanced output line voltage. However, this traditional strategy focuses 
on the feasibility of constructing an equilateral triangle of output line voltage, which 
is deeply affected by the phase with the most faults and causes the waste of healthy 
cells in other phases. In this paper, an optimized fault-tolerant strategy is proposed to 
improve the output line voltage. By decoupling the faults of each phase and injecting 
zero-sequence voltages pertinently, it can reduce the mutual influence between the 
phases, thereby making more use of the healthy cells and increasing the DC bus 
voltage utilization under multiple fault conditions. The correctness and superiority 
of the proposed strategy have been verified by the simulation results. 

Keywords Fault tolerance · Zero-sequence voltage Injection · Cascaded 
multilevel converter · Cell fault
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1 Introduction 

Through the series connection of power cells, the cascaded multilevel converter 
realizes high-voltage and high-power output while reducing the voltage stress on 
power devices [1]. It is commonly used in metallurgy, ship propulsion, and other fields 
requiring strict reliability. When failures occur, these systems need to reduce capacity 
and keep running instead of shutdown. With the improvement of voltage levels, the 
use of power switching devices increases and the fault probability becomes higher. 
Therefore, the fault-tolerant operation strategy of cascaded multilevel converters is 
an important research direction. 

Figure 1 represents the topology of a cascaded (2N + 1) level converter. There are 
N power cells in series per phase. And each cell consists of the three-phase full-wave 
rectifier bridge, DC bus capacitor, H-bridge inverter and the bypass switch as shown 
in Fig. 2. To achieve the fault-tolerant operation, one of the simplest methods is to 
set redundant cells. When cell failure occurs, the fault cells will be shorted by the 
bypass switches and replaced by the redundant cells. 

In addition to the hardware redundancy method, the fault-tolerant operation 
is often realized through system reconfiguration. For a star-connected three-wire 
converter, after bypassing the fault cells, the voltage amplitude of the fault phase 
can be reduced by injecting zero-sequence voltage without affecting the balance 
of the output line voltage [2, 3]. The design of injected zero-sequence voltage is 
often based on the neutral point drifting strategy proposed by Siemens [4], which 
aims to calculate the phase-shifting angle when the output line voltage equilateral 
triangle is successfully constructed [5]. Although the obtained solution can meet the 
requirements of the phase voltage after failure, since this strategy lacks the function

Fig. 1 Topology of a 
cascaded (2N + 1) level 
converter 
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of screening, it cannot select the one which maximizes the output line voltage from 
the many solutions that meet the fault conditions [6]. 

In this paper, an optimized fault-tolerant strategy based on uncoupled zero-
sequence voltage injection for cascaded multilevel converters is proposed. 
Comparing with the traditional neutral point drifting strategy, the proposed strategy 
splits the total zero-sequence injection voltage into three independent components 
to suppress the phase voltage of each phase respectively, so that each phase voltage 
reaches the maximum value under the fault condition as much as possible. The 
amplitude of output line voltage is increased and the power loss is reduced effectively. 

2 Optimized Fault-tolerant Strategy Based on Uncoupled 
Zero-Sequence Voltage Injection 

For a three-phase star connected cascaded multilevel converter, set the number of 
series power cells in each phase N. Take the phase voltage amplitude at normal 
operation as the reference value and establish a per-unit model. 

Set the number of fault cells in each phase MA, MB, MC . So, after the fault occurs, 
the normalized value of output phase voltage amplitude Amp is limited to: 

⎧ 
⎨ 

⎩ 

Amp A  = 1 − MA/N 
AmpB = 1 − MB/N 
AmpC = 1 − MC /N 

(1) 

Taking phase A as an example, to make the output voltage amplitude of phase A less 
than AmpA, zero-sequence voltage should be injected into the reference voltage. The 
target zero-sequence voltage in a period of x ∈ (0, 2π) is:  

u∗ 
zeroA(x) =

{
cos(x + ϕ) − Amp A, x ∈ (−ϕ, θ − ϕ) ∪ (2π − θ − ϕ, 2π − ϕ) 
cos(x + ϕ) + Amp A, x ∈ (π − θ − ϕ, π + θ − ϕ) 

(2) 

where ϕ is the initial phase angle, θ = arccos (AmpA) is the minimum peak-reduction 
angle of phase A and θ ∈ (0,0.5π). 

Decompose (2) into Fourier series as shown in (3) 

u∗ 
zeroA(x) = 

a0A 
2 

+ 
∞∑

n=1 

[anA  cos(nx) + bnA  sin(nx)] (3) 

where the Fourier coefficients are:
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⎧ 
⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

a0A= 2 T 
t0+T∫

t0 

u∗ 
zeroA(x)dx  

anA  = 2 T 
t0+T∫

t0 

u∗ 
zeroA(x) cos(nx)dx  

bnA  = 2 T 
t0+T∫

t0 

u∗ 
zeroA(x) sin(nx)dx  

(4) 

Substitute (2) into (4) to calculate the Fourier coefficients as shown in (5). 

a0A=0 

anA  = 

⎧ 
⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎩ 

0, (n = 2k, k ∈ N+ ) 
sin[(n + 1)θ − nϕ] +  sin[(n + 1)θ + nϕ] 

(n + 1)π
+ 

sin[(n − 1)θ − nϕ] +  sin[(n − 1)θ + nϕ] 
(n − 1)π 

− 
2Amp A[sin(nθ − nϕ) + sin(nθ + nϕ)] 

nπ 
, (n = 2k + 1, k ∈ N+ ) 

sin(2θ−ϕ)+sin(2θ+ϕ) 
2π + 2θ cos ϕ 

π − 2Amp A[sin(θ−ϕ)+sin(θ+ϕ)] 
π , (n = 1) 

bnA  = 

⎧ 
⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎩ 

0, (n = 2k, k ∈ N+ ) 

− 
cos[(n + 1)θ − nϕ] −  cos[(n + 1)θ + nϕ] 

(n + 1)π
− 

cos[(n − 1)θ − nϕ] −  cos[(n − 1)θ + nϕ] 
(n − 1)π 

+ 
2Amp A[cos(nθ − nϕ) − cos(nθ + nϕ)] 

nπ 
, (n = 2k + 1, k ∈ N+ ) 

− cos(2θ−ϕ)−cos(2θ+ϕ) 
2π + 2Amp A[cos(θ−ϕ)−cos(θ+ϕ)] 

π , (n = 1) 
(5) 

Take the superposition of the fundamental voltage and the third harmonic voltage 
in the Fourier series as the injected zero-sequence voltage. Let the initial phase angle 
ϕ = 0 and substitute it into (5). Then (6) is obtained as:

{
a3A = 3 sin(4θ)+6 sin(2θ)−8Amp A  sin(3θ)  

6π 
b1A = b2A = b3A = 0 

(6) 

And the phase A fault component of the injected zero-sequence voltage is shown as: 

uzeroA(x) = a1A cos x + a3A cos(3x) (7) 

Similarly, the fault components of phase B and C of the injected zero-sequence 
voltage can be obtained as:

{
uzeroB (x) = a1B cos(x − 2π/3) + a3B cos[3(x − 2π/3)] 
uzeroC (x) = a1C cos(x + 2π/3) + a3C cos[3(x + 2π/3)] (8) 

So, the total injected zero-sequence voltage is the sum of decoupled three-phase 
components as shown in (9). 

uzero(x) = uzeroA(x) + uzeroB (x) + uzeroC (x) (9)
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And the three-phase output voltages after injection are shown as (10). 

⎧ 
⎨ 

⎩ 

u A(x) = cos(x + ϕ) − uzero(x) 
uB (x) = cos(x + ϕ − 2π/3) − uzero(x) 
uC (x) = cos(x + ϕ + 2π/3) − uzero(x) 

(10) 

3 Simulation Analysis 

The effectiveness of the proposed strategy is proved in the simulation platform built in 
MATLAB/Simulink by comparing with the traditional neutral point drifting strategy. 

Table 1 shows the 20 fault conditions with the number of cells in series per phase 
N = 11. And Fig. 3 gives the comparison of output line voltages applying the two 
strategies under different fault conditions when IPD (In-Phase Disposition)-SPWM 
(Sinusoidal Pulse Width Modulation) [7–11] is adopted. 

Table 1 Fault conditions 

Number NA,NB,NC (NABC/3N)/% Utra/% Upro/% 

1 10,11,11 96.97 96.88 100.00 

2 9,11,11 93.94 93.59 100.00 

3 8,11,11 90.91 90.15 97.92 

4 7,11,11 87.88 86.55 91.19 

5 6,11,11 84.85 82.82 83.35 

6 10,10,11 93.94 93.83 100.00 

7 9,10,11 90.91 90.60 99.13 

8 8,10,11 87.88 87.19 93.59 

9 9,9,11 87.88 87.39 94.27 

10 7,10,11 84.85 83.62 85.54 

11 8,9,11 84.85 83.97 87.48 

12 6,10,11 81.82 79.88 77.46 

13 7,9,11 81.82 80.35 79.03 

14 8,8,11 81.82 80.49 80.81 

15 10,10,10 90.91 90.91 100.00 

16 9,10,10 87.88 87.78 99.41 

17 8,10,10 84.85 84.47 93.07 

18 9,9,10 84.85 84.73 93.55 

19 7,10,10 81.82 80.98 84.72 

20 8,9,10 81.82 81.47 86.44
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Fig. 3 Comparison of output line voltages 

It can be seen from Fig. 3 that compared with the traditional neutral point drifting 
strategy, the zero-sequence injection strategy proposed in this paper can generally 
and significantly improve the output line voltage. Combined with Figs. 2, 3, it can be 
seen that the output line voltage can be increased by 4.96% on average and 11.63% 
at most by using the proposed strategy. Among all the 20 fault conditions, only under 
the two conditions of (NA, NB, NC) = (6, 10, 11) and (NA, NB, NC) = (7, 9, 11),  
the output line voltage of the proposed strategy is lower by 1–2%, which is quite 
slightly. 

Figure 4 presents the comparison of output phase voltage and line voltage between 
the two strategies under the condition of (NA, NB, NC) = (9, 10, 10). When using 
the traditional neutral point drifting strategy, the output line voltage amplitude after 
fault is 87.78% of that before fault. And when using the proposed strategy, the output 
line voltage amplitude after fault is 99.41% of that before fault. That is to say, the 
output line voltage amplitude almost does not decrease, which reflects the obvious 
advantage of this strategy in improving the output line voltage amplitude. 

Fig. 4 Comparison of output line voltages under the conditon of (NA, NB, NC) = (9,10,10)
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4 Conclusion 

In this paper, an optimized fault-tolerant strategy based on uncoupled zero-sequence 
voltage injection for cascaded multilevel converters is proposed to improve the output 
line voltage after power cell failures. In this strategy, the injected zero-sequence 
voltage is divided into three-phase components without coupling. According to 
the different numbers of fault cells, the minimum peak-reduction angles of three 
phases are determined and the injected voltage components are designed separately. 
This strategy effectively suppresses the mutual interference between three-phase 
zero-sequence injection voltages in traditional strategy, so as to improve the output 
line voltage while maintaining the balance, improve DC bus voltage utilization, 
and improve the reliability of the converter system. Comparative simulation results 
demonstrate the correctness and the efficiency of the presented strategy. 

References 

1. Carnielutti, F., Pinheiro, H., Rech, C.: Generalized carrier-based modulation strategy for 
cascaded multilevel converters operating under fault conditions. IEEE Trans. Industr. Electron. 
59(2), 679–689 (2011) 

2. Ni, Z., Abuelnaga, A.H., Narimani, M.: A new fault-tolerant technique based on non-symmetry 
selective harmonic elimination for cascaded h-bridge motor drives. IEEE Trans. Industr. 
Electron. 99, 1–1 (2020) 

3. Neyshabouri, Y., Iman-Eini, H.: A new fault-tolerant strategy for a cascaded h-bridge based 
STATCOM, IEEE Trans. Indust. Electron. 65, 6436–6445 (2018) 

4. Sharma, R., Das, A.: Postfault operation of cascaded H-bridge converter for equal power 
handling by the healthy cells. IEEE Trans. Industr. Electron. 99, 1–1 (2020) 

5. Rodriguez, J., Hammond, P.W, Pontt, J., et al: Operation of a medium-voltage drive under 
faulty conditions. IEEE Trans. Industr. Electron. 52, 1080–1085 (2005) 

6. Hammond, P.W.: Enhancing the reliability of modular medium-voltage drives. IEEE Trans. 
Industr. Electron. 49(5), 948–954 (2002) 

7. Xue, C., Shen, K., Ji, Y., et al.: Capacitor voltage balancing of modular multilevel converter. 
Electr. Power Autom. Equip. 34(7), 27–31 (2014) 

8. Sun, Y., Zhao, J., Ji, Z.: Control strategy of DC voltage balance and power equilibrium for 
grid-connected cascaded H-bridge converters. Electr. Power Autom. Equip. 34(1), 5–60 (2014) 

9. Wang, X., Zhang, X., Ruan, X.: Optimal SPWM control strategy and its power balance scheme 
for cascaded multilevel inverters. Trans. China Electrotechn. Soc. 24(5), 92–99 (2009) 

10. Wang, K., Feng, L., Li, G.: A novel carrier-based disposition PWM method with voltage balance 
for flying capacitor multilevel inverter. Power Syst. Protect. Control 42(14), 8–13 (2014) 

11. Wang, X., He, X., Deng, Y.: PWM methods with carrier overlapping characteristics in flying 
capacitor multilevel inverters. Proc. CSEE 27(10), 98–102 (2007)



Wind Speed Estimation Based MPPT 
for WPGS 

Xia You, Bo Zhou, Qingxi Zeng, Yajie Lin, and Honghao Guo 

Abstract This paper proposes a maximum power point tracking (MPPT) method for 
variable speed wind power generation systems (WPGS) based on wind speed estima-
tion. The proposed control algorithm has been effectively applied to WPGS based 
on doubly salient electromagnetic generator (DSEG). By adjusting the rotational 
speed of the generator, variable speed WPGS can obtain maximum wind power at 
different wind speeds. A nonlinear input output mapping based on back propagation 
(BP) neural network is used to approximate the relationship between output power, 
rotational speed, and wind speed. Based on this nonlinear mapping, wind speed can 
be estimated in real time based on measured WPGS output power and DSEG rota-
tional speed. The estimated wind speed is then used to determine the optimal DSEG 
rotor speed command for MPPT. By adjusting the excitation current of the DSEG, 
the speed of the DSEG can be adjusted to its command value. The entire wind power 
generation system is modeled in Matlab/SimulLink, and the simulation results verify 
the effectiveness of proposed MPPT method. 

Keywords Maximum power point tracking (MPPT) · Wind power generation 
systems (WPGS) · Wind speed estimation · Double salient electromagnetic 
generator (DSEG) · Back propagation (BP) neural network
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1 Introduction 

Compared to constant speed wind power generation systems, variable speed wind 
power generation systems are more effective. By adjusting the rotational speed of 
the generator, a variable speed wind turbine can capture the maximum wind power at 
different wind speeds. In order to achieve maximum wind power extraction, variable 
speed wind power systems often use anemometers to measure wind speed. These 
installed anemometers not only increase costs, but also reduce the reliability of the 
entire wind power generation system [1–3]. 

Recently, people have studied how to implement MPPT without measuring wind 
speed. In literature [4], the hill climbing search (HCS) method is used to search 
for the maximum power point (MPP) of a WPGS automatically. This method does 
not require wind speed information, but the HCS method may take a long time to 
gradually search for MPPs. If wind speed changes quickly, the WTGS cannot even 
reach MPP. In [5], Quincy Wang et al. first searched for MPPs using advanced HCS 
methods, and then recorded them as lookup tables for real-time application. However, 
to accurately locate WPGS to MPPs, this method requires a large amount of memory 
space and consumes too much time. This paper selects a BP neural network to 
estimate real-time wind speed, and then uses the predicted wind speed to determine 
the optimal rotational speed of wind power generation system. Simulation studies 
verify the effectiveness of proposed method. 

2 DSEG Wind Power Generation System 

The composition of the WPGS studied in this article is shown in Fig. 1. The wind 
turbine is directly connected to DSEG. The power generated by DSEG is first rectified 
and then supplied to the load through a DC/DC converter. 

Fig. 1 Composition of 
studied DSEG wind power 
generation system
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2.1 Wind Turbine Aerodynamic Model 

The mechanical power Pm of a wind turbine is shown by the following equation: 

Pm = 
1 

2 
ρSCpv

3 (1) 

where, ρ is the air density (kg/m3), and S is wind turbine sweeping area (m2). 
The power coefficient Cp is determined by the tip-speed ratio λ and pitch angle 

β as shown in Eq. (2). 

Cp(λi,β) = 0.5176(116 
1 

λi 
− 0.4β − 5)e−21 1 

λi + 0.0068λ (2) 

where, 1 
λi 

= 1 
λ+0.08β − 0.035 

β3+1 
The curve of Cp is shown in Fig. 2. From Fig.  2, we can conclude that when β 

is constant, wind turbine can capture maximum wind power at its optimal tip-speed 
ratio λopt. 

The tip-speed ratio λ is defined as 

λ = 
ωR 

V 
(3) 

where, R is wind turbine radius (m), V is wind speed (m/s), ω is wind turbine rotation 
speed (rad/s). 

The power output characteristics of wind turbine are shown in Fig. 3. It can be 
seen that the optimal rotational speed ωopt of a wind turbine is not the same under 
different wind speeds. Therefore, when wind speeds vary, the rotor speed ω of DSEG 
should be adjusted to its optimal value of current wind speed so as to realize MPPT.

Fig. 2 Power coefficient 
curve 
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Fig. 3 Power output 
characteristics 

2.2 Modeling of DSEG 

DSEG is a new type of brushless generator with outstanding advantages such as 
simple structure, flexible control, high reliability, low cost, and low starting torque. 
The cross-section of the three-phase 24/16 structure DSEG studied is shown in Fig. 4. 
The stator and rotor of DSEG adopt salient structure. No windings are mounted on 
the rotor, and all excitation and armature windings are mounted on the stator. 

According to literature [6–8], the phase voltage up and excitation voltage uf of 
DSEG can be described by following equations: 

up = ep − Rpip = −  
dψp 

dt  
− Rpip (4) 

uf = −ef + Rfif = 
dψf 

dt 
+ Rfif (5) 

where, p represents phase A, B or C; ip is phase current; Rp is the equivalent resistor 
of armature winding, ψp is phase magnetic linkage. if is excitation current; Rf is 
the equivalent resistor of excitation winding, ψ f is magnetic linkage of excitation 
winding.

Fig. 4 Cross-section of 24/ 
16 DSEG 
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The magnetic linkage of a DSEG can be described by the following equation: 

⎡ 

⎢⎢⎣ 

ψa 

ψb 

ψc 

ψf 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

La 0 0  Laf 

0 Lb 0 Lbf 

0 0  Lc Lcf 

Laf Lbf Lcf L f 

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

ia 
ib 
ic 
if 

⎤ 

⎥⎥⎦ (6) 

where Lp is the self inductance of armature winding, and Lpf is the mutual inductance 
between the excitation winding and armature winding. Both Lp and Lpf of DSEG are 
nonlinear function of rotor position angle θ . The rotor position angle can be obtained 
by calculating the integral of rotor speed. 

According to formulas (4) and (6), the phase voltage can be described as follows: 

up = −  
dψp 

dt 
− Rpip = −  

d(Lpip + Lpfif) 
dt

− Rpip (7) 

The phase electromagnetic torque T p of DSEG can be given by following equation: 

Tp = 
1 

2 
i2 p 
dLp 

dθ 
+ ipif 

dLpf 

dθ 
(8) 

If the full bridge rectifier is used, two of three phases will operate together in sequence. 
Take phase A and phase C working together as an example, the output voltage of 
DSEG after rectification is as follows: 

uo = ua − uc (9) 

The output torque T e of DSEG is the sum of T a and T c, i.e. 

Te = Ta + Tc (10) 

From formulas (7) to (10), it can be seen that both the output voltage and torque 
change with the variation of ip and if. Therefore, in order to provide a constant voltage 
to the load, a DC/DC converter is connected between the rectifier and the load. The 
excitation current is controlled to adjust T e of DSEG. 

2.3 Drive Train Dynamic 

Because DSEG can operate at low speeds, the wind turbine is directly connected 
to the DSEG without using a gearbox. The shafting of a direct drive WPGS can be 
represented by a mass model. The rotor speed is determined by following equation:
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J 
dω 
dt 

= Tm − Te − Bω = 
Pm 

ω 
− Te − Bω (11) 

where, J is the total inertia constant of the WTG; Tm is the mechanical torque of 
wind turbine; and B is the friction coefficient. 

3 BP NN Based Wind Speed Estimation 

This paper uses a three-layer BP neural network to estimate wind speed in real time. 
By simulating wind turbine models at different wind speeds, we can obtain a training 
data set. Using output power Po and rotational speed ω as two inputs and wind speed 
as an output, a BP neural network can be trained. The block diagram of BP neural 
network is shown in Fig. 5. The number of neurons in the hidden layer is assumed to 
be k. The transfer function of the hidden layer neuron adopts the hyperbolic tangent 
S-shaped function "tansig" defined in Formula (12). The output layer neurons use 
a linear transfer function. The overall mapping relationship between the input and 
output signals of the BP neural network is given by Formula (13). 

tan sig(x) = 2 

1 + e−2x 
− 1 (12)  

V̂ = b + 
kΣ
j=1 

vj tan sig(w1j Po + w2jω + bj) (13) 

In formula (13), bj and b are the bias terms of the hidden layer and the output 
layer respectively; w1j and w2j are the weights between input and hidden layers; vj 
are the weights between hidden layer and output layer.

Fig. 5 Block diagram of BP 
Neural Network 
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The trained BP NN can be generated as an NN module. The generated module 
is then embedded into the model of the wind power generation system to achieve 
real-time wind speed prediction. 

4 MPPT Realization of Wind Power Generation System 

Based on BP NN prediction, the wind speed can be estimated in real time. According 
to formula (3), the optimal rotor speed command is then determined by: 

ω∗ = 
λopt V̂ 

R 
(14) 

In order to achieve maximum power, a DSEG speed controller is designed by 
adjusting the excitation current. Figure 6 shows the topology of excitation circuit. 
When system operates normally, Q2 is always on; the switching state of Q1 is 
controlled by duty cycle generated in Fig. 7. When a fault occurs, Q1 and Q2 are 
closed simultaneously. Figure 7 shows the detailed control diagram of the excitation 
current regulator. The excitation current command gives the duty ratio of Q1 through 
the excitation current hysteresis comparison control based on the error between the 
optimal speed and the actual speed. 

Fig. 6 The topology of 
excitation circuit 

Fig. 7 The control diagram of excitation current
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Fig. 8 Real wind speed and 
estimated value 

Fig. 9 Wind power 
coefficient 

5 Simulation Study and Result Analysis 

Simulation studies are conducted in Matlab/SimuLink to verify the effectiveness of 
proposed wind speed estimation algorithm [9, 10]. The main parameters of studied 
WPGS are as follows: (1) wind turbine: the blade radius is R = 1.6 m; the air density 
is ρ = 1.225 kg/m3; the optimal tip speed ratio λopt = 8.1; the maximum wind power 
coefficient Cpmax = 0.48. (2) DSEG: the rated power is 2 kW, the number of stator 
and rotor poles is 24/16, Rp = 4 Ω, Lpmax/Lpmin = 0.6H/0.06H, Lpfmax/Lpfmin = 0.3H/ 
0.03H, and the moment of inertia is J = 0.2 kg·m2. The simulation results are shown 
in Fig. 8 and Fig. 9. From Fig.  8, we can see that the estimated wind speed tracks the 
(simulated) real wind speed with good accuracy. Based on the estimated wind speed, 
the wind power coefficient can reach a maximum value of 0.48, as shown in Fig. 9. 

6 Conclusions 

This paper proposes a new maximum wind power tracking algorithm for direct drive 
DSEG wind power generation systems. Based on the measured output power and 
rotor speed, the real-time wind speed is estimated using BP neural network. Then, 
the estimated wind speed is used to control the rotational speed of the DSEG to 
achieve MPPT. The simulation results of a 2 kW DSEG wind power generation 
system demonstrate the effectiveness of the proposed estimation method. 
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A Simplified Prediction Method 
of Magnetic Field Radiation 
of High-power Power Electronic 
Equipment 

Lei Zhang , GuiSheng Jie, Shan Gao, and ShengXian Ji 

Abstract In the integrated power system (IPS) of ship platform, the conducted inter-
ference generated by high-power power electronic equipment will not only spread 
along the wire on the power grid, but also radiate to the surrounding space through 
the cable. With the increasingly strict electromagnetic compatibility standards, the 
magnetic field radiation generated by the high-power power electronic equipment 
has also been strictly limited. Predicting it can more effectively design the interfer-
ence suppression measures and improve the electromagnetic compatibility (EMC) 
performance of equipment. First a basic cable radiation model is established based 
on the electromagnetic field theory. Then, the conducted interference estimation of 
power electronic equipment has been briefly introduced. Finally, a simplified predic-
tion method of magnetic field radiation of high-power power electronic equipment 
according to the calculation results of conducted interference and cable radiation 
model is proposed. The effectiveness of this method is verified by experiments. 

Keywords Power electronics · Magnetic field radiation · Electromagnetic 
compatibility (EMC) · Integrated power system (IPS) 

1 Introduction 

The integrated power system has been extended used in the new ships in recent years 
due to its high efficiency and flexibility. More and more high-power power electronic 
devices have been used in various ships. These devices have many advantages for 
power conversion, such as low noise, high efficiency, flexible layout, but due to their
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switching working mode, they will also bring some negative effects to the power 
mains, such as electromagnetic interference. 

When high-power power electronic equipment works, the power electronics 
elements are continuously switched on and off. It inevitably produces a lot of inter-
ference in the power system. These interferences will not only be directly transmitted 
to the equipment connected to the power grid along the wire, but also be radiated to 
the sensitive equipment around the equipment through the power line. 

Compared with the energy of working current in the power grid, the interference 
energy is small, but its frequency band is very wide and often cover the operation 
frequency of the sensitive system. If EMC is improperly designed, it will easily 
affect the normal operation of the sensitive system [1], especially for the narrow 
space of ships. To limit the harm of the interference, the current EMC standards have 
increasingly strict restrictions on such electromagnetic radiation [2]. Therefore, in 
addition to the suppression of conducted interference in the power mains, it is also 
necessary to predict the radiated interference of the equipment, so as to improve the 
EMC performance of the high-power power electronic devices. 

For the prediction of conducted interference of power electronic equipment, there 
have been many in-depth studies [3–4], but for the prediction of radiated inter-
ference generated by such high-power power electronic equipment, relatively little 
research has been done. Cristina S has carried out research on near-field radiated 
interference of power electronic switching circuits. The research conclusion points 
out that the radiation generated by high-frequency conducted interference generated 
by switching tubes through connecting cables is the main source of near-field radi-
ated interference of switching power supplies [5]. Some literatures have studied the 
radiation emission of cables, but most of them only put forward some suppression 
measures, lacking corresponding cable interference prediction models [6–8]. In addi-
tion, some research has also been carried out on the radiation of power electronic 
systems. These documents are mainly concentrated on the internal PCB board and 
far-field analysis of power electronic equipment, but there are few studies on the 
prediction and design of near-field electromagnetic radiation of the equipment itself 
[9–11]. 

Unlike the communication or radar system, there are no intentional transmitters 
and transmitting antennas in power electronic systems. It is little difficult to obtain 
the radiation source and the radiation antenna model directly in the power elec-
tronics equipment. However, the equivalent transmission source and antenna can be 
determined according to the energy distribution in the power electronics system. 

The high-power equipment implements electric conversion in the cabinet and 
transmits energy to the system through long cables. The electromagnetic energy is 
inevitably leaked from the cables and cabinets since their shielding layers cannot 
achieve ideal shielding. The cabinet can be regarded as a transmitter because of the 
interference current generated during the power conversion in the cabinet, while the 
cables are regarded as antennas due to its high efficiency radiation. 

In this paper, according to the electromagnetic field theory and several cable 
model, a simplified prediction method of magnetic field radiation of high-power 
power electronic equipment is proposed.
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2 Basic Cable Magnetic Field Radiation Model 

2.1 Basic Radiation Model 

Electromagnetic radiation research usually needs to be analyzed according to antenna 
theory in the communication or radar system. In such systems, the frequency, power 
and antenna of the transmission source can be deduced from the working process of 
the system, so the parameters can be accurately calculated. However, in the power 
electronic system, these knowledges cannot be obtained directly from the system 
working process, but needs to be calculated and analyzed in advance. For example, 
the frequency of the radiation source in the power electronic system is usually not 
the working frequency of the system, but is related to the parasitic parameters in the 
system [12]. Thus, it is more difficult to make the radiation modeling of the power 
electronic system. 

On the other hand, the research of radiation interference in power electronic 
systems is just to analyze the impact on the system environment, so its radiation model 
is not necessarily as accurate as in communication systems. Therefore, according to 
the working characteristics of power electronic equipment, the equipment can be 
simplified to obtain the equivalent radiation model of power electronic equipment. 

Compared with the communication system, the interference frequency band in 
the power electronic equipment is relatively low, and only large-size components can 
play the role of transmitting antenna. Therefore, the long high-power cables in the 
system become the most effective transmitting antennas in the system. The cables 
between the equipment can be regarded as line antennas, while the cables constituting 
the loop in the system can be regarded as loop antennas. They can correspond to two 
kinds of ideal electromagnetic radiation models in antenna theory, electric dipole 
and magnetic dipole. In the electromagnetic field analysis, the basic magnetic field 
radiation unit is the current loop, as shown in Fig. 1. 

When the distance r between the observation point and the current loop is far 
greater than the size of the current loop, the radiation field of the magnetic dipole is 
Eq. (1).

Fig. 1 Magnetic Dipole in 
Spherical Coordinate System 
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⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

Hr = I ·S·cos(θ ) 
2πωε  ·

[
1 
r3 + jk  r2

]
· e− jkr  

Hθ = I ·S·sin(θ ) 
2πωε  ·

[
1 
r3 + jk  r2 − k r2

]
· e− jkr  

Eϕ = − j ·I ·S·k·η·sin(θ ) 
4π ·

[
1 
r2 + jk  r

]
· e− jkr  

Hϕ = Er = Eθ = 0 

(1) 

Here, k = 2π/λ is the phase shift constant, ε is the dielectric constant, η = √
μ/ε is 

the wave impedance. 

2.2 Radiation Model of Different Cables 

In fact, any radiation circuit can be decomposed into several electric or magnetic 
dipoles, and the radiation field of each electric or magnetic dipole can be calculated 
separately. However, it is difficult to apply this method to power electronic equipment 
because there are too many current-carrying devices in the equipment, and their size, 
shape, layout, and carrying power of internal cables are different. Using this method 
to calculate will not only be very complex and time-consuming, but also difficult to 
understand the variation factor of interference. As the prediction of electromagnetic 
interference of the power electronics system, more attention is paid to the impact 
of the overall equipment on the external electromagnetic environment. Therefore, a 
simplified calculation method must be considered. Because the current flow direction 
of the equipment is determined, the complex circuit composed of all devices in the 
cabinet can be equivalent with a simplified current loop to obtain a simplified radiation 
source model. Therefore, the circuit inside the cabinet can be simplified as a wire pair 
or current loop in the prediction of electromagnetic environment. After considering 
the shielding effectiveness of the cabinet, the magnetic field radiation of high-power 
equipment can be predicted. 

In this paper, the current-carrying cable is regarded as the basic unit of the electro-
magnetic radiation research of the integrated power system. The size and shape of the 
cable can be approximated according to the design situation, and the current on the 
cable can be obtained by conducting interference analysis. After the corresponding 
magnetic field emission model is established, the electromagnetic radiation of the 
equipment can be predicted. 

For simplicity, the magnetic field radiation source in the system can be defined as 
three basic units as shown in Fig. 2:

a) semi-infinite wire, simulating the input and output long cables of the equipment; 
b) Limited length conductor, simulating the cables in the equipment cabinet; 
c) Ring current, it can be used to simulate the current loop inside the equipment. 

According to Biot-Savart law, it is easy to calculate the magnetic induction inten-
sity of these models. When the current denoted as I, the magnetic induction intensity 
of these models at the distance r from the current source is as follows:
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Fig. 2 Several Basic Models of Magnetic Field Radiation Calculation

a) semi - infinite wire: B = 
μ0 I 

4πr 
(2) 

b) Limited length conductor, B = 
μ0 I 

4πr 

⎛ 

⎝
z2 

/

z2 2 + r2 
− z1 

/

z2 1 + r2 

⎞ 

⎠ (3) 

c) Ring current, B = μ0 I R2 

2
(
R2 + r2

)3/2 (4) 

Here, μ0 is the permeability in free space, μ0 = 4π × 10−7 (H/m). 
According to Eqs. (2)–(4), the variation of magnetic induction intensity with 

distance r can be obtained. For example, when the current of the equipment is 200 
A, the magnetic field of semi-infinite length, 1 m long wire and 1 m diameter circle 
at a distance of 1 mm to 0.5 m from the current source shown in Fig. 3. 

It can be seen that without shielding, the magnetic field radiation values at 7 cm 
of the three models are 169, 175, 179 dBpT, which have exceeded the limit of 150 
dBpT of MIL-STD-461G RE101. The calculation also shows that to meet the limit 
of RE101 without shielding, the equipment current should be within 100 A. 

When high-power power electronic equipment works, the pulse current on the 
cable will become the source of magnetic field radiation, so it is necessary to calculate 
the electromagnetic radiation when considering interference.

Fig. 3 Magnetic Field 
Generated by Different 
Radiation Sources 
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3 Magnetic Field Prediction Considering Interference 

From Eqs. (3) to (5), it can be seen that the magnetic induction intensity is only depend 
on the current, so when predicting the magnetic field generated by the interference 
current, it is important to predict the amplitude of the interference current. The current 
limit specified in the standard (such as MIL-STD-461G CE101, etc.) or the predicted 
value of conducted interference can be used to predict the magnetic field radiation 
of high-power equipment. 

3.1 Prediction from the EMC Standard 

Examples are as follows. If the switching frequency of a high-power equipment is 
5.5 kHz, its switching frequency harmonics are 11 and 22 kHz, the DC working 
current is about 240 A, and the output AC current is about 120 A, then the allowable 
interference current of the equipment under each harmonic can be estimated using 
the limits of CE101 and CE102. The magnetic field at the switching frequency can 
be calculated and compared with the RE101 limit. CE102 gives the conduction 
voltage standard, which can be converted into current by subtracting 34 dB from 
50-Ω standard impedance. 

For DC and AC equipment, Table 1 shows the magnetic field calculation results 
of harmonic current at typical switching frequency under the condition that the 
interference current limit is met. Here, the magnetic field unit is dBpT. 

It can be seen that even if the interference current of the equipment meets the 
CE101 limit, the magnetic field generated by the interference current far exceeds the 
RE101 limit. Therefore, attention must be paid to the shielding of these radiation 
sources. It also can be seen that the magnetic field radiation generated by the ring is 
the largest in the tables, so it is important to try to avoid the formation of large loops 
of current.

Table 1 Magnetic Field (dBpT) of the DC and AC Equipment 

Frequency 5.5 kHz 11 kHz 22 kHz 

Equipment DC AC DC AC DC AC 

Current limit 1A 1A 3.61 mA 3.22 mA 1.61 mA 1.43 mA 

Semi-infinite wire 123.098 123.098 74.27 73.26 67.23 66.26 

1 m long wire 129.03 129.03 80.21 79.19 73.17 72.20 

1 m diameter circle 133.52 133.52 84.69 83.67 77.66 76.68 

Magnetic field limit 91.35 91.35 85.08 85.08 78.81 78.81 
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Fig. 4 Magnetic Field 
Radiation Prediction from 
Conducted Current 
Calculation 

3.2 Prediction from the Conducted Interference 

The internal working current and voltage of the power electronic equipment are in 
a pulse state. These pulses are the source of power electronic equipment interfer-
ence. When making interference prediction, the pulse can be simply regarded as a 
trapezoidal pulse train. The corresponding interference amplitude can be obtained 
by Fourier expansion of trapezoidal wave: 

I (n fs) = 2Is D 
sin(πn fsτ ) 

πn fsτ 
· sin(π n fs tr ) 

πn fs tr 
(5) 

Here, Is is the working current, τ = DT, D is the duty cycle of the pulse, T is the 
working cycle, T = 1/f s, f s is the switching frequency. 

According above formulas, the magnetic field radiation generated by the high-
power equipment in 3.1 can be calculated. The results are shown in Fig. 4. 

4 Experiment 

In order to verify the effectiveness of the prediction method, a high-power inverter is 
tested. The inverter composition and magnetic field radiation test layout are shown 
in Fig. 5. Figure 5 is the inverter composition diagram. The input voltage of the 
inverter is 440 V DC, the current is 230 A, the output voltage is three-phase 390 V, 
the current is 120 A. The cabinet can be divided into three rooms, the left is the DC 
input room, the middle is the power unit and transformer room, and the right is the 
AC output room; Different positions for magnetic field radiation test are also marked 
in the figure, and the test distance is set at 7 cm from the cabinet.

According to the previous analysis, when predicting the magnetic field radiation 
of the cabinet, the cables inside the cabinet need to be regarded as transmitting 
antennas, that is, the current loop inside the cabinet needs to be analyzed. According 
to the working principle of the inverter, the main current circuit inside the inverter is 
shown in Fig. 6. Because the AC output and DC input in the cabinet are composite 
buses, the circuit area is small, and the largest area of circuit loop is composed of 
transformers, as shown in Loop1–Loop6 in Fig. 6. There are three DC current loops 
and three AC current loops in the transformer room. According to the size of the
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Fig. 5 The layout of the 
Inverter Cabinet

cabinet, It can be considered that the conductor is about 2 m long and the diameter 
of the current loop inside the cabinet is 1 m. 

The cabinet, DC input terminal and AC output terminal are tested and calculated 
respectively. In order to better verify this method, the current value measured by 
conducted interference is used here. The comparison between calculation results 
and test results is shown in Fig. 7. 

It can be seen that the predicted value is larger than the measured value, because 
the model simplifies the actual equipment and does not consider the influence of 
current phase difference on different lines. 

In addition, the distance and direction from the interference source to the test 
point in the actual line are not ideal, but the calculation results can basically reflect 
the envelope of the equipment magnetic field radiation. The interference at 5.5 kHz 
is not obvious because the equipment uses dual design, and the equivalent switching 
frequency of the equipment is increased to 11 kHz. For the characteristic frequency

Fig. 6 The Current Loop in 
the inverter Cabinet 

Fig. 7 The Measured and Predicted Results (Red –Measured, Blue-Predicted) 
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Fig. 8 The interference Reduction 

points of 11 and 22 kHz, the predicted value is more accurate, which may be that the 
current of these two frequencies is mainly common-mode, and the principle of this 
prediction method is simple adding together, so it is more conducive to the calculation 
of common-mode current radiation. 

Because its emission source is a current loop composed of harmonic current, there 
are two solutions to reduce the magnetic field radiation. First, reduce the harmonic 
current as much as possible. Second, reduce the area of current loop. Some measures 
has been taken to reduce the harmonic currents, the effect is with a change of about 
3–5 dB, which is shown in Fig. 8. 

At present, the inverter cabinet is too compact, and it is difficult to change the 
current loop size, the test effect of the measures is not obvious. It needs further 
research about how to take this way to more effectively to suppress this interference. 

5 Conclusion 

The conducted interference generated by high-power power electronic equipment 
with large current and high voltage will radiate interference into space through cables 
in the system. According to the basic magnetic dipole model, combined with the 
calculation of conducted interference of high-power power electronic equipment, 
the magnetic field radiation of high-power power electronic equipment has been 
researched, and the magnetic field radiation models of system cables are proposed. 
A simplified prediction magnetic radiation model of the high-power power electronic 
equipment is obtained and the effectiveness of the method is verified by experiment. 
The calculation results can also provide reference for the EMC design of equipment. 

Acknowledgements This work is supported by Key Projects of Basic Strengthening of the Science 
and Technology Commission (2017JCJQZD0041001).
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Study on the Influence of Different 
Degrees of Deterioration of Oil-Paper 
Insulation on Partial Discharge 
Characteristics 

Li Longfei, Wu Tianbo, Liu Lei, Wang Xin, Zhang Fei, Ge Zhijie, 
Zhang Shuobo, and Liu Hongshun 

Abstract The experimental platform of partial discharge under AC/DC composite 
voltage is built, and the time–frequency characteristics, pulse waveform character-
istics, spectrum characteristics, energy characteristics and entropy characteristics of 
partial discharge under different aging conditions and AC/DC working conditions are 
studied. It is found that with the increase of aging days, the dispersion of discharge 
decreases, the steepness of discharge waveform increases, the energy released by 
discharge increases, and the discharge becomes more intense. With the increase of 
DC content, the discharge decreases. When the aging time is the same, the discharge 
of extremely uneven field is more intense and the dispersion of discharge is smaller 
than that of slightly uneven field. 

Keywords Partial discharge · oil-paper insulation · time–frequency 
characteristics · spectrogram characteristics 

1 Introduction 

Oil-paper insulation is the main form of internal insulation of converter transformer 
[1, 2], and partial discharge and charge accumulation are not only the main causes 
of oil-paper insulation aging and deterioration, but also the important signs and 
manifestations of insulation aging and deterioration [3–5]. Therefore, it is necessary
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to study the influence of different deterioration of oil-paper insulation on partial 
discharge. 

Many researches on partial discharge in oil-paper insulation have been carried 
out. Chen Weigen [6] built a test platform for the development characteristics of 
air-gap discharge, extracted the discharge characteristic parameters, and divided the 
different development stages of discharge using system clustering. Based on the 
change of discharge characteristic parameters, a method of discharge development 
stage recognition based on cluster-wavelet neural network is proposed. Ling Yun has 
built a laboratory partial discharge test platform [7], and proposed a new characteristic 
quantity of average discharge energy per second, which can well characterize the 
change of discharge characteristics in different discharge stages during the discharge 
development process. At the same time, the discharge development process is divided 
based on the fuzzy C-means clustering method. Long Zhenze et al. made five size air 
gap discharge models [8], carried out accelerated degradation tests on defect models 
with two sizes of air gap, and introduced random forest algorithm and Adaboost 
algorithm into partial discharge fault diagnosis. Sun Zhenquan and others studied 
the partial discharge pulse of typical air-gap discharge model of oil-paper insulation 
under AC voltage, DC voltage, oscillating impulse voltage and lightning impulse 
voltage respectively [9]. 

In this paper, the experimental platform of partial discharge under AC and DC 
combined voltage is built, and the time–frequency characteristics, pulse waveform 
characteristics, spectrum characteristics, energy characteristics and entropy char-
acteristics of partial discharge in extremely non-uniform electric field and slightly 
non-uniform electric field under different working conditions and different aging 
conditions are studied. 

2 Partial Discharge Test Platform 

In this model, the radius of curvature of the needle electrode tip is 50 µm. The width 
of the oil gap and the thickness of the oil-immersed paperboard are 0.5 mm. The ball 
plate electrode is shown in Fig. 1(b). Spherical plate electrode is used to simulate the 
discharge under slightly uneven electric field. 

The circuit diagram and physical diagram of the experimental platform are shown 
in Fig. 2(a) and (b) respectively. The DC isolation capacitor allows the AC and DC 
voltage to be superimposed through parallel phases, which is beneficial to protect

Fig. 1 Plate electrode 
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Fig. 2 Experimental platform under AC-DC composite voltage 

the power supply. The DC high voltage is provided by the DC high voltage source 
combined by the corona free AC high voltage source and the rectifier circuit, while 
the AC high voltage is directly provided by the corona free AC high voltage source. 
The coupling capacitance required for rectification is 0.1 nF; The transmission cable 
connected to the oscilloscope adopts the terminal matching method, and its wave 
impedance is 50 Ω. 

High-speed camera and oscilloscope are also used in the experimental circuit. 
The former is used to capture the shape of partial discharge, and the latter is used 
to record the pulse voltage waveform. The main parameters of these instruments are 
shown inTable  1. The high-speed camera should be triggered simultaneously with the 
oscilloscope after the delay correction. In the experimental circuit, partial discharge 
will also occur outside the needle plate electrode. In order to reduce this discharge 
phenomenon, various experimental devices should be connected with shielded wires. 
The shielded wire should be as long or bent as possible, and each contact should be 
wrapped with copper foil. The test circuit complies with IEC-60270, and the relevant 
tests shall be conducted in a normal temperature laboratory with noise less than 10 
pC. 

Table 1 Main parameters of 
partial discharge detection 
instrument. 

Measuring instrument Parameter Value 

High-speed camera Maximum resolution 1696 × 1710 
Pixel size (µm × µm) 8 × 8 
Maximum frame rate 
(fps) 

2.98 × 105 

Exposure time (µs) >3.4 

Oscilloscope Analog bandwidth 
(GHz) 

1 

Sampling rate (GS/s) 5 

Sensitivity (mV) 1
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3 Partial Discharge Test Platform 

3.1 Partial Discharge Characteristics of Extremely Uneven 
Electric Field Under AC/DC 1:1 Working Condition 
Under Different Aging Conditions 

(1) Time-frequency characteristic 
The equivalent time spectrum diagram under AC/DC 1:1 voltage is shown in Fig. 3. 

With the increase of aging days, the equivalent frequency Feq and the equivalent time 
Teq both increase, indicating that the time domain range of the discharge pulse is 
wider, the rising edge is steeper, and the discharge is more intense. 

(2) Pulse waveform characteristics 
The partial discharge pulse at different aging stages is shown in Fig. 4. The positive 

partial discharge waveform is a single peak pulse, and the negative partial discharge 
waveform is an oscillating pulse, and also has a narrow pulse width, a fast rising and 
falling edge. 

(3) Spectral characteristics 
The characteristics of partial discharge spectrum of extremely uneven electric 

field under AC and DC 1:1 working conditions under different aging conditions 
are shown in Fig. 5. The spectrum shows asymmetric distribution under AC and
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Fig. 3 Spectrogram characteristics of partial discharge of extremely uneven electric field under 
different aging conditions under 1:1 AC/DC conditions 

Fig. 4 Pulse waveform characteristics of extremely uneven electric field under different aging 
conditions under AC/DC 1:1 conditions 
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Fig. 5 Partial discharge spectrogram characteristics of extremely uneven electric field under 
different aging conditions under 1:1 AC/DC conditions 
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Time Entropy 
Permutation Entropy 
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(c) Aging for 15 days 

Fig. 6 Partial discharge entropy characteristics of extremely uneven electric field under different 
aging conditions under 1:1 AC/DC conditions 

DC superposition, with dense positive half-cycle discharge and large discharge 
amplitude. 

(4) Energy characteristic and entropy characteristic 
The entropy characteristics of partial discharge under different aging conditions 

are shown in Fig. 6. With the increase of aging days, all kinds of information 
entropy values increase, while wavelet energy entropy and power spectrum entropy 
increase significantly, indicating that the energy released by discharge is larger and 
the discharge is more intense. 

3.2 Partial Discharge Characteristics of Extremely Uneven 
Electric Field Under AC/DC 1:3 Working Condition 
Under Different Aging Conditions 

(1) Time–frequency characteristic 
The spectrum characteristics of partial discharge under different aging conditions 

under AC and DC 1:3 working conditions are shown in Fig. 7. With the increase 
of aging days, the spectrum distribution becomes more concentrated, indicating that 
the difference of partial discharge pulse waveform is small and the dispersion is low. 
The waveform steepness increases with the increase of frequency.

(2) Pulse waveform characteristics
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(b) Aging for 10 days 
Equivalent frequency(MHz) 

Eq
ui

va
le

nt
 ti

m
e(

μs
) 

0.0 

1.2 

2.4 

3.6 

4.8 

6.0 

0  4  8  12 16 20  

(c) Aging for 15 days 

Fig. 7 Spectrogram characteristics of partial discharge of extremely uneven electric field under 
different aging conditions under 1:3 AC/DC conditions

The characteristics of partial discharge pulse waveform under different aging 
conditions are shown in Fig. 8. The aging stage has a great impact on the partial 
discharge pulse waveform of oil-paper insulation, but the DC component proportion 
and polarity only affect the parameters of Feq, Teq, Tu, Th, etc. 

(3) Spectral characteristics 
The characteristics of partial discharge spectrum under different aging conditions 

are shown in Fig. 9. The dispersion of maximum discharge, average discharge and 
apparent discharge of negative partial discharge is always high, reflecting obvious 
polarity effect. 

(4) Energy characteristic and entropy characteristic
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Fig. 8 Pulse waveform characteristics of extremely uneven electric field under different aging 
conditions under 1:3 AC/DC conditions 

Fig. 9 Partial discharge spectrogram characteristics of extremely uneven electric field under AC/ 
DC 1:3 operating conditions under different aging conditions 
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Fig. 10 Partial discharge entropy characteristics of extremely uneven electric field under ac/DC 
1:3 operating conditions under different aging conditions 

The partial discharge entropy characteristics of extremely uneven electric field 
under AC/DC 1:3 working condition are shown in Fig. 10, and the entropy value is 
reduced compared with that under AC/DC 1:1 working condition. With the increase 
of aging days, all kinds of entropy values increase, while the wavelet energy entropy 
and power spectrum entropy increase significantly, indicating that the energy released 
by the discharge is larger and the discharge is more intense. 

Figure 11 shows the partial discharge pulse energy-discharge frequency distribu-
tion spectrum of 50 power–frequency oil-paper insulation samples at different aging 
stages. It can be seen from Fig. 11 that at the initial stage of aging (0–5 days), the 
partial discharge pulse energy of oil-paper insulation is small; The discharge pulse 
energy of new paper is less than 4 µ J. After aging for 24 and 72 h, the maximum 
partial discharge pulse energy is only 6%, although its partial discharge pulse energy 
is higher than that of new paper µ J. In the middle stage of aging (5–10 days), large 
energy discharge pulse began to appear, and the number of small energy discharge 
pulse also increased correspondingly; The maximum partial discharge pulse energy 
of oil-paper insulation after 5 days of aging reaches about 9 µ J. After aging for 
10 days, its maximum pulse energy further increases to 10 µ J above indicates 
that the deterioration rate of oil-paper insulation is accelerated at this stage. At the 
end of aging (10–15 days), the number of small energy discharge pulses continued 
to increase, but the maximum partial discharge pulse energy showed a downward 
trend; After 10 days of aging, only a small amount of discharge pulse energy reaches 
12 µ About J, when aging for 15 days, the maximum partial discharge pulse energy 
decreases to 10 µ J or so. It can be seen that with the increase of aging degree, 
the maximum partial discharge pulse energy of oil-paper insulation first increases 
and then decreases, but the number of small energy discharge pulses always keeps 
increasing.

3.3 Partial Discharge Characteristics of Slightly Uneven 
Electric Field Under AC/DC 1:1 Working Condition 
Under Different Aging Conditions 

(1) Time–frequency characteristic
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Fig. 11 Discharge pulse energy-discharge frequency distribution of oil-paper insulation at different 
aging stages

The equivalent time–frequency spectrum under AC/DC 1:1 voltage is shown in 
Fig. 12. The time–frequency spectrum changes from scattered to concentrated and 
scattered with the increase of aging days. 

(2) Pulse waveform characteristics 
The partial discharge pulse at different aging stages is shown in Fig. 13. The weak 

oscillation of the tail of the negative partial discharge pulse indicates that the main 
discharge is accompanied by weak reverse discharge and secondary discharge; The 
weak oscillation of the positive partial discharge pulse peak is different from that 
under the positive half cycle of AC. On the one hand, it contains white noise, and on 
the other hand, it is determined by the characteristics of DC partial discharge. 

(3) Spectral characteristics 
The spectral characteristics of different aging stages are shown in Fig. 14. In the  

case of AC and DC superimposed, the spectrum shows asymmetric distribution, and

Fig. 12 Temporal spectrogram characteristics of slightly uneven electric field under different aging 
conditions under 1:1 AC/DC conditions 

Fig. 13 Pulse waveform characteristics of slightly uneven electric field under different aging 
conditions under AC/DC 1:1 conditions 
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Fig. 14 Partial discharge spectrogram characteristics of slightly uneven electric field under AC/ 
DC 1:1 operating conditions under different aging conditions 
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Fig. 15 Partial discharge entropy characteristics of slightly uneven electric field under AC/DC 1:1 
conditions under different aging conditions 

the dispersion of the maximum discharge, average discharge and apparent discharge 
of negative partial discharge is always high, reflecting the obvious polarity effect. 

(4) Energy characteristic and entropy characteristic 
The partial discharge entropy characteristics of different aging conditions on 

slightly uneven electric field under AC/DC 1:1 working condition are shown in 
Fig. 15. With the increase of aging days, the energy entropy and power spectrum 
entropy indicate that the discharge releases more energy and the discharge is more 
intense. 

3.4 Partial Discharge Characteristics of Slightly Uneven 
Electric Field Under AC/DC 1:3 Working Condition 
Under Different Aging Conditions 

(1) Time–frequency characteristic 
The time–frequency characteristics of different aging stages are shown in Fig. 16. 

The equivalent frequency is increasing as a whole, indicating that the steepness of the 
rising edge of the waveform and the pulse bandwidth become larger. The spectrum 
changes from scattered to centralized, and finally becomes scattered.

(2) Pulse waveform characteristics
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Fig. 16 Time-spectrum spectrogram characteristics of slightly uneven electric field under different 
aging conditions under 1:3 AC/DC conditions
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Fig. 17 Pulse waveform characteristics of slightly uneven electric field under different aging 
conditions under AC/DC 1:3 conditions 

Fig. 18 Partial discharge spectrogram characteristics of slightly uneven electric field under different 
aging conditions of AC/DC 1:3 

The partial discharge pulse at different aging stages is shown in Fig. 17. The  
positive partial discharge waveform is a single peak pulse, while the negative partial 
discharge waveform has a main peak and multiple secondary small peaks, and its 
pulse width is narrow, and its rising and falling edges are fast. 

(3) Spectral characteristics 
The characteristics of partial discharge spectrum of slightly uneven electric field 

under AC/DC 1:3 working conditions under different aging conditions are shown in 
Fig. 18. Compared with AC/DC 1:1, DC content increases and discharge decreases. 

(4) Energy characteristic and entropy characteristic
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Fig. 19 Partial discharge entropy characteristics of slightly uneven electric field under AC/DC 1:3 
operating conditions under different aging conditions 

The partial discharge entropy characteristics of slightly uneven electric field under 
AC/DC 1:3 working conditions are shown in Fig. 19. With the increase of aging days, 
the entropy value increases and the discharge becomes more and more intense. 

4 Conclusion 

In this paper, the experimental platform of partial discharge under AC and DC 
combined voltage is built, and the time–frequency characteristics, pulse waveform 
characteristics, spectrum characteristics, energy characteristics and entropy char-
acteristics of partial discharge under different aging conditions and AC and DC 
conditions are studied. 

With the increase of aging days, the discharge dispersion decreases, the discharge 
waveform steepness increases, the discharge energy increases, and the discharge 
becomes more intense. The main discharge of negative partial discharge pulse is 
accompanied by weak reverse discharge and secondary discharge, and there is 
obvious polarity effect. With the increase of DC content, the discharge decreases. 
When the aging time is the same, the discharge of extremely uneven field is more 
intense and the dispersion of discharge is smaller than that of slightly uneven field. 
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Power Grid State Assessment Method 
Based on RMT-PCA 

Xinzhi Ye, Lei Shang, Xuzhu Dong, Chengxi Liu, and Ye Tian 

Abstract With the establishment of WAMS (Wide Area Measurement System), the 
power grid has accumulated a lot of measurement data. This paper proposes a power 
grid state assessment method based on RMT – PCA (Random Matrix Theory - Prin-
cipal Component Analysis) from the perspective of data-driven. The proposed RMT-
PCA-based method can effectively identify abnormal events such as load change 
under the operation state of power grid by using existing measurement data of power 
grid. The case study is designed to verify the accuracy and effectiveness of the 
method proposed in this paper. At the same time, the method proposed in this paper 
can reduce the calculation time, compared with the commonly used MSR (Mean 
Spectral Radius) index. 

Keywords Principal component analysis · Random matrix theory · State 
assessment 

1 Introduction 

With significant deployment of online monitoring devices in the power grid, a large 
amount of data is collected [1]. The traditional model method for power grid state 
assessment is difficult to cope with the expansion of power grid scale and the 
complexity of grid structure. Therefore, from the perspective of data-driven, it has 
become a research hotspot to analyze the real-time running state of power grid by 
using big data technology. 

Random matrix theory (RMT) originated from the development and research of 
quantum physics [2] and has achieved good application effect in the field of finance 
[3] and communication [4]. In the field of power system, RMT has been used to
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evaluate the operation state of power grid [5], analyze the stability [6], evaluate 
the equipment performance [7] and analyze the power consumption behavior [8]. 
Literature [9] use RMT for rolling bearing performance degradation assessment and 
proposes an evaluation method combining RMT and principal component analysis 
(PCA). 

At present, the Marcenko-Pastur Law (M-P Law), Ring Law, mean spectral radius 
(MSR) and the corresponding entropy index in RMT are widely used in power system 
to evaluate the power grid operation state. This paper proposes an RMT-PCA-based 
power grid state assessment method, which only uses M-P Law in the random matrix 
to decompose and extract eigenvalues, and constructs a fusion feature index based 
on PCA algorithm to effectively represent the power grid operation state. By this 
way, the calculation time can be reduced. 

2 Random Matrix Theory 

The large amount of measurement data accumulated in the power grid is a typical 
spatio-temporal big data and traditional analysis tools can hardly meet the require-
ments of data processing accuracy in the big data environment by establishing 
assumptions and simplified models [10]. A matrix with independent and identically 
distributed random variables as elements is called a random matrix. The random 
matrix theory obtains the random degree of the actual data by statistical analysis of 
the energy spectrum and eigenstates of the complex system, and reveals the behavior 
characteristics of the overall correlation in the actual data [11]. In the field of math-
ematics, RMT requires that its matrix dimension tends to infinity, but in a matrix 
with moderate scale, for example, when the matrix dimension ranges from tens to 
hundreds of dimensions, it can also get quite accurate results [12]. Therefore, RMT 
can be used to solve the problems of power system. 

2.1 M-P Law 

M-P Law describes the asymptotic behavior of singular values of random matrices 
[10]. Let X = {xi„j} be a random matrix of N × T dimension, where the mean 
value μ(X) = 0, variance σ 2(X) <  ∞ and satisfy independent identically distributed. 
When N and T tend to infinity, their proportional coefficient c = N / T ∈ (0,1]. 
The corresponding sample covariance matrix S can be obtained and the empirical 
spectrum distribution (ESD) of S converges to the M-P Law, and the density function 
can be expressed as Eq. (1) [13]. 

fES  D(λs) = 

⎧ 
⎨ 

⎩ 

1 

2πλcσ 2 
/

(b − λ)(λ − a), a ≤ λ ≤ b 

0 , others 
(1)
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where, a = σ2
(
1− 

√
c
)2 
; b  = σ2

(
1+ 

√
c
)2 
; λ is the characteristic value of S. 

2.2 Ring Law 

Suppose the elements of a random matrix Xn of N × T dimension meet the mean 
value μ (Xn) = 0, variance σ 2 (Xn) = 1 after standardization, and the matrix is 
independent and identically distributed. Then, the singular value equivalent matrix 
of Xn is obtained by the unitary matrix U, so that its eigenvalues are mapped to 
the complex plane. The singular value equivalent matrix Xu can be obtained by 
singularity treatment according to Eq. (2). 

Xu = U
/

Xn XH 
n (2) 

where, U is a Haar unitary matrix of N × N dimension, Xu  X  H u ≡ Xn  X  H n and 
superscript H denotes conjugate transposition. 

Meanwhile, L matrices can be selected to obtain L singular equivalent matrices 
from Eq. (2), and the matrix product Z can be obtained from Eq. (3). 

Z =
ΠL 

i=1 
Xu,i (3) 

Then, normalize the element zi of matrix Z according to Eq. (4) to obtain the 
matrix Z̃ . 

z̃i = zi √
N σ (zi ) 

(4) 

The ESD of matrix Z̃ obeys Ring law, and the probability density function can 
be expressed as Eq. (5) [14]. 

fRL  (λ) = 

⎧ 
⎨ 

⎩ 

1 

π cL  
|λ|2/ L−2 , (1 − c)L/2 ≤ |λ| ≤ 1 

0 , others 
(5) 

where, λ is the eigenvalue of matrix Z̃ , which will be distributed between a standard 
ring with an outer ring radius of 1 and an inner ring radius of (1 − c) L/2 on the 
complex plane.
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2.3 Mean Spectral Radius (MSR) 

MSR is a commonly used linear eigenvalue statistic of random matrix, which is the 
distance between the eigenvalue of the matrix and the origin on the complex plane 
[9]. Combined with the relevant characteristics of Ring Law, MSR is defined as 
follows [15]. 

rMS  R  = 
1 

N 

NΣ

i=1 

|λi |, i = 1, 2, · · ·  N (6) 

where, rMSR is the average spectral radius of the random matrix; λi is the eigenvalues 
of the matrix. 

2.4 Construction of Power Grid State Matrix 

A large number of phasor measurement units (PMUs) have been deployed in the 
power system, and the WAMS has been established. Each PMU monitors multiple 
state variables of each node. At each sample time ti, the measurement data can form 
a column vector as follows. 

x(ti ) = [x1(ti ), x2(ti ), · · ·  , xN (ti )]T (7) 

With the increase of sample time, the measurement data form a data source matrix 
X of N × M dimension as follows. 

XN×M = [x(t1), · · ·  , x(ti ), · · ·  , x(tM )] (8) 

The sliding time window technology is used to intercept a part of the data source 
matrix, and the window width is T, that is, while collecting the data at time ti, the  
historical data with a length of T-1 before the time is fully used to form a random 
matrix as follows [10]. 

XN×T = [x(ti−T +1), · · ·  , x(ti )] (9) 

As shown in Fig. 1 (a), the power grid data such as node voltage and DG power 
can be selected as state variables, and the sample covariance matrix or singular value 
equivalent matrix is obtained through time window interception, standardization and 
other operations. Then the power grid operation state can be evaluated by combining 
the eigenvalue distribution of the matrix and the above theorem.

In addition, the augmented matrix method is used to augment the data of a certain 
state variable in the random matrix of power grid state [16], and the random matrix 
can better characterize the characteristics of the state variable by expanding a certain
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Fig. 1 Construction and application of power grid state random matrix

multiple. By successively augmenting the data of each node, combining the eigen-
value distribution of each augmented matrix and the above theorem, the identifica-
tion and location of abnormal links are realized. The specific process is shown in 
Fig. 1 (b). 

Figure 2 and Fig. 3 show the effect diagram of M-P Law, Ring Law and MSR in 
normal and abnormal conditions, respectively. It should be noted that the calculation 
amount of solving the singular value equivalent matrix is much higher than that of 
solving the sample covariance matrix. Among them, the MSR index is the most 
widely used in the state assessment of power gird, but it is generally extended from 
the Ring Law and needs to calculate the singular value equivalent matrix. Therefore, 
PCA is introduced in this paper to construct the fusion characteristic index based on 
the sample covariance matrix, which can intuitively evaluate the operation state of 
the power grid and reduce the calculation cost at the same time. 

(a) M-P Law (b) Ring Law (c) MSR 
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Fig. 2 Effect diagram of RMT under normal state of the power grid
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(a) M-P Law (b) Ring Law (c) MSR 
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Fig. 3 Effect diagram of RMT under abnormal state of the power grid 

Table 1 Feature index extraction based on sample covariance matrix 

Feature index Feature extraction Feature index Feature extraction 

P1 Median(λ) P4 Max(λ)-Min(λ) 

P2 Max(λ)/Median(λ) P5 Max(λ)/Mean(λ) 

P3 Max(λ)-Median(λ) P6 Max(λ)/Var(λ) 

3 Power Grid State Assessment Based on RMT-PCA 

According to the M-P Law, eigenvalues of the sample covariance matrix is distributed 
between [a, b], and the probability distribution meets a certain standard form. As 
shown in Table 1, extracting the eigenvalues λ of the sample covariance matrix and 
construct the feature index vector P (ti) = [P1 (ti), P2 (ti), …, P6 (ti)] T at the sample 
time ti. Then we can use feature index vectors at different sample times to form the 
feature index matrix P = [P (t1), P (t2), …, P (tn)]. Compared with a single index, 
the feature index set can better represent the state changes of the power grid. 

In order to realize the comprehensive utilization of information, PCA algo-
rithm is used for principal component extraction and information fusion of multiple 
indicators [9]. PCA is a method to reduce the dimension of complex data sets to 
reveal the hidden information [17]. The specific steps of PCA are not introduced 
here. 

4 Case Study 

In order to verify the effectiveness of the proposed power grid state assessment 
method, this paper uses Matpower as the simulation tool and IEEE57 bus system as 
the simulation example. The mutation of load and continuous increase of load are 
taken as abnormal events for verification.
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4.1 Case 1 

Case 1 uses the modified IEEE57 bus system, in which node 15 and node 31 are 
connected to a certain size of distributed generation. Select the node voltage and 
distributed generation active power output as state variables, add white noise of 
appropriate size to the data so as to simulate the data collected by WAMS. At this 
time, N = 59, T = 100, c = N/T ∈ (0,1], the RMT-PCA-based method is used to 
verify the occurrence of load mutation. 

As  shown in Fig.  4 (a), when t = 1000, the active power of node 28 suddenly 
increased by 50 MW. At this time, the fusion feature index fell rapidly, and then 
reached balance in the new state, and the fusion feature index rose. When t = 1501, 
the active power of node 28 returns to its original size. At this time, the fusion feature 
index drops rapidly, and then it reaches equilibrium again in the new state, and the 
fusion feature index rises again. Similarly, when t = 2001, the active power of node 
28 suddenly increases by 100 MW. When t = 2501, the active power of node 28 
returns to the original size. The fusion feature index also changes correspondingly 
and the range of change increases, indicating that the load mutation event is more 
serious and in line with the set situation. 

In order to better prove the effectiveness of the fusion feature index, as shown in 
Fig. 4 (b), the fusion feature index is compared with the MSR index. It can be seen 
that the two show the same change trend. 

In order to compare the calculation speed between different methods, the calcu-
lation time comparison test is carried out in the computer in the same environment 
(Configuration: AMD Ryzen 9 4900HS CPU and 16 GB RAM), and each event is 
repeated 50 times to eliminate the randomness in the test process. In Case 1, the 
average calculation time of the fusion feature index proposed in this paper is 4.40 s 
and the average calculation time of MSR is 14.42 s. Obviously, the fusion feature 
index proposed in this paper greatly shortens the calculation time.

Fig. 4 Fusion feature index from Case 1 
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Fig. 5 Fusion feature index from Case 2 

4.2 Case 2 

Case 2 uses the standard IEEE57 bus system, and sets the active power of node 28 to 
increase continuously from the 200th sample time. Then use the augmented matrix 
method to expand the data of each node, and the expansion multiple m is 63. At this 
time, (N + m) = 120, T = 140. 

As shown in Fig. 5 (a), when t = 200, the active power of node 28 gradually 
increases, and the fusion feature index slowly drops. Then use the augmented matrix 
method to enlarge the data of each node 63 times in turn, and observe the changes 
of the index. As shown in the Fig. 5 (b), the indexes obtained from every node 
augmentation matrix all fall in response to the active power growth. Among them, 
the drop of node 28 is the most obvious, so it can be judged that node 28 is an 
abnormal link. 

5 Conclusion 

In this paper, a method of power grid state assessment based on RMT-PCA is 
proposed. From the perspective of data-driven, the relevant data of the power grid 
is collected to form the state matrix, and constructs a fusion feature index based on 
RMT and PCA to effectively represent the changes of power grid operation state 
and realize the identification of abnormal links. Compared with the commonly used 
MSR method, the method proposed in this paper takes less computing time. 
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Simulation of the Leakage Magnetic 
Field Under Inter-turn Short Circuit 
in the Transformer 

Meng Huang, Bo Qi, Wei Zheng, Mao Ji, Haomin Lv, Wenbing Zhu, 
and Jian Wang 

Abstract Whether the operation state of the transformer is healthy has always been 
the top priority. If the inter-turn short circuit occurs in the transformer winding, it 
will seriously endanger the safe and stable operation of the transformer and affect 
the safety of the power system. When the inter-turn short circuit of the transformer 
winding occurs, the distribution of the leakage magnetic field inside the transformer 
will change drastically. Therefore, this paper selects the appropriate position inside 
the transformer to install the leakage magnetic field sensor, and monitors the distri-
bution of the leakage magnetic field inside the transformer to determine whether the 
transformer has inter-turn short circuit and the occurrence of inter-turn short circuit. It 
is of great significance to propose an online monitoring method of transformer health 
based on the change of internal leakage magnetic field of transformer. In this paper, 
the finite element method is used to simulate the three-winding transformer model. 
The leakage magnetic field distribution of the transformer under normal operation 
and the leakage magnetic field distribution under different inter-turn short circuit 
conditions are simulated and compared and summarized. The simulation results of 
this paper show that the distribution of the leakage magnetic field of the transformer 
is different in the case of different inter-turn short circuit faults, but the same rule 
is that the leakage magnetic field of the winding accessory changes more violently 
in the case of inter-turn short circuit fault, and the maximum change of the leakage 
magnetic field can reach 1.1 T. On the basis of simulation calculation, this paper 
proposes to arrange five sensors, the position is selected at the end of the winding 
and outside the low-voltage winding. The on-line monitoring of the operating state 
of the transformer and the occurrence of inter-turn short-circuit fault are determined, 
which provides a basis for the on-line monitoring method of the operating health 
status of the transformer based on the leakage magnetic field.
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Keywords leakage magnetic field · sensor placement method · transformer ·
inter-turn short circuit 

1 Introduction 

Power transformer is the core equipment in power conversion, and it is also the key 
equipment that affects the power quality of users. Their safe and stable operation is 
crucial to the stability and safety of the power system [1, 2]. Use the ITSC instead of 
inter-turn short circuit in this article. Use the LMF to represent for leakage magnetic 
field. According to the existing data, the main cause of power transformer failure 
is ITSC. Therefore, In order to ensure the user ‘s power quality and the healthy 
operation of the transformer, In the aspect of transformer health monitoring, the 
most important thing is to monitor and identify the ITSC timely and effectively. At 
present, there is a lack of fast and effective on-line monitoring method for ITSC in 
engineering, which cannot judge the health status of transformer in time, and limits 
the safe and stable operation of transformer to a certain extent. 

For ITSC faults, there are mainly off-line detection methods such as voltage-to-
current ratio method and online monitoring methods such as dissolved gas analysis 
[3–5]. However, in the voltage-to-current ratio method, the defective part in the minor 
ITSC accounts for a relatively low percentage of the whole winding, resulting in an 
insignificant difference in the ratio, which makes it difficult for the method to carry out 
effective detection. The dissolved gas analysis has defects such as complicated and 
time-consuming procedures, and it cannot locate the location of the inter-turn short 
circuit. Previous studies [6] have shown that transformer ITSC can lead to changes 
in the distribution of LMF. The key step is to study the distribution characteristics 
of the transformer LMF corresponding to the ITSC in different situations and the 
optimal selection of the installation position of the LMF sensor in the transformer. 
The paper [7] calculated the distribution characteristics of the LMF in the height 
direction of the transformer under different degrees of ITSC, but only the LMF of 
two fixed paths was analyzed, and the spatial distribution law of the LMF was less 
studied. The paper [8] calculated the distribution characteristics of transformer LMF 
under winding deformation and ITSC, but it did not analyze the spatial distribution 
characteristics of LMF when ITSC occurred at different locations. Therefore, it is 
of great significance to analyze the LMF distribution of transformers under different 
ITSC so as to guide the installation of LMF sensors. 

In this paper, considering the symmetry of the transformer, the finite element 
software is used to simulate the 110 kV three winding power transformer. Based on the 
finite element simulation model, the LMF distribution under normal conditions and 
different ITSC conditions is simulated and calculated, and the results are compared 
to obtain the variation law of LMF distribution and fault conditions. The optimized 
arrangement method of LMF sensor is proposed to make up for the lack of actual 
installation of transformer LMF sensor in engineering, which provides a feasible
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Table 1 Parameters of 
transformer Quantity Detail 

Capacity 250 kVA 

Voltage of HV/ MV/ LV winding 110/35/10.5 kV 

Number of turns of HV/ MV/ LV winding 623/198/103 

Core radius 300 mm 

High-voltage winding radius 481.5–558.0 mm 

Middle-voltage winding radius 388.5–449.5 mm 

Low-voltage winding radius 315.0–369.5 mm 

method for online monitoring of transformer health status and detecting the actual 
installation of LMF sensor in ITSC. 

2 Modeling of Transformer 

In this paper, the finite element method is used to analyze the variation of LMF during 
different ITSC, and a 110 kV oil-immersed three-phase three-winding transformer 
is used as the object of study. On the basis of the transformer simulation model, 
considering the three-phase symmetrical characteristics of the transformer, this paper 
only analyzes one phase. At the same time, due to the small influence of the eddy 
current effect of the core and winding, it is ignored and solved by static analysis. 
Table 1 is the main technical parameters of transformer. 

Figure 1 is a two-dimensional axisymmetric model of power transformer, where 
the left side of the model is axisymmetric boundary, and the upper side, lower side 
and right side of the model, are set as the second boundary condition. In this model, 
the core material is 30QG105 silicon steel sheet, the tank wall material is Q235 steel, 
while the relative permeability of all other materials is set to 1.

3 Analysis of LMF Distribution Under Different Winding 
Deformations 

This paper simulate and analyze the LMF of the transformer under two conditions, 
normal operation and ITSC. In order to simulate the normal operation state of power 
transformer in simulation calculation, the winding current value on the three-phase 
power transformer model shown in Fig. 1 is directly set to the rated current value. 

In this paper, the simulation calculation principle of ITSC is to apply short circuit 
current to the ITSC of power transformer winding under the condition of normal 
operation of power transformer [9]. According to the existing data statistics, when 
the ITSC occurs in the power transformer, the short-circuit current increases sharply,
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Fig. 1 Transformer model.

which is 15–23 times of the current under the normal operation of the transformer 
[7]. In this paper, the current of the transformer in the case of ITSC is 20 times the 
normal working current. 

Due to the symmetry of the transformer model, this paper also considers the 
symmetry when simulating the power transformer model. Therefore, the location of 
the ITSC only needs to select the middle and upper parts of the power transformer 
winding. According to the simulation results, the distribution law of the LMF when 
the ITSC occurs in the symmetrical part of the power transformer winding can be 
obtained by symmetry. 

Figure 2 shows the distribution law of LMF in the whole transformer during 
normal operation of power transformer. It can be seen from Fig. 2 that the LMF near 
the winding changes greatly under normal operation. Therefore, this paper chooses 
the area near the winding to study the change of LMF caused by the ITSC.

3.1 Analysis of ITSC with Different Degrees 

Figure 3 shows the variation law of the LMF in the winding area under the condition 
of 2.5% and 5% ITSC in the upper part of the transformer. For the same location 
of ITSC, the distribution of the variation of the LMF is similar as the severity of
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Fig. 2 The distribution of 
LMF in normal condition

Fig. 3 The variation law of 
LMF when ITSC with 
different degrees occurs in 
upper of winding 

the ITSC increases, but the maximum variation of the LMF shows an increasing 
trend. The maximum variation of LMF is 572 mT when a 2.5% ITSC occurs in the 
low-voltage winding, and 875 mT when a 5% ITSC occurs. In order to obtain the 
variation of LMF of transformer under severe conditions, the degree of ITSC is taken 
as 5% in the later analysis. 

3.2 ITSC 

Due to the symmetry of the transformer model, when the ITSC occurs at the middle 
height position, the distribution of the LMF is also symmetrical, and when the ITSC
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Fig. 4 The distribution law of LMF when ITSC occurs in different position 

occurs at the non-middle height position of the winding, the symmetry of the LMF 
distribution is seriously damaged. As shown in Fig. 4, this illustrates the distribution 
of LMF when ITSC occurs at the middle height of the high-voltage winding and the 
non-middle height of the low-voltage winding. 

Figures 4 and 5 show the variation of the LMF inside the transformer when 5% 
ITSC occurs at different positions of the winding. When ITSC occurs in the upper 
part of the asymmetric position of the low-voltage winding, the maximum variation 
of LMF is 875 mT and the minimum variation is -160 mT, and they are all near 
the short circuit coil. While when it occurs in the middle part, the overall LMF in 
the winding area becomes larger, and the maximum variation of the LMF reaches 
1100 mT, and the LMF increases by 5 mT at the location with the smallest variation 
of the LMF. When the ITSC occurs in the middle-voltage winding, the maximum 
variation of LMF is smaller than that in the low-voltage winding, only 760 mT, and 
in the area between the short-circuiting coil and the core, the LMF becomes smaller 
compared with the normal working condition, but in the rest of the locations away 
from the short-circuiting coil, the LMF generally becomes larger. Compared with 
the case where the ITSC occurs in the low-voltage winding and the medium-voltage 
winding, when the ITSC occurs in the high-voltage winding, the maximum change 
of LMF is smaller, only 652 mT. Another significant difference between the ITSC 
occurring in the high voltage winding and the ITSC occurring in the medium voltage 
winding and the low voltage winding is that the LMF near the ITSC coil is larger, 
and the LMF at other locations is generally smaller.

4 Analysis and Sensor Layout 

In order to determine the sensor installation location, the variation of the LMF on the 
specific path needs to be analyzed. Taking into account the difficulty of installation 
and the distance from the faulty coil, the variation of the LMF on the two paths on the
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Fig. 5 The variation of LMF when ITSC occurs in different position

outside of the low-voltage winding and the inside of the winding end insulation was 
selected for analysis, as shown in Figs. 6 and 7. When an ITSC occurs, the variation 
of LMF on the outside of the low-voltage winding has significant characteristics, up 
to 700 mT. For the LMF on the inside of the winding end insulation, even if ITSC 
occurs in the symmetrical position of transformer winding, the change of LMF is 
still obvious, up to 100 mT. 

As shown in Fig. 6, when different ITSC occur, there is a significant difference 
in the variation of the LMF on the outer path of the low-voltage winding, which 
is helpful to distinguish the ITSC, but when an ITSC occurs, the high temperature 
may damage the sensors installed on the outside of the low-voltage winding, so the 
number of sensors installed here needs to be minimized.

Fig. 6 The variation of 
LMF on the outside of the 
low-voltage winding under 
different ITSC
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Fig. 7 The variation of 
LMF on the inside of the 
winding end insulation under 
different ITSC

It can be seen from Fig. 7 that when the ITSC occurs at the same position of 
the low-voltage winding and the middle-voltage winding, that is, it occurs in the 
symmetrical position of the winding, the variation law of the LMF is similar, which 
is not conducive to distinguishing the two types of ITSC, but here it is easy to install 
sensors. Therefore, combining the advantages and disadvantages of outside the low-
voltage winding and inside the winding end insulation, a total of five sensors are 
chosen to be installed at these locations for ITSC online monitoring. The schematic 
diagram of the sensor installation locations is shown in Fig. 8. 

When different ITSC occur at different positions, the variation of the LMF at the 
sensor position is shown in Table 2. The analysis of the data in the table shows that 
when the ITSC occurs under different conditions, the LMF changes monitored by 
the sensors at different positions are different. For example, when the ITSC occurs in 
the middle of the middle-voltage winding and the middle of the low-voltage winding 
in the same case, although the variation of the LMF at sensor positions 1, 2, 4 and 5 is 
similar, the variation of the LMF at sensor position 3 is significantly different, which 
is 699.24 mT and 38.31 mT, respectively. When a ITSC occurs in the high-voltage 
winding, at least three sensor positions have a negative variation in the LMF. These 
are favorable for ITSC online monitoring.

Fig. 8 Sensor placement 
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Table 2 Variation of LMF at the sensor during ITSC (unit: mT) 

Type sensor1 sensor2 sensor3 sensor4 sensor5 

LV upper 46,536 126.83 60.82 31.62 60.6 

LV middle 101.88 52.66 699.24 53.49 104.91 

MV upper 102.31 149.03 48.26 29.38 56.31 

MV middle 111.74 60.31 38.31 61.31 114.78 

HV upper −11.78 165.83 22.9 −28.54 −77.87 

HV middle −101.23 -28.3 81.72 −26.36 −110.95 

5 Conclusion 

1. The variation of the LMF has different characteristics when ITSC occurs. The 
variation law of the LMF of the high-voltage winding is different from that of the 
middle-voltage and low-voltage windings. When the ITSC occurs in the high-
voltage winding, the LMF is very large near the short circuit coil, and the other 
positions are generally small, which is completely different from the ITSC of the 
middle-voltage and low-voltage windings. 

2. When the ITSC occurs inside the transformer, the position selection of the sensor 
is the most important. The LMF will change significantly at the inner side of the 
winding end insulation and the outer side of the low-voltage winding. Installing 
sensors at these two positions can effectively monitor the health status of the 
transformer and prevent the occurrence of the ITSC. 

Acknowledgements This research was funded by the Science and Technology Project of SGCC 
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Sag Monitoring of Transmission Line 
Based on Motion Sensor 

Zhang Huiquan, Jiang Zelong, Ma Haoyu, Bi Ran, Pan Shi, He Jinliang, 
and Hu Jun 

Abstract In recent years, with the continuous increase of domestic electricity 
demand, the scale of power grid is expanding, and there is more and more power 
grid construction and equipment maintenance work under complex terrain condi-
tions. However, transmission lines are difficult to patrol and maintain due to their 
large dispersion, long distance, and easy to be affected by natural disasters such as 
gale, rainstorm and blizzard. Wind deflection flashover, wire dancing, wire icing and 
other disasters of high-voltage transmission lines occur from time to time. Lots of 
disaster conditions are related to transmission line mechanical parameters such as 
wire sag. The motion sensor, as a measurement device for motion characteristics 
such as acceleration and inclination, has a broad application prospect with its small 
size, high accuracy, easy installation, and controllable cost. This paper focuses on 
the role played by motion sensors in online monitoring of transmission lines, and 
conducts research on solution of transmission line sag and sensor installation strate-
gies. The paper selects the suspended chain line model for further analysis, and the 
data generated by the sensors under the condition of wind deflection are used to solve 
the arc sag parameters of the transmission line model. Adjustments of the algorithm 
and strategy according to the simulation results are conducted so as to reduce the 
solution error. 

Keywords Motion Sensor · Transmission Line · Catenary Model · Sag 
Monitoring 

1 Introduction 

In recent years, with the growth of economy and the increase of electricity demand, 
the electric power industry develops rapidly in our country. The scale of the power 
system is increasing, and the transmission lines are constantly extending. As the lines
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used in high-voltage transmission corridors are mostly bare lines, the overhead lines 
are exposed to the air and affected by environmental factors such as wind, rain and 
lightning strikes, and its failure is often inevitable. According to statistics, in 2013, 
the State Grid’s power transmission lines had a total of 1311 trips, with a trip rate 
of 0.175 times per 100 km every year. Among these incidents, the 110 kV AC-DC 
transmission lines had 239 trips in total, among which 65 trips were caused by wind 
bias and other reasons, accounting for 27.2% of the total number of trips [1]. Once 
the transmission line fails, it may cause great loss to the power system. 

In addition to lightning strikes, transmission line faults caused by natural factors 
mainly include those caused by strong wind, snow and ice, which lead to changes 
in transmission line mechanical structure and insulation distance, including arcs 
falling, wind deflection, ice covering, dancing and interaction of various factors, etc. 
The above faults are often accompanied by the variation of overhead transmission 
wire sag. Therefore, real-time monitoring of overhead line sag is of great significance 
for fault monitoring and early warning of transmission lines. By monitoring the sag 
parameters of transmission lines, the fault caused by various natural factors such as 
ice covering can be further deduced, so as to improve the observability of transmission 
line state and ensure the safe operation of transmission lines. 

A variety of sag detection methods have been proposed such as manual inspec-
tion, sensor-based sag monitoring, application of image processing technology, wire 
positioning based on positioning system, microwave ranging and so on. Manual 
inspection has poor real-time performance and low measurement efficiency, and it is 
very difficult to monitor in complex geographical environment. The sensors that can 
be used for sag monitoring include temperature sensor, stress sensor, dip sensor [2] 
and magnetic sensor. The temperature sensing method uses the property of thermal 
expansion and cold contraction of wire to establish the relationship between wire 
temperature and length, and then calculates the arc length. However, this approach 
cannot eliminate the influence of climate causes and uneven temperature distribution. 
The stress sensor and the dip sensor need to be installed between the tower and the 
insulator, which is not practical for the installed transmission lines and difficult to 
be widely applied in practice. The magnetic sensing method can estimate traverse 
sag and wind deflection from magnetic field distribution by installing magnetic field 
sensors at positions such as poles and towers [3, 4]. However, it is difficult to calcu-
late the magnetic field in practical application, and the magnetic field distribution 
in simulation and calculation model is often very different from that in practice. 
In addition, a camera can be installed on the UAV or pole tower to calculate the 
traverse sag [5–7] by image processing technology. However, when the visibility is 
low, the optical monitoring system is difficult to realize the monitoring function. Wire 
positioning based on positioning system can obtain multi-point position information 
of transmission lines based on DGPS differential positioning technology, and then 
calculate the sag size [8]. By installing a millimeter wave transmitter, receiver and 
incident angle sensor on the transmission line, the microwave ranging method can 
reverse the arc through the change of signal receiving power and incident angle [9]. 
However, fog, rain, snow and other weather may cause the MMW power attenua-
tion in the transmission process, thus affecting the accuracy of calculation. Other
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sag monitoring methods, such as using power line inspection robot [10] or analyzing 
power-line carrier signal behavior [11], were also proposed in recent years. However, 
most of them have application difficulties to some extent. 

Motion sensor is a device that can convert motion features such as speed and 
acceleration into electrical signals. With advantages of convenient installation, low 
cost and high precision, it is suitable for sag monitoring. Meanwhile, as the measured 
data directly reflect the real motion state of the transmission line, motion sensor has 
a certain advantage in data processing and state identification. It can be combined 
with intelligent equipment for multi-point installation of transmission lines to realize 
non-invasive monitoring of overhead line motion status. 

This paper presents a monitoring method of transmission line sag parameters 
based on motion sensor. Firstly, the catenary model of transmission line is selected 
as the basis of this paper. Under the wind deflection condition, the simulation data of 
the sensor is obtained by using the line parameters and appropriate external condi-
tions, and the important parameters of the transmission line are restored by selecting 
different combinations of the number of sensors combined with the sensor errors. 
Further, the reduction errors of line parameters are analyzed, and appropriate strate-
gies and algorithms are considered to reduce the errors. By increasing the number 
of sensors, the randomness of sensor measurement data can be weakened and the 
measurement accuracy can be increased. The best placement strategy of sensor posi-
tion can be obtained by changing the position of sensor and making comparative 
analysis. 

2 Modeling and Parameter Solving of Transmission Lines 

2.1 Catenary Model of Transmission Lines 

The schematic diagram of the overhead power line is shown in Fig. 1. Where, A and 
B are suspension points, C is the midpoint of AB connection, and O is the lowest 
point of traverse sag. h is the arc of the line, that is, the length of OC; l is the span 
of the line, that is, the length of AB.

Catenary model is a physical model commonly used to solve power transmis-
sion lines in engineering applications. It refers to a soft, non-extendable chain with 
uniform distribution of thickness and mass at both ends, which has a curved shape 
only under the action of gravity. Under appropriate coordinate system conditions, a 
very simple catenary equation can be obtained.

The force analysis diagram of catenary is shown in Fig. 2. O for catenary, P for 
online at any point, the tangent P with horizontal plane angle for θ; The tension of 
the line at O is in the horizontal direction, denoted as H; the tension of the line at B 
is in the tangential direction, denoted as T; then the force analysis of the whole OP 
section can be obtained that, in the horizontal and vertical directions, there is:
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Fig. 1 Schematic diagram of overhead power lines.

Fig. 2 Force analysis of 
catenary

{
H = T · cosθ 
mg = T · sinθ 

(1) 

By substituting the dip angle of point P, combined with Eq. 1, we can obtain Eq. 2. 

dy  

dx  
= tanθ = 

mg 

H 
(2) 

Based on the assumption that the wire is flexible and non-extendable, the linear 
density and length of the wire before and after suspension remain unchanged. Set 
the linear density of the wire for σ, OP wires  for  s long, there is: 

s = 
m 

σ 
= 

dy  

dx  
· H 
σ g 

(3) 

It can be obtained by analyzing and integrating the element at point P that: 

s = 
xP{
0 

ds  = 
xP{
0 

/
1 + 

dy2 

dx2 
· dx (4) 

Set p = dy/dx. United Eq. 4 with Eq. 5 that: 

p = 
σ g 
H 

xP{
0 

/
1 + 

dy2 

dx2 
· dx
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dp  /
1 + p2 

= 
σ g 
H 

dx (5) 

As g(x) = sinh−1 (x): 

ϕ(x) = sinh−1 (p) = 
σ g 
H 

x + C1 

sinh(ϕ(x)) = p = 
dy  

dx  
= sinh( 

σ g 
H 

x + C1) 

y = 
H 

σ g 
cosh

(σ g 
H 

x + C1

)
+ C2 (6) 

Set a = H/σg and adjust the position of the coordinate system to eliminate constant 
C1 and C2, we get catenary equation that: 

y = acosh
( x 
a

)
(7) 

The physical meaning of a is the distance from the origin of the frame to the lowest 
point of the arc. In the transmission line model under catenary assumption, the static 
characteristics of the transmission line can be fully described only by determining the 
value of parameter a, so as to obtain the arc and other parameters of the transmission 
line. 

2.2 Algorithm for Transmission Line Parameter Solving 

For a section of transmission line between two towers, the information we can obtain 
is the span of the transmission wire and the acceleration data collected by the motion 
sensor installed on the wire. 

Under the condition of windage, assuming that the wind effect on transmission 
line perpendicular to the conductor, as shown in Fig. 3. Under the action of wind, the 
sensor will generate motion data of each point position due to the overall deviation 
of catenary motion. As shown in Fig. 4, motion sensors are placed at two points M 
and N. m1 and m2 are the distances from point M to OC and AB, respectively. n1 
and n2 are the distances from point N to OC and AB respectively. l is the span of the 
transmission wire and a1, a2 are accelerations of M, N.

From geometrical relationship and catenary equation we get that: 

⎧⎨ 

⎩ 

m2 = yA − yM 

n2 = yA − yN 
h = yA − yO 

(8)
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Fig. 3 Wind action direction 

Fig. 4 Sensor location

⎧⎪⎪⎨ 

⎪⎪⎩ 

yA = acosh
( xA 

a

) = acosh
(

l 
2a

)
yN = acosh

( xN 
a

) = acosh
( n1 
a

)
yM = acosh

( xM 
a

) = acosh
(m1 

a

)
yO = acosh

( xO 
a

) = a 

(9) 

Considering the influence of windage, the ratio of horizontal acceleration perpen-
dicular to the axis of the wire at points M and N is proportional to the ratio of arcs 
at this point, i.e. 

a1 
a2 

= 
m1 

n2 
(10) 

Sag h can be obtained by solving Eq. 8 ~ Eq.  10. 

2.3 The Influence of Sensor Error 

There will be measurement errors inevitably in the actual measurement, which will 
introduce solving errors to the parameter solving algorithm above. The error of the 
sensor consists of two parts. 

Part of it is percentage error δ1, which means that when the sensor is used for data 
measurement, the size of the measurement error has a certain percentage relationship 
with the size to be measured. Meanwhile, for the measurement of the same numerical 
result, the error follows the principle of normal distribution. Percentage error can be 
expressed as:
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δ1 = p · r ∗ ncd f (11) 

In which r is the percentage and ncd f is one observed value of normal distribution. 
The other part is the fixed error δ2, or “zero drift,” which refers to what the sensor 

reads when not measuring or measuring a zero-value object. Before the sensor is 
installed and used, it usually needs to be zeroed out. However, due to the limited 
zeroed ability or the long-time use of the sensor, there will be a certain amount of 
fixed error of the sensor. 

Take these errors into consideration, the measured acceleration will be expressed 
as:

{
a
/\

1 = a1 + δ11 + δ12 
a
/\

2 = a2 + δ21 + δ22 
(12) 

Assume that (δ1)r = 0.1%, δ2 = 10−3 . Examples including transmission lines of 
different specifications as shown in Table 1 are designed to verify the above models. 

Figure 5 shows the variation of solving error with sensor percentage error and fixed 
error. Solving results shows that for transmission lines with different parameters, the 
smaller the sag ratio is, the more the sensor error will affect the solution process. 

This conclusion is beneficial to on-line monitoring of transmission lines to some 
extent. On the line with large sag ratio, the line is more susceptible to the influence 
of snow and wind due to the relatively large sag, and the error of the solution results

Table 1 Four transmission line parameters. 

Sag Span Catenary parameter a Sag ratio 

Line 1 2.04 70 300 0.028 

Line 2 10.03 200 500 0.05 

Line 3 15.56 500 2000 0.03 

Line 4 25.02 1000 5000 0.025 

(a) Percentage error (b) Fixed error 

Fig. 5 Variation of solving error with sensor percentage error and fixed error 
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of the line using sensor combined with catenary model is relatively small, which is 
more conducive to the realization of monitoring. On lines with small vertical span, 
although the error of the solution results is large, the line has a large tension, and 
is more resistant to the interference of natural factors such as external wind, so the 
demand for online monitoring is relatively small. Therefore, this method can be used 
as far as possible on the lines with large vertical span, which can improve the accuracy 
and reduce the redundancy monitoring. 

3 Solving Error Optimization 

In this section, solving error is analyzed under the condition of a certain sensor 
accuracy, and some reasonable means are adopted to improve the algorithm and 
reduce the solving error. 

3.1 Effect of the Number of Sensors 

The aforementioned algorithm uses the measured data of sensors at two different 
positions on the transmission line, and then the data is substituted into the equations 
for solving. In this case, the coefficient matrix of the system is full rank, so there is 
only one set of solutions. In a practical application scenario, more sensors can be 
placed at different locations on the transmission line. On the one hand, the redundancy 
of sensors increases the reliability of online monitoring of transmission lines, that 
is, the damage of a single sensor device or abnormal data does not affect the online 
monitoring performance of transmission lines, and the redundant sensors that work 
properly can be used to replace the damaged sensors to complete the measurement 
work. On the other hand, the increase in the number of sensors means the increase 
in the number of measurement samples. According to the statistical principle, the 
increase in the number of samples will weaken the randomness of the solution results 
of line parameters, that is, solving error will be reduced to some extent. Increasing 
the number of sensors is also a feasible method to improve the on-line monitoring 
ability under the condition that the measurement accuracy of sensors is certain. 

When the number of sensors is increased to 3, the position of sensors are shown 
in Fig. 6. The equations to be solved become:
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Fig. 6 Sensors placed on overhead line 

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

m2 = yA − yM 

n2 = yA − yN 
q2 = yA − yQ 

yA = acosh
( xA 

a

) = acosh
(

l 
2a

)
yM = acosh

( xM 
a

) = acosh
(m1 

a

)
yN = acosh

( xN 
a

) = acosh
( n1 
a

)
yQ = acosh

( xQ 
a

) = acosh
( q1 
a

)
yO = acosh

( xO 
a

) = a 
a1 
a2 

= m1 
n2 

a1 
a3 

= m1 
q2 

h = yA − yO = acosh
(

l 
2a

) − a 

(13) 

The introduction of data at point Q adds 3 independent equations to the original 
system of equations, but only 2 unknown numbers are introduced, so the data at 
point Q is redundant. In order to make better use of the redundant data and reduce 
the solving error, the equations need to be adjusted further. 

It can be obtained from the above equations that: 

a1 
a2 

= 
cosh

(
l 
2a

) − cosh( m1 
a ) 

cosh
(

l 
2a

) − cosh( n1 a ) 
(14) 

a2 
a3 

= 
cosh

(
l 
2a

) − cosh( n1 a ) 
cosh

(
l 
2a

) − cosh( q1 a ) 
(15) 

a3 
a1 

= 
cosh

(
l 
2a

) − cosh( q1 a ) 
cosh

(
l 
2a

) − cosh( m1 
a ) 

(16) 

Due to the influence of historical data or the difference of instrument specifica-
tions, if the sensor at a certain point has a high degree of trust or high accuracy, for 
example, the sensor at Q is a high-precision sensor, we can add Eq. 15 and Eq. 16 
that:
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Table 2 Comparison of 
statistical characteristics of 
the three methods 

Statistical item Method a Method b Method c 

Mean value 9.9157 9.8918 9.9173 

Variance 0.7952 0.7453 0.4919 

a1 
a3 

+ 
a2 
a3 

= 
cosh

(
l 
2a

) − cosh( m1 
a ) 

cosh
(

l 
2a

) − cosh( q1 a ) 
+ 

cosh
(

l 
2a

) − cosh( n1 a ) 
cosh

(
l 
2a

) − cosh( q1 a ) 
(17) 

The above argument is verified below. Motion sensors are placed at point M, N 
and Q, and the sensor at point Q has higher accuracy. At present, three ways are 
adopted to solve the arc of transmission lines under the wind deflection condition: 

a. Data of M and Q is used combined with Eq. 16. 
b. Data of N and Q is used combined with Eq. 15. 
c. Data of M, N and Q is used combined with Eq. 17 

100 groups of random samples were used for testing, and the statistical charac-
teristics of the data under the three schemes were compared in Table 2. It was found 
that the variance of the results of method c. was significantly smaller than that in the 
other two methods when the mean values were not different, which indicated that the 
solution results of t method c. had the best convergence and the smallest deviation 
range, so it could obtain higher solution accuracy. The above analysis is proved to 
be correct. 

3.2 Sensor Placement Strategy 

In actual installation, the position of the sensor may be deviated, resulting in a certain 
deviation between the solution result of the model output and the actual parameters 
of the line. At the same time, because the slope and other parameters at different 
positions of the line are different, the error of the sensor itself may have different 
effects on the solution of the model equations at different positions. This section 
analyzes the sensitivity of solving results to changes in the horizontal coordinate of 
the sensor, determines the installation strategy of the sensor on the line and selects the 
most appropriate installation point when there is objective sensor position deviation 
and sensor error. 

3.2.1 Sensor Position Sensitivity Analysis 

As shown in Fig. 7, two sensors are placed on the wire. Fixed sensor 1 position at x 
= 90, adjust the position of the sensor 2 and an installation error Δx is added to the 
abscissa. Set Δ x = 0.01, solving result of sag h is shown in Fig. 8(a).
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Fig. 7 Sensor position sensitivity analysis 

(a) (b) 

Fig. 8 Influence of sensor position on solution deviation 

The fluctuate of h due to the normal distribution that sensor error follows. As can 
be seen from the curve on the envelope, within the scope of the abscissa in (0, 50), 
when x increases, solve deviation increases. At the same time, within the scope of 
the abscissa in (0, 10), the envelope is relatively flat, solving deviation is relatively 
small. When the abscissa is in the range of (0, 10), the envelope is relatively steep. 
Therefore, it is more appropriate to place sensor 2 at the abscissa in range of (0, 10). 

3.2.2 The Influence of Sensor Error 

Sensor error is divided into percentage error and fixed error. When the measurement 
value is large, the percentage error is dominant in the whole error term. When the 
measurement value is small, on the contrary, the fixed error may have a greater effect 
on the error term. At the measuring point of the sensor near both ends of the line, 
the measurement value is small and the influence of fixed error is great because of 
the small acceleration at the point. In the center of the line, due to the larger sag 
and acceleration, the sensor there has a larger measurement value, so the percentage 
error has a great influence.
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Fig. 9 Influence of sensor position on solution deviation under given sensor error condition 

Set the position of sensor 2 at x = 0, adjust the position of sensor 1 only consider 
the effect of sensor error, analysis how solving result changes as the change of 
abscissa of sensor 1. solving results are shown in Fig. 8(b). As can be seen from the 
curve on the envelope, within the scope of the abscissa in (40, 90), when x increases, 
solving deviation reduces. At the same time, within the scope of the abscissa in (40, 
60), the envelope is relatively steep. When the abscissa is in the range of (60, 90), 
the envelope is relatively smooth. Therefore, it is appropriate for the abscissa of the 
sensor to be in the range of (60, 90), as the sensor error has little influence on the 
solution results. 

In order to weaken randomness, fix the percentage error of the sensor, adjust the 
position of sensor 1 and sensor 2, analyze the appropriate placement strategy of the 
two sensors. The results are shown in Fig. 9. The left is the change of solving result 
as sensor position changes and the plan with h0 = 10. The right is the change of 
solving error as sensor position changes. We can find that, near the x = 0 and x = 
90, surface gradient is relatively slow, the results are more likely to achieve higher 
precision. 

It can be seen from the above analysis results that if sensor 1 is placed near the 
lowest point of the arc and sensor 2 is placed near the suspension points at both ends 
of the line, solving deviation caused by measuring errors of sensors is small. 

In fact, in the catenary model, the slope is relatively smooth near the bottom 
of transmission line, so the installation position error has little impact. Near the 
suspension point, the line acceleration is small and the sensor measurement value is 
small. When the line acceleration is used as the numerator in the ratio of acceleration, 
the influence caused by the sensor error is diluted by a larger denominator, so the 
influence is small compared with other positions.
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4 Conclusions 

In this paper, a model of transmission line parameter solving monitoring based on 
motion sensor is proposed to meet the requirements of online monitoring of transmis-
sion lines. Based on catenary model, the algorithm of transmission line sag parame-
ters is studied, and the sensor error is modeled in detail, and the applicability of the 
model is verified according to the sensor error. Under this model, the solution results 
of lines with larger spans are more accurate. 

In addition, in this paper, influence on the solving result due to positions and 
amounts of sensors is analyzed. Under the condition that the sensor error is certain, 
the number of sensors installed in the same section of wire is increased to 3, and 
the sensors are installed near the suspension points at both ends of the line and near 
the lowest sag point, which can effectively reduce the solving error and improve the 
accuracy of the sag solving model. 

Acknowledgements This work was funded by State Grid Corporation of China (No. 5500-
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Inversion of Transmission Line Icing 
State Based on Sag Monitoring 

Zhang Huiquan, Jiang Zelong, Jiang Hong, Zhang Huajie, Zhao Mengshi, 
He Jinliang, and Hu Jun 

Abstract China is one of the countries in the world where transmission lines are 
heavily iced. In recent years, along with the rapid development of Chinese electric 
power construction, ultra-high voltage and ultra-high voltage transmission line is put 
into operation. With the growth of transmission line distance, large areas of ice acci-
dents occur all over the country due to complex environmental characteristics. With 
the development of sensing technology, the monitoring conditions for the mechanical 
characteristics of wire such as dance, sag and vibration are increasingly perfect. In 
this paper, the catenary model of the transmission line is supplemented and modi-
fied, and the elastic catenary model is proposed. Based on the iterative algorithm, 
the algorithm of inverting the ice-covering condition of transmission lines is studied 
based on the sag monitoring results of transmission lines. 

Keywords Sag Monitoring · Transmission Line · Catenary Model · Icing 
Detection 

1 Introduction 

With the rapid expansion of power grid, the large area of ice damage accidents occur 
frequently. In 2008, a wide range of snow and rain in southern China caused 1,252 
110–500 kV lines with 7,377 towers toppled and 3,092 towers damaged, resulting 
in huge safety accidents and economic losses. In Northwest China, ice accumula-
tion of transmission lines also causes adverse impact on power grid safety [1]. Ice 
covering of transmission lines can cause a sharp decrease in mechanical and elec-
trical performance. Overloading leads to broken strands or broken lines or tower 
collapse, damages the performance of fittings and insulators, results in insulator ice
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flash. When the line is covered with uneven ice, it is easy to cause damage and 
deformation of tower head. Uneven deicing jumper of wire leads to a decrease in the 
safety distance between phase and ground, resulting in ground short circuit fault. 

In the decades of power grid development, manual line inspection used to be the 
main method for line monitoring and maintenance. Although problems of power lines 
can be found and marked or solved on the spot, the inspection frequency and efficiency 
are low, and real-time monitoring cannot be realized on the basis of consuming a lot 
of human and material resources. At present, for the early warning and protection of 
transmission line ice covering, the methods that have been proposed include optical 
sensor [2–4], image processing [5], positioning device [6], mechanical sensor [7, 8] 
and capacitance measurement [9]. These online monitoring methods are proposed to 
alarm the factors that may cause failure. Self-ice-melting conductors are also used 
for on-line icing protection [10]. 

The mechanical state of transmission lines can be monitored by proper monitoring 
methods. This paper presents a method of inversion of transmission line ice-covered 
states based on sag monitoring. In this paper, the catenary model of transmission line 
is selected as the research basis, and it is improved and expanded. Adding an elastic 
factor to the line enables the line to undergo elastic deformation when the weight 
changes, such as when the ice is covered, thus changing the size of the sag. Through 
the iterative algorithm, the linear density of the line can be deduced from the line sag 
parameters obtained by the on-line monitoring means, so as to invert the ice covering 
condition of the outlet line. 

2 Modeling of Transmission Lines 

2.1 Catenary Model of Transmission Lines 

The schematic diagram of the overhead power line is shown in Fig. 1. Where, A and 
B are suspension points, C is the midpoint of AB connection, and O is the lowest 
point of traverse sag. h is the arc of the line, that is, the length of OC; l is the span of 
the line, that is, the length of AB. 

Fig. 1 Schematic diagram of overhead power lines
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Catenary model is a physical model commonly used to solve power transmis-
sion lines in engineering applications. It refers to a soft, non-extendable chain with 
uniform distribution of thickness and mass at both ends, which has a curved shape 
only under the action of gravity. Suppose the linear density of the wire is σ , the  
horizontal tension on the lowest point of the catenary is denoted as H , and the accel-
eration of gravity is denoted as g, then the catenary equation is shown in Eq. 1, where 
a = H/σ g. 

y = acosh
( x 
a

)
(1) 

2.2 Elastic Catenary Model 

The basic assumption of catenary model is that the line is soft and cannot be extended. 
That is, in the flexible line model, the length of the line does not change with the 
change of the line tension, that is, the line length has nothing to do with the stretching 
or load increase. But for a stretch of elastic and weight cannot be ignored, the tension 
caused by the dead weight will make it elastic deformation, that is, its length in the 
natural flat state and suspension length will have a certain gap. At the same time, 
when the load of the line increases, such as under the condition of ice covering, the 
dead weight of the line increases, so the length of the line will also change. Under the 
premise of constant span, the sag of the line will also increase. In order to simulate the 
changing process and monitor the ice-covered state of the line online, it is necessary 
to introduce the elastic line model to analyze the transmission line [11]. 

The force analysis of the micro unit near the point P of the line is carried out as 
shown in Fig. 2. Under the natural state of flat, set the cross-sectional area of the 
line as A0, linear density as ρ0. Under the natural state of suspension, set the cross-
sectional area as A, linear density as ρ. H is the component of T in the horizontal 
direction. Balanced by forces in the vertical direction, there is: 

H 
d2 y 

d2x 
= ρg 

/
1 +

(
dy  

dx

)2 

(2)

Fig. 2 Force analysis of P 
point element 
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Set the axial elastic modulus of the transmission line as E. According to Hooke’s 
theorem, it can be obtained by assuming that the mass of the suspended front and 
rear lines remains unchanged that: 

ρ = ρ0 

1 + T 
E A0 

(3) 

It can be obtained by Eq. 2 and Eq. 3 that: 

Hy,, = ρg 
/
1 + (y,)2 

1 + T 
E A0 

(4) 

On the basis of the foregoing derivation, the following parameter transformations 
are considered: 

⎧⎪⎨ 

⎪⎩

ε = H 
E A0 

a = H 
ρ0g 

dx  
dy  = sinh(u) 

(5) 

It can be obtained by applying the above transformation to Eq. 4 that: 

cosh(u)du = 
cosh(u) 

a 

1 + εcosh(u) 
dx  

a(1 + εcosh(u))du = dx  

x = a(u + εsinh(u)) + C1 (6) 

Similarly, it can be obtained that: 

y = a
(
cosh(u) + 

1 

2
εcosh2 (u)

)
+ C2 (7) 

Adjust the position of the coordinate system to eliminate constant C1 and C2, the  
elastic catenary can be obtained:

{
x = a(u + εsinh(u)) 

y = a
(
cosh(u) + 1 2εcosh

2 (u)
) (8)
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Fig. 3 Schematic diagram 
of flexible and elastic lines 

Figure 3 is a schematic diagram reflecting the flexible catenary and the elastic 
catenary at the same span. Among the three curves, the highest one is the flexible 
catenary. The second highest is the elastic catenary. There is a small elastic defor-
mation, and the sag is increased. The lowest is the case after the line is weighted 
(such as icing). As a result of the weight, the line deformation increases and the line 
elongation causes the sag to increase further. 

For the flexible line model, the line weight and load do not affect the change of 
sag, while the weight gain of the line can be deduced from the change of sag in the 
elastic line model. Therefore, the necessity of introducing the elastic catenary model 
can be analyzed. 

3 Icing Detection 

Under the elastic catenary model, if the linear density of the line changes, for example, 
the line is aggravated by ice covering, then the shape of the transmission line will 
change due to the elastic deformation of the line, and the sag will also increase. The 
more the line is aggravated, the larger the sag will be. In other words, if the sag of 
the line is observed to have significant changes according to the measurement data, 
then the ice covering condition of the line can also be inferred from the results of the 
arc changes. 

With ice covering, line density of the transmission line ρ is related to sag h. h 
meets: 

h = yA − yO (9)
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Fig. 4 Iterative algorithm 

In the elastic catenary parameters equation model, according to Eq. 8, under the 
condition of given ρ and H, yA and yO can be inferred from parameters u. As the  
abscissa of point A and point O is known, uA, uO can be inferred from xA, xO, then 
yA and yO can be inferred, from which we can get sag h. 

It is difficult to express parameters u by x, y respectively, so it’s necessary to get u 
from x with the method of numerical iterative, then we are able to work out parameter 
y. 

Using the given initial conditions ρ and H we can work out the sag value h by 
iteration. If the deviation with the given sag value h0 is allowable, we can consider 
the initial condition is reasonable. If there is greater difference between h and h0, we  
need to modify the initial conditions to make h to be near h0. If the above process is 
repeated continuously until h ≈ h0, the iteration is stopped and the modified initial 
condition is considered reasonable. This iterative algorithm is shown in Fig. 4. 

The typical parameter of 110 kV lines is used to test the above analysis and 
algorithm. We can know that transmission line conductor elastic modulus E = 74 Gpa, 
cross-sectional area A0 = 277.75 mm2, span L = 200 m, horizontal component of 
tensile force H = 5000 N, ρ0 = 1 kg/m. Using the above algorithm to solve linear 
density of the wire as sag h changes in range of 10–20 m. The results are shown 
in Fig. 5(a). From the point of view of numerical solution, it can be seen that in 
a certain range, with the increase of sag, the wire density also increases. From the 
angle of causality, the length of the wire increases and the sag increases as the line 
weight increases and the line density increases. The numerical solution is actually a 
process of inversely deducing line density from sag. Figure 5(b) shows the correlation 
between sag and icing density.
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Fig. 5 The correspondence between sag, line density and icing density 

In addition, the large step ripple appears in the curve when the sag is large, which 
is caused by the larger judgment condition of convergence of the above algorithm. 
The ripple can be eliminated by modifying the convergence condition to make the 
curve smoother. However, it is followed by an increase of calculation amount. If 
the data set is large enough, the balance between calculation speed and calculation 
accuracy should be balanced to maximize the overall efficiency of online monitoring. 

4 Conclusions 

Based on the monitoring results of transmission line arcs, this paper designs an 
algorithm to invert the ice-covering state of transmission lines from sag. The elastic 
catenary model is proposed based on the improvement of the catenary model. The 
elastic modulus is introduced into the mechanical characteristics of the flexible cate-
nary model, so that the changes of the length and sag of the transmission line under 
the influence of weight load can be reflected in the model. Furthermore, based on 
the elastic catenary model, a Newton-like method is adopted to obtain the correla-
tion curve of line sag value and line density by numerical iteration. After the sag 
is detected by the existing monitoring methods, the sag is input into the iterative 
solution process as a known quantity to obtain the monitoring value of the line 
density, and then the ice-covering condition of the line can be predicted according 
to the changes of the line density, thus realizing the ice-covering state inversion of 
the transmission line. 

Acknowledgements This work was funded by State Grid Corporation of China (No. SGTYHT/ 
19-JS-215).
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Overvoltage Distribution Characteristics 
of Long Distance Gas Insulated 
Transmission Lines 

Qishen Lv, Gen Li, Zhiren Tian, Guoxing Wu, Shu Xu, Lin Zhang, 
and Yu Zheng 

Abstract When gas insulated transmission line (GIL) is applied to long-distance 
transmission in urban underground pipe gallery, it will generate overvoltage due to 
capacity rise effect, which may threaten the insulation safety of equipment. However, 
at present, there is little research on voltage distribution along long-distance GIL. 
In this paper, the transmission line distributed parameter model is used to establish 
the voltage distribution calculation model along GIL, and the voltage distribution 
characteristics along GIL at different distances and voltage levels are calculated 
by taking typical transmission voltage levels as examples. The results show that the 
maximum value of GIL no-load line overvoltage occurs at 1 / 4 of the electromagnetic 
wavelength on the line from the head end of the line, and the line voltage increases 
with the distance when it is within 1/4 of the wavelength from the head end of 
GIL line. Through the analysis of overvoltage distribution of GIL lines with typical 
length, it is found that within 20 km, the increase rate of GIL end overvoltage is lower 
than 0.03% compared with that of the head end, and the influence of GIL line end 
overvoltage can be ignored. Considering 1.1 times of insulation withstand capacity, 
for 800 kV GIL line, the impact of Overvoltage on GIL equipment insulation can only 
be considered when its length reaches about 410 km. The results of this paper have 
reference significance for overvoltage protection and insulation test of long-distance 
GIL lines. 

Keywords Gas insulated transmission line · Distributed voltage · Capacity rise 
effect · Overvoltage · Transmission line model
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1 Introduction 

GIL (gas insulated metal-enclosed transmission line) is an important part of power 
transmission system [1–3]. GIL is a high voltage and high current power transmis-
sion equipment with metal shell and conductor arranged coaxial, using SF6 or SF6/ 
N2 mixed gas as insulation medium. Compared with overhead lines and cables, 
GIL equipment has large transmission capacity, low unit loss, strong environmental 
friendliness, high operation reliability, and less land area. It is widely used in power 
transmission of large hydropower stations and nuclear power stations, as well as 
complex transmission channels such as river crossing and mountain crossing [4–6]. 
Due to the capacity rise effect, the voltage at the end of no-load long distance GIL 
line will be higher than the voltage at the head end. In the case of operation, mainte-
nance, overhaul test, etc., overvoltage at GIL end will affect the safety of equipment 
and personnel [7, 8]. 

Reference [9] accurately measured the transient voltage generated by insulation 
breakdown during voltage test and operation of GIL by using the ultra-broadband 
transient voltage monitoring system installed in 1100 kV Sutong GIL integrated pipe 
gallery project. Accurately assess insulation hazards of transient voltage to GIL. 
Reference [10] proposed an accurate fault location method of GIL based on transient 
voltage monitoring, which was applied in the 1100 kV Sutong GIL integrated pipeline 
corridor project. In this method, broadband voltage sensing based on capacitive 
voltage division can realize rapid and accurate location of insulation breakdown 
fault of GIL, and the location error is less than 5 m. At present, most researches 
focus on the transient voltage test of GIL, but lack the theoretical analysis of the 
distributed voltage of long distance GIL lines. 

In this paper, the calculation model of GIL line’s electrical parameters is estab-
lished by the transmission line equation. The calculation method of voltage along 
GIL line is given through theoretical deduction. The voltage characteristics of line 
distribution are analyzed by typical GIL structure. Considering the distributed voltage 
characteristics of each GIL structure, the warning value of line length considering 
terminal overvoltage is given. 

2 Theoretical Model 

The electrical parameters along the GIL line can be described by a transmission 
line model, as shown in Fig. 1. In the figure, R0 is the resistance per unit length 
of the GIL high voltage conductor in Ω/m; L0 is the inductance per unit length of 
the GIL high voltage conductor in H/m; G0 is the conductance per unit length of 
the GIL gas insulation in S/m; C0 is the capacitance per unit length of the GIL gas 
insulation in F/m. The model does not take into account the GIL metal shell to ground 
conductance and capacitance to ground. The model treats each structure of the GIL
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Fig. 1 Schematic diagram 
of the designed galloping test 
system 

R0·dx L0·dx 

G0·dxC0·dx 

+ 
u 
− 

+ 
u+ ·dx 
− 

i 
i+ ·dx 

as a homogeneous material and does not take into account the bending deformation 
of the GIL. 

For the instantaneous voltage u(z, t) at moment t from the first z on the high voltage 
conductor and the instantaneous current i(z, t) at that point satisfy the set of partial 
differential equations shown in Eq. (1), which is mapped from the time domain to 
the complex frequency domain to obtain Eq. (2), where U is the voltage phase of 
the high voltage conductor; I is the current phase, ω is the angular velocity of the 
system in rad/s, and j is the imaginary unit [11].

{− ∂u 
∂ x = R0i + L0 

∂i 
∂t 

− ∂i 
∂ x = G0u + C0 

∂u 
∂t 

(1)

{
− d U̇ 

dx = (R0 + jωL0) ̇I 
− d İ 

dx = (G0 + jωC0) U̇ 
(2) 

Equation (3) is the general solution of (2), where V + is the coefficient to be 
determined and its value is determined by the boundary conditions, γ is the propa-
gation coefficient, calculated by Eq. (4), Γ is the reflection coefficient, calculated by 
Eq. (5), for no-load conditions, Γ = 1, Z0 is the characteristic impedance, calculated 
by Eq. (6); ZL is the load impedance in Ω; and l is the GIL length in m.

{
U̇ (z) = V +e−γ z[1 + Γe−2γ (l−z)

]
İ (z) = V + 

Z0 
e−γ z[1 − Γe−2γ (l−z)

] (3) 

γ = /
(R0 + jωL0)(G0 + jωC0) (4)

Γ = ZL − Z0 

ZL + Z0 
(5) 

Z0 = 
/

(R0 + jωL0) 
(G0 + jωC0) 

(6) 

Substituting the boundary condition Eq. (7) into Eq. (3), the voltage along the 
GIL is obtained as shown in Eq. (8), where, VS is the first end voltage in V. The line 
electromagnetic wave wavelength λ is calculated by Eq. (9), where Im denotes the
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imaginary part of the complex number extraction operation.

{
U̇ (0) = VS 

U̇ (l) = ZL İ (l) 
(7) 

U̇ (z) = 1 + Γe−2γ (l−z) 

1 − Γe−2γ l VSe
−γ z (8) 

λ = 2π 
Im

[
γ
] (9) 

3 Voltage Analysis Along the Long Distance GIL 

The structural differences between GIL circuits of different voltage levels are mainly 
determined by the internal aluminium conductor and the inner and outer diameter 
of the housing. Typical GIL equivalent circuit parameters are shown in Table 1. The  
long distance GIL voltage oscillation wavelength can be calculated from Eq. (9). The 
voltage oscillation wavelength along the GIL at a rated voltage of 800 kV is 5.99 × 
106 m. At a voltage of 1105 kV at 1/4 wavelength, the voltage deviation amounts to 
37.5%, which can pose a serious threat to the equipment insulation (Fig. 2). 

Table 1 data can be substituted into Eq. (8) to obtain the voltage distribution along 
the GIL at different rated voltages. Taking a 20 km GIL line as an example, the 
voltage distribution along the line in the case of an open circuit at the end is shown 
in Figs. 3, 4 and 5.

The GIL end voltages at 145 kV, 362 kV and 800 kV rated voltages are all 
increased to some extent compared to the first end voltage due to the capacitive rise 
effect. The further away from the head end, the higher the voltage rise. Define the 
voltage deviation V as the proportion of the distributed voltage to the first end voltage 
lift, as shown in Eq. (10). The voltage deviation at the end of the GIL at 145 kV, 
362 kV and 800 kV rated voltage is 0.0228%, 0.0224% and 0.0221% respectively, 
as shown in Fig. 6.

ΔV =
||||U̇ (z) − VS 

VS

|||| (10)

Table 1 GIL parameters at 
different rated voltage Rated voltage (kV) 145 362 800 

R0 (10–6·Ω/m) 18 13 10 

L0 (10–6·H/m) 0.187 0.210 0.247 

G0 (10–15·S/m) 15 12 10 

C0 (10–12·F/m) 59 53 45
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Fig. 2 Voltage distribution 
along the GIL line

Fig. 3 Voltage distribution along the 145 kV GIL line

The end voltage is set at 1.1 times the first end voltage as a warning value and the 
line length is 405 km, 407 km and 410 km when the GIL end voltage reaches the 
warning value at 145 kV, 362 kV and 800 kV rated voltage respectively. it is therefore 
recommended to consider the effect of end overvoltage when the line length reaches 
400 km.
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Fig. 4 Voltage distribution along the 362 kV GIL line 

Fig. 5 Voltage distribution along the 800 kV GIL line
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Fig. 6 Voltage deviation along the GIL line at different rated voltage

4 Conclusions 

In this paper, the following conclusions are drawn from calculations of the voltages 
along long GIL. 

1) The voltage rise at the end of the GIL for line lengths of 20 km at rated voltages 
of 145 kV, 362 kV and 800 kV is 0.0228%, 0.0224% and 0.0221% respectively, 
and the impact of voltage fluctuations along the GIL at this length class is more 
limited. 

2) When the GIL line lengths are rated at 145 kV, 362 kV and 800 kV for 405 km, 
407 km and 410 km respectively, the line end voltage is 1.1 times the first end 
voltage. It is recommended to consider the effect of terminal overvoltage when 
the line length reaches 400 km. 
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500 KV GIL Fault Location Based 
on Single Terminal Transient Monitoring 
in Field Takeover Test 

Lin Zhang, Junqiang Gong, Zhiyi Luo, Fan Zhang, Jian Cheng, Gen Li, 
and Yu Zheng 

Abstract In this study, the fault location method in 500 kV gas insulated transmis-
sion line (GIL) based on single terminal transient voltage and current monitoring was 
proposed. The measurement bandwidth of the transient voltage and current sensing 
system is 2.1 Hz ~ 230 MHz and 100 MHz ~ 500 MHz respectively. The time and 
frequency domain feature of transient voltage and current generated by GIL break-
down is analyzed. It is found that when insulation breakdown occurs in the 500 kV 
GIL, the first change steepness of the transient voltage is less than 60 ns. A typical 
traveling wave process is formed when the transient voltage spreads between the 
break point and bushing. The accurate position of the fault point can be calculated 
based on the time when the transient traveling wave reached the measuring points and 
the propagation speed of traveling wave. According to the results of disintegration 
verification, the fault position is determined. The results show that the positioning 
error based on transient voltage is less than 2 m, the error based on transient current 
is approximately 5 m. 

Keywords 500 kV GIL · Field test · Fault location · Transient voltage · Transient 
current 

1 Introduction 

500 kV gas insulated transmission line (GIL) is widely used in substations and large 
hydropower stations. Post insulators are widely applied in 500 kV GIL. Because the 
surface electric field control of post insulator is difficult and the manufacture process 
is more complicated, the fault rate is high under the combined action of electrical
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and mechanical composite stress. In the takeover test and operation, it is necessary 
to accurately locate the fault [1–3]. 

It is unfeasible to directly use the traditional gas decomposition components detec-
tion method to determine the fault chamber because of the large number of gas cham-
bers in long-distance GIL. Therefore, it is essential to research the fast and accurate 
location method for GIL [4, 5]. Research on fault location method of transmission 
lines focuses on the overhead line and cable has been extensively conducted [6, 7]. 
The location error is approximately 500 m, which is difficult to meet the needs of 
fault location in long GIL from the perspective of engineering [8–10]. If the fault 
location technique based on ultrasonic is applied to GIL, a lot of sensors need to 
be arranged. It is also impracticable due to the large cost and huge operation and 
maintenance burden [11–13]. 

Hence, a monitoring system based on ultra-wideband transient voltage and current 
sensing is proposed in this study, which can monitor the transient voltage and current 
generated by insulation breakdown inside the GIL. Then, the time and frequency 
domain characteristics of transient voltage and current are analyzed. Moreover, the 
transient voltage traveling process in GIL is revealed, which provides support for 
accurate fault location of GIL. The proposed method and the established system are 
applied in field, and the positioning error meets the requirements of field application. 

2 Construction of Transient Monitoring System 

Transient voltage and current measurement points are set at the port of the GIL 
bushings, as shown in Fig. 1. The monitoring system consist of three parts: voltage 
and current sensor, voltage and current monitoring terminal, and storage control unit. 

2.1 Voltage and Current Sensor 

The wideband monitoring method of GIS transient voltage based on capacitive 
voltage sensing technology is presented in this paper. The voltage sensor based on the

Fig. 1 Structure diagram of 
the transient current and 
voltage monitoring system 

current sensor GIL 

bushing 

voltatge sensor 

current monitoring 
terminal 

voltege monitoring 
terminalstorage control unit 
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capacitive voltage divider principle is mainly composed of the handhole cover plate, 
the sensing electrode and the insulating film as shown in Fig. 2. The diameter of the 
sensing electrode is 100 mm, and the thickness of the insulating film (Teflon film) 
between the electrode and the hand hole cover plate is 100 µm. The high-voltage arm 
capacitance formed by the sensing electrode and GIS high-voltage bus is 0.001 pF 
level, and the low-voltage arm capacitance formed by the sensing electrode and GIS 
handhole cover form is nF level. The frequency response bandwidth of the voltage 
sensor is calibrated using the standard measurement system. The results show that 
the measurement bandwidth of the transient voltage sensing system is 2.1 Hz ~ 
230 MHz. The voltage sensor is set approximately 3 m away from the bottom end 
of the bushing. 

Ultra-high frequency (UHF) transient current sensor adopts the principle of pene-
trating UHF electromagnetic coupling and is installed at the grounding bar of GIL 
enclosure near the bushing. The transient current sensor is installed in an open 
caliper type, which is convenient and fast. The UHF transient current sensor is made 
of amorphous ferromagnetic material, which can better sense the transient current 
signal within the frequency band of 100 MHz ~ 500 MHz. The average equivalent 
impedance is greater than 15 Ω as shown in Fig. 3. The inner diameter opening of 
UHF transient current sensor shall not be less than 60 mm. The sensor is connected 
to the monitoring terminal through a high-frequency coaxial cable. 

Fig. 2 Structure of the 
voltage sensor Inner conductor 

Enclosure of GIL Hand hole 

Induction electrode 
Hand hole 

cover plate 
Cable 

Insulating film 

Fig. 3 Transfer 
characteristic of UHFCT
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2.2 Voltage and Current Monitoring Terminal 

In order to realize the wideband measurement of transient voltage, it is necessary 
to expand the high-frequency and low-frequency characteristics of the monitoring 
system simultaneously. Hence, a conversion circuit is employed to improve the high 
frequency and low frequency characteristics of the system. The high input impedance 
if the conversion circuit (GΩ level) can significantly expand the low cut-off frequency 
of the monitoring system, and the low output impedance (<0.1Ω) can help to improve 
the high-frequency characteristics of the system. 

In order to reduce the measurement error of high frequency transient current, a 
filter unit is introduced, and the frequency band is 100 MHz ~ 500 MHz. 

The monitoring terminal contains a high-speed data acquisition unit with a 
sampling rate of 1 GS/s, an analog bandwidth of 500 MHz, and a storage depth 
of 2 GB. All units are placed in a metal shielding box fixed on the flange outside 
the sensor, and a special designed isolation transformer is used to suppress the 
interference of ground potential rise. 

2.3 Storage Control Unit 

The storage control unit includes optical switch, control host (server) and other 
equipment. The monitoring terminal is connected to the optical switch through optical 
fiber, and the optical switch is connected to the storage control unit through network 
cable. The transient voltage and current signals are sent to the storage control unit. 
Then, the data is stored and analyzed by the storage control unit. The feature time 
is automatically calculated, and the fault location is quickly determined combining 
with the transient voltage propagation speed. 

3 Transient Voltage and Current Waveform Analysis 

In the withstand voltage test process of a 500 kV 1 km GIL, when the test voltage 
rises to 740 kV, insulation breakdown occurs inside the GIL. The transient voltage 
and current waveforms excited by insulation breakdown are analyzed in depth, and 
the time domain and frequency domain characteristics are investigated. Moreover, 
the transient voltage and current are used for fault location in GIL.
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3.1 Transient Voltage Waveform Analysis 

During the withstand voltage process, the transient voltage waveform recorded at the 
bushing end by the transient monitoring system within 200 ms excited by insulation 
breakdown of GIL is shown in Fig. 4. In case of insulation breakdown, the test voltage 
rapidly drops to 0 after a short period of oscillation, and the duration is very short. 
After the arc inside the GIL is extinguished, if the power supply of the test system is 
not cut off, a power–frequency voltage of approximately 120 kV can be established 
on the GIL. 

As shown in Fig. 5, the transient voltage lasts approximately 400 µs, which is far 
less than the transient voltage duration caused by the flashover of the insulator in the 
withstand test. The breakdown may be caused by the breakdown of SF6 gap. The 
transient voltage lasts for nearly 80 square wave periods, and the amplitude decreases 
linearly. The transient voltage wave head generated during insulation breakdown in 
500 kV GIL is shown in Fig. 6. The square half wave period of the voltage is 2.36 us, 
and the voltage wave head decreases from 980 kV to −1200 kV. It has experienced 
about 60 ns, and the half wave abrupt change time is about 30 ns. Because the 
insulation distance of SF6 gap in 500 kV GIL is shorter and the time required for 
breakdown is shorter than that of 1000 kV GIL, the half wave abrupt change time of 
the new wave head of transient voltage is also shorter than that of 1000 kV GIL. Since 
the transient voltage traveling wave propagates to the end of the bushing at time t1, 
the bellows connected to the end of the bushing has a large inductance. Under the 
action of transient voltage, creepage occurs on the inner surface of the bellows, and 
a new transient voltage appears, which is superimposed with the transient voltage 
generated by the previous fault, resulting in short-time oscillation at the first falling 
edge of the voltage traveling wave and distortion to the subsequent voltage traveling 
wave. 

Fig. 4 Voltage variation 
process when the insulation 
breakdown 

Fig. 5 Transient voltage 
when the insulation 
breakdown in 500 kV GIL
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Fig. 6 Transient voltage 
when the insulation 
breakdown in 500 kV GIL 
during voltage withstand test 

The transient voltage in Fig. 6 is subjected to FFT transformation, and the 
frequency distribution characteristics are shown in Fig. 7. The maximum value is 
taken as the reference value, and the spectral components are normalized. The main 
frequency components of the transient voltage measured at the bushing are all lower 
than 1 MHz. The main characteristic frequency of transient voltage is 200 kHz, 
and there are obvious component distributions near 600 kHz and 1 MHz. The period 
corresponding to the main characteristic frequency of the transient voltage is approx-
imately 2 times the square half wave period, which is 4 times the time required for 
the transient voltage to propagate from the fault point to the bushing. 

In Fig. 6, the moment t1 and t2 can be determined, and the duration (T h) between 
t1 and t2 is approximately 2.39 µs. The propagation speed v of transient voltage in the 
500 kV GIL can be theoretically calculated to be 292.4 m/µs based on the equivalent 
capacitance (35.72 pF/m) and equivalent inductance (0.31 µH/m) of the GIL. Then, 
the distance (L) between the fault point and the bushing can be calculated as follows: 

L = Th × v 
2 

= 349.4(m) (1)

Fig. 7 Time frequency 
distribution of transient 
voltage 
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Fig. 8 Transient current 
when the insulation 
breakdown in 500 kV GIL 

Fig. 9 Waveform head of 
transient current 

3.2 Transient Current Waveform Analysis 

Figures 8 and 9 show the transient current measured at the grounding of GIL enclosure 
near the bushing during the internal insulation breakdown of 500 kV GIL 

The UHF transient current lasts for nearly 20 us, the current amplitude decays 
rapidly, and the first four transient current events are relatively clear. The time interval 
TC between the first and second transient current events can be obtained to be about 
2.34 us by taking the time of the maximum peak point of the positive polarity of the 
current as the arrival time of the transient current. The distance L between the fault 
point and the bushing is calculated according to the single end positioning algorithm 
as follows: 

L = TC × v 
2 

= 342.1(m) (2) 

3.3 Field Verification 

After the insulation breakdown during the withstand test of GIL, the gas return was 
conducted in the positioning area, and the fault area was determined. the fault was 
determined to be about 347.5 m away from the bushing. Obvious discharge trace 
were found on the inwall and the high voltage conductor in the fault area as shown in 
Fig. 10, which may be due to the metal particles left near the inwall, or the protrusions 
of the high voltage conductor because of poor polishing. Under the severe voltage of 
740 kV, the SF6 gap breakdown occurred. The single terminal location error based 
on the transient voltage waveform traveling wave is 1.9 m, and the error of the
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Fig. 10 Discharge trace in GIL 

high frequency component of the current wave is 5.4 m, The positioning error of 
current traveling wave is larger than that of voltage traveling wave, but it also meets 
engineering requirement. 

4 Conclusion 

1) The duration of transient voltage excited by SF6 gap breakdown in 500 kV GIL 
during withstand test is short about 400 us. However, the wave front time is short 
about 60 ns, which is far lower than 120 ns in 1100 kV GIL. It can be seen that 
the lower the voltage level of GIL, the smaller the insulation distance of SF6, the  
shorter the arc distance during breakdown, and the faster the breakdown time. 
However, the attenuation of transient voltage by different voltage levels of GIL 
has no obvious difference. 

2) Wideband voltage sensing at the end of the bushing is applied to realize accurate 
positioning of single terminal the fault in 500 kV GIL based on the signal terminal 
location menthod, with a positioning accuracy of less than 2 m. 

3) The transient current excited by the insulation breakdown of GIL can be sensed 
at the grounding of GIL enclosure near the bushing. The single terminal location 
of GIL fault can also be realized through the characteristic time of the transient 
current. However, the location error based on the transient current part is slightly 
larger than voltage, but it can still meet the field demand. 
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Channel Path Simulation and Channel 
Loss Calculation of 5G Substation 

Yifeng Li, Xingfa Liu, Bo Tang, Chenlin Cai, Longbin Zhang, 
and Yushan Yao 

Abstract Due to the complexity of the spatial layout of metal equipment in the 
substation, the traditional geometric modeling method cannot accurately calculate 
the 5G channel loss in the substation. Due to the short wavelength of the 5G signal, 
it can be seen as ray propagation. Therefore, this paper introduces the basic idea of 
ray tracing algorithm. Based on the geometric optics theory of ray propagation, the 
reflection point and diffraction point are determined by using the spatial geometric 
characteristics of signal reflection and diffraction, and the effective channel path of 
5G signal in substation is traced. Then, the energy loss caused by the reflection and 
diffraction of the signal is calculated by the electromagnetic reflection theory and 
the consistent diffraction theory. Combined with the relationship between the free 
space loss and the electric field change of the 5G signal on the transceiver path, the 
solution method of the 5G channel loss in the substation is derived. 

Keywords 5G channel · Ray tracing algorithm · Geometrical Optics Theory ·
Electromagnetic reflection · Free space loss 

1 Introduction 

Due to the high-speed propagation characteristics of 5G networks, wireless sensing 
devices in substations have begun to gradually adopt 5G technology. However, high-
frequency 5G signals are easily affected by the placement of wireless sensing equip-
ment in substations, resulting in a large amount of channel path loss. When the 
channel path loss value is greater than the receiving sensitivity of the wireless sensing
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device [1], the wireless sensing device will not be able to transmit the monitoring 
data of the substation operation, affecting the operation safety of the substation [2]. 
In order to find the optimal location of wireless sensing equipment, a calculation 
method suitable for 5G channel path loss in substations is urgently needed to provide 
guidance for the layout of wireless sensing equipment in substations. 

Regarding the calculation of 5G channel path loss, the 3GPP38.901 protocol gives 
its formula [3]. However, this formula only considers the influence of communication 
distance and signal frequency on the channel path loss. In the context of practical 
applications, multiple factors such as the height of the receiving/transmitting antenna, 
obstacle density, and material will affect the channel loss, so the formula has a large 
error. [4]. For this reason, the literature [5] proposes a method of fitting and solving 
the channel path loss according to the field measured data, however, this method can 
only characterize the specific channel loss characteristics of a given scene and lacks 
universal applicability. 

For this reason, considering that the propagation of 5G signals is very similar 
to light propagation, this paper applies the ray tracing algorithm to 5G in substa-
tions based on the geometric optics theory and consistent diffraction theory of ray 
propagation, combined with the complex layout of various metal power equipment 
in substations Signal path simulation, proposed a tracing algorithm suitable for the 
effective 5G channel path in the substation, and realized the solution of the 5G 
channel loss in the substation. 

2 Ideas for Solving 5G Channel Loss in Substations 

In order to accurately calculate the channel path loss of each point in the substation, 
it is necessary to determine the changes caused by each metal device in the substation 
to the direct, reflected and diffracted channel paths of the 5G signal. 

The distribution of 5G channel paths in the substation is shown in Fig. 3. As can be 
seen from Fig. 3, when the 5G signal sent by the 5G antenna encounters the shielding 
of the metal equipment in the substation during the propagation process, multiple 
reflections or diffractions will occur on the surface or tip of each metal equipment 
until it is received by the wireless sensing device. Therefore, if each specific signal 
propagation path can be traced, the accurate solution of the 5G channel loss in the 
substation can be carried out (Fig. 1).

To this end, the basic idea of ray tracing algorithm can be used. Through the 
geometric relationship of signal reflection and diffraction, combined with the spatial 
layout of each metal equipment in the power station and the position of the 5G signal 
transceiver, the reflection point and diffraction on the metal equipment can be deter-
mined in turn. The specific signal propagation path can be obtained by connecting 
each reflection point and diffraction point. On this basis, through the coupling rela-
tionship between the field strength amplitude and the channel loss, the field strength 
generated on each channel path traced by the vector superposition can be used to 
calculate the 5G channel loss at any point in the substation.
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Fig. 1 Schematic diagram of the distribution of 5G channel paths in the substation

3 Calculation of 5G Channel Loss in Substation 

3.1 Tracing of 5G Channels in Substations 

Although the overall distribution of 5G channels in a substation is relatively complex, 
for any point in space, since the point where the 5G signal originates has been 
determined, the total number of channels experienced by the 5G signal when it 
reaches this point must be limited. Considering that the energy of the 5G signal 
propagated through the third reflection path or the second diffraction path is weak, it 
is an invalid channel, so this paper only considers the direct path, the first reflection 
path, the first diffraction path, the first reflection diffraction path, the first Diffraction 
reflection path, secondary reflection path for tracing. 

After determining the effective channel type for tracing, it is necessary to conduct 
an intersection test on all metal walls and edge lines existing between the signal 
sending and receiving points to determine whether the channel is valid. Because 
the direct radiation path and the primary reflection path can be regarded as special 
cases among the other channel types, they are relatively simple. Therefore, only the 
secondary reflection path, the primary reflection diffraction path, and the primary 
diffraction reflection path are analyzed. 

First, a schematic diagram of a 5G signal being received by a wireless sensing 
device through the secondary reflection path is shown in Fig. 2. The Cartesian space 
coordinate system is established with the launch point as the origin, and the space 
coordinate information of all equipment in the substation space is known. It is possible 
to set the point coordinates on the outer surface (excluding edges) of all metal equip-
ment in the substation to form a set A. The point coordinates on any surface of the 
device constitute a subset of the set A, then: 

A = {A1, A2, A3 · · · · · ·An} (1)
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Fig. 2 Anti-diffraction 
tracing diagram of 5G 
channel 2 in the substation 

Fig. 3 Schematic diagram 
of primary diffraction and 
primary emission 

Among them, n is the total number of planes of metal equipment in the substation. 
The coordinates of the 5G signal transmitting point and receiving point are set 

to M(x1, y1, z1) and N (x2, y2, z2) in turn. take any two subset faces Ai and A j 
of set A (1 ≤ i,j ≤ n,i /= j), the mirror point of M about Ai plane is denoted as 
M

,
(x

,
1, y

,
2, z

,
3), The mirror point of N on the A j plane is denoted as N

,
(x

,
2, y

,
2, z

,
3), 

All point coordinates on line segment M
,
N

,
form set B. When line segment M

,
N

,

has intersections T (k1, k2, k3) and Q(t1, t2, t3) with two planes Ai and A j , It can be 
determined that the secondary reflection path exists. At the same time, in order to 
ensure that the signal is not blocked by the rest of the equipment in the substation 
when it is reflected on the two planes where Ai and A j are located, line segment 
M

,
N

,
should not intersect the other planes. So the mathematical expression for the 

intersection test is: {
B ∩ Ai = T , B ∩ A j = Q 
B ∩ CuP

{
Ai , A j

} = ∅ (2) 

After the reflective surface is determined, a vertical line is drawn to the Ai plane 
through the M point, and the coordinates of the vertical point can be obtained by 
combining the space analytical equation of the vertical line and the Ai plane. Then,
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according to the characteristics of the line segment M
,
N

,
in the vertical point e, 

the coordinates of M
,
can be obtained indirectly. In this way, let the equation of 

the reflection plane Ai be ax + by + cz + d = 0, then the solution formula of the 
coordinates of the mirror point M

,
is: 

⎧⎨ 

⎩ 

ak1 + bk2 + ck3 + d = 0 
1 
a (k1 − x1) = 1 b (k2 − y1) = 1 c (k3 − z1) 
x

, = 2k1 − x1, y
, = 2k2 − y1, z

, = 2k3 − z1 
(3) 

According to this method, the coordinates of mirror point N
,
(x

,
2, y

,
2, z

,
3) can be 

determined in the same way. Then write two-point equations for the two mirror 
points, and solve them simultaneously with the equations of the two reflecting 
surfaces to obtain the intersection coordinates T (k1, k2, k3) and Q(t1, t2, t3). There-
fore, according to the principle of mirror symmetry, the solution of the length of the 
secondary reflection radius can be simplified to the solution of the distance between 
the two mirror points. Then in the triangle with the receiving/transmitting point 
and the mirror point as vertices, the incident angle and the reflection angle can be 
obtained by using the law of cosines. In this way, the spatial information of the 
secondary reflection path is completely determined. 

Secondly, the schematic diagram of the 5G signal propagating through the primary 
reflection diffraction path and being received by the wireless sensing device is shown 
in Fig. 3. At this time, it may be assumed that the points on the line segment where 
the edges of all metal equipment in the substation form a set C, and the points on 
any edge form a subset of the set C, then: 

C = {C1, C2, C3 · · · · · ·Cm} (4) 

Among them, m is the total number of edges that the metal equipment in the 
substation has. 

Take a subset Ak (1 ≤ k≤ n) of set A and a subset Cs (1≤ s≤ n) of set C arbitrarily, 
as the mirror point N

,
(x

,
2, y

,
2, z

,
3) of the signal receiving point N (x2, y2, z2) about 

the plane Ak , and at the same time take the set Cs The coordinates of the two end 
points are F(x3, y3, z3) and E(x4, y4, z4), and it is assumed that there is a diffraction 
point W (x5, y5, z5) on the set Cs . According to Koller’s principle, the angles δ and 
ω between the diffracted ray and the incident ray and the edge where the diffraction 
point is located are equal: 

−−→
WE  · −−→WN

,

|WE |||WN , || = 
−−→
WM  · −−→WF  

|WM||WF | (5) 

In order to ensure that the signal can be diffracted and reflected successively on 
edge Cs and plane Ak without being obstructed by other equipment in the substation, 
the combination D of the point where line segment PN

,
is located only has common 

elements with set Cs and set Ak respectively:
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After determining the coordinates of the diffraction point W (x5, y5, z5), the inter-
section of the line segment WN

,
and the reflection surface Ak can be obtained to 

obtain the coordinate value of the reflection point R(x6, y6, z6). Finally, according 
to the spatial coordinates of the receiving/transmitting point and the reflection point, 
and using the mirror relationship and the cosine theorem in the same way, the 
spatial parameters such as the channel length and the inverse/diffraction angle can be 
obtained. The solution process of the first-order diffraction reflection path is similar 
to this, so it is not repeated here. 

3.2 Calculation of 5G Channel Loss in Substations 

After determining the 5G channel path in the substation, based on the free space 
loss, combined with the electromagnetic reflection theory and the consistent diffrac-
tion theory to determine the loss of the signal when the signal propagates through 
reflection and diffraction, the loss at any point in the substation can be calculated. 
5G channel loss situation. 

When the transmitting power of the 5G signal in the substation is PF and the 
receiving power is PS, the path loss calculation formula of the channel is: 

PLS=10 lg 
PF 

PS 
(6) 

According to the Friis transmission theorem, when the wireless signal propagates 
in a straight line within the line-of-sight range, the signal power received by the 
receiving antenna is: 

PS=PF GSGF

(
λ 

4πd

)2 

(7) 

In the formula: GF and GS are the gains of the transmitting antenna and the 
receiving antenna respectively; d is the distance between the signal sending and 
receiving points; λ is the signal wavelength, and the free space loss can be obtained 
by substituting formula (7) into formula (6). 

For the calculation of the loss on the reflection and diffraction paths, since the 
power is proportional to the square of the field strength, the calculation formula of 
the channel path loss can be converted into: 

PLS  = 20 lg
|||| EF 

ES

|||| (8) 

In the formula, EF is the field strength of the transmitting point, and ES is the 
field strength of the receiving point. Therefore, the corresponding power loss can be
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obtained indirectly according to the change of the field strength after the signal prop-
agates through the reflection path and the diffraction path. In this way, the problem 
is transformed into solving the magnitude of the combined field strength EF at the 
receiving point. 

After determining the relationship between the field strength generated by the 
reflected signal and the diffracted signal and the direct field strength, the total field 
strength ES at any point in the substation can be obtained: 

Es=E0 + 
T −1Σ
i=1

(
Fk1 
d1 F

k2 
d2 V 

k3 
d E0 

L Z 
Ld 

exp(− jΔωi )

)
(9) 

Since the field strength is proportional to the square of the power, the path loss of 
the 5G signal in the final substation can be determined according to the ratio of the 
transmit and receive power when propagating in a straight line in free space: 

If the transmitting and receiving antennas of the signals in the 5G substation are 
regarded as the same ideal antenna, the above formula can be simplified as: 

PLS  = 10 lg

((
4πd 

λ

)2 

× 1 

GSGF 
×

|||| Es 

E0

||||
2
)

(10) 

According to the above calculation method of the 5G channel loss in the substation 
based on the ray tracing algorithm, the channel path loss value at any point in the 
substation space can be obtained. 

4 Conclusion 

In conclusion, it is proposed to use the ray tracing algorithm to solve the 5G channel 
loss in the substation and make up for the shortcomings of the previous algorithm. 
This paper is based on the basic idea of ray tracing algorithm for studying light 
propagation, and based on geometric optics theory, using the spatial geometric char-
acteristics of signal reflection and diffraction to trace the effective channel path of 
5G signal in the substation, by calculating the 5G signal in the substation The free 
space loss in the transceiver path and the energy loss in reflection and diffraction can 
solve the 5G channel loss in the substation with dense metal equipment. 

Acknowledgements This work was supported by the Project supported by Science & technology 
project of SGCC (5217L021000X).
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5G Antenna Distribution in Substations 
Considering Electromagnetic 
Interference Factors 

Xingfa Liu, Bo Tang, Can Zhang, Daokun Qi, Yushan Yao, and Yifeng Li 

Abstract In order to reduce the electromagnetic interference caused by the intro-
duction of the 5G base station antenna into the substation to the sensitive equipment 
in the station, and to optimize the 5G signal at each monitoring device in the station, 
a method for 5G base station antenna placement in the substation based on the multi-
objective particle swarm algorithm is proposed, namely, The radio frequency field 
strength at the sensitive equipment of the substation cannot exceed the specified elec-
tromagnetic compatibility immunity limit as the constraint condition, and the Pareto 
optimal solution of the signal received by the monitoring equipment in the station 
is used as the objective function. Find the most suitable base station antenna layout. 
Taking the 500 kV Guandu substation as an example, according to its actual internal 
space layout, four antenna layout installation schemes are obtained by using the algo-
rithm in this paper, which can make the radio frequency field strength at all sensitive 
equipment in the station lower than the 10 V/m immunity limit, and at the same time 
It can also increase the average signal of each monitoring equipment in the station 
by 3.77, 6.37, 4.34 and 4.58 dB respectively, and the variance of the monitoring 
equipment signal is reduced by 15.07, 12.64, 14.62 and 14.78% respectively. It can 
improve the signal strength at the monitoring equipment to a certain extent, and can 
also reduce the dispersion of the signals at the monitoring equipment in the station,
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so that the signal coverage at the monitoring equipment is more stable, which can 
be used for the actual project. 5G base station antenna layout in substations Provide 
some reference. 

Keywords Multi-objective optimization · Particle swarm optimization · Pareto 
optimal solution · Electromagnetic compatibility 

1 Introduction 

In order to improve the transmission rate of monitoring data in substations, some 
domestic substations have started to adopt 5G communication technology [1]. 
Compared with traditional 3G or 4G base station antennas, 5G base station antenna 
adopts large-scale MIMO (multi-in and multi-out system) technology, with greater 
transmitting power, more concentrated beam, and more intense electromagnetic radi-
ation of [2]. This for the electromagnetic environment is already complex substation, 
has undoubtedly added a new high frequency strong electromagnetic field source. 
In this case, if the 5G base station antenna is not properly arranged properly, it will 
bring serious electromagnetic compatibility problems to the substation. 

The existing literature generally uses multi-objective particle swarm optimiza-
tion (MOPSO) algorithm by constructing corresponding constraints and objective 
functions, and genetic algorithm (GA) [7-12]. For example, [7] used GA to calculate 
the layout of vehicle radar antenna, and literature [8] studied the layout of ground 
monitoring antenna using the improved NSGAN-algorithm. According to the liter-
ature [9], it used MOPSO algorithm to study the antenna layout of the upper ship, 
and achieved good layout results. Considering that the metal environment of the 
upper layer of the ship is basically similar to the internal metal environment of the 
substation. Therefore, the optimal layout location of the 5G base station antenna in 
the substation can also be calculated according to this method. 

This paper takes the Pareto optimal solution of signals received by in-station 
monitoring equipment, and points points the 5G base station antenna in the substation 
based on MOPSO algorithm, which provides some reference for the subsequent study 
of substation base station antenna distribution problem. 

2 Layout Requirements of 5G Base Station Antennas 
in Substations 

At According to the conclusions of the existing research on the electromagnetic 
environment of the substation [14], the space of the electrical equipment of the 
substation can be roughly divided into three areas of the strong electromagnetic 
environment, the protected area and the outside of the substation as shown in Fig. 1.
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Control building area 

(protected area) 

Relay room (protected area) 

Switching field area (strong 

electromagnetic environment) 
High voltage equipment area (strong 

electromagnetic environment) 

Electrical equipment area 

Fig. 1 Regional division of the electromagnetic environment of the substation 

For the 5G base station antenna, the protected area of the substation is the internal 
working area such as the control building and the relay room in the station. The 
sensitive equipment in this area has usually taken special shielding measures, plus 
wall blocking. Therefore, the 5G signal that the region may suffer is very weak. For 
the electrical equipment area of the substation, because the area is directly exposed 
to the radiation of the base station antenna and the lack of corresponding shielding 
measures for high-frequency radiofrequency radiation, the sensitive equipment here 
is extremely vulnerable to interference by 5G high-frequency electromagnetic waves. 
Therefore, when the 5G base station antenna is planted in the substation, it is neces-
sary to mainly consider the RF radiation resistance of sensitive equipment in the 
electrical equipment area. 

3 Substation 5G Base Station Antenna Layout 

3.1 Mathematical Model Derivation of Field Strength of 5G 
Base Station Antenna 

When the base station antenna is deployed, the 5G radio frequency signal or electric 
field received by sensitive equipment and monitoring equipment in the electrical 
equipment area of the substation is divided into two parts, one from the direct radiation 
of the 5G base station antenna, and the other from the scattering of the nearby metal 
equipment on the radiation field of the 5G base station antenna, as shown in Fig. 2. 
Among them, (xt, yt, zt) is the point position of the 5G base station antenna in 
the layout area, xoy is the three-dimensional right-angle coordinate system in the 
substation space, θ t and ϕt are the pitch angle of the 5G base station antenna and the 
angle between the reflector plate and the x-axis respectively, and r(xr, yr, zr) is the  
sensitive settings in the substation.
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Fig. 2 Schematic diagram 
of 5G signal radiation 
exposure of sensitive 
equipment or monitoring 
equipment in substation 

5G base station antenna 

z 

x 
y 

o 

Electrical Equipment 

Sensitive or monitoring equipment r (xr, yr, zr) 

Induced current density 

radiation field ET 

Scattered field Esca 

( )J r  

t 

t 
(xt, yt, zt) 

r 

Prepare or monitor the location of the equipment. The radiation field ET(r) of the 
5G base station antenna affected by monitoring equipment and sensitive equipment 
can be calculated by the following formula: 

ET (r ) = C 
e− jkr  

R 

Nx−1Σ

m=0 

Ny−1Σ

n=0 

Imne 
jk(mdx cos θ +ndy sin θ)  sin(φr−φt ) (1) 

In the formula, k is the number of electromagnetic wave waves emitted by the 
5G base station antenna; R is the distance from the base station antenna to sensitive 
equipment or monitoring equipment, C is the antenna unit factor; Imn is the excitation 
current of the m-line and nth column oscillators in the array antenna; dx and dy are 
the row and column spacing between array antenna oscillators respectively; Nx Ny is 
the total number of rows and arrays of 5G base station antennas respectively; ϕr is the 
angle of the connection and x-axis of sensitive equipment or monitoring equipment 
and coordinate origins. 

For the scattering field Esca(r) of sensitive equipment and monitoring equipment 
in the station, the electric field integral equation can be calculated, that is: 

Esca (r ) = j ωμ

{

S 
G(r, r ,)J (r ,)dS,

− 
1 

jωε 
∇

{

S 
G(r, r ,)∇ J (r ,)dS,

(2) 

In the equation, J(r) is the induction current on the surface of the nearby metal 
device, ω is the incident wave angular frequency, μ is the permeability, ε is the 
dielectric constant, S is the surface integral domain of the metal device, and G(r, r,) 
is the Green function. 

This paper uses the large element-physics optic (LE-PO) method to adopt the 
large-scale element physical optics three. The angular basis function Λn(r) discretes 
the sensing current on the surface of the scatterer:
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J (r ) = 
NΣ

n=1 

γnΛn(r ) (3) 

In the equation: γn is an unknown coefficient. 
After substitution (6) into the formula (5), according to the triangular product 

method, the scattering field size of the monitoring equipment or sensitive equipment 
at the substation r can be solved. Then the total radio frequency electric field of the 
sensitive equipment or monitoring equipment at the r is: 

E(r ) = Esca (r) + Einc  (r ) (4) 

During the deployment of the base station antenna, the RF electric field E(r) of 
the equipment terminal and monitoring equipment at the known point r is actually a 
function about the distance from the base station antenna to the equipment terminal, 
the antenna elevation angle θ, and the angle between the reflector plate and the x-axis. 
From the perspective of the base station antenna, the function E(xt, yt, zt, θ t, ϕt) can 
also be used to represent the field strength of sensitive equipment during the antenna 
layout. 

According to the analysis of Sect. 2.1, if the radio frequency anti-disturbance of 
the substation is 10 V/m stipulated in the national standard, as the RF field strength 
limit at the sensitive equipment in the substation when the antenna is routed, there 
are constraints: 

s.t.Ei (xt , yt , zt , θt , φt ) ≤ 10 (5) 

In the formula: Pj is the signal strength in dBm at the j( j = 1, 2, …, J) monitoring 
equipment in the substation, which satisfies: 

Pj = E j + G − AF − 107 − K (6) 

In the formula: Ej is the strong and small radio frequency field at the monitoring 
equipment j( j = 1, 2, …, J) in the substation, in dBμV/m; G is the antenna gain in 
dBi; AF is the antenna coefficient in dB/m; K is the bandwidth factor in dB. 

3.2 Selection of 5G Base Station Antenna Optimization 
Layout Under MOPSO Algorithm 

This paper introduces the Pareto optimal solution concept as the 5G base station 
antenna layout optimization judgment index, and make A = (xt, yt, zt, θ t, ϕ t) to  
define the Pareto solver, 5G base station antenna layout point:
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Definition 1. Pareto Domination: Assuming that A1 and A2 are two sets of feasible 
solutions during the deployment of the 5G base station antenna in the substation, A1 

disposable A2 is called A2, if  A1 and A2 meet the following relationships:

{
Pi ( A1) ≥ Pi ( A2), ∀i ∈ 1, 2, ..., I 
Pi (A1) >  Pi (A2), ∀i ∈ 1, 2, ..., I 

(7) 

Definition 2. Pareto non-dominant solution: Assume that A is a set of feasible 
solutions during the deployment of the 5G base station antenna of substations, and 
there is no other de-dominance A. 

Definition 3. Pareto optimal solution set: a set of all Pareto non-dominant 
solutions. 

Then, the defined Pareto optimal solution concept is introduced into the MOPSO 
algorithm, using the idea of the best of the best, using the Pareto optimal solution 
set to guide particle groups to the overall optimal solution set, and then select the 
optimal solution from the optimal solution set, this paper using MOPSO algorithm 
for substation 5G base station antenna layout selection flow diagram, as shown in 
Fig. 4. 

4 Application of the Algorithm 

4.1 Instance Application 

Taking the ground in the southwest location of Henan 500 kV Guandu Substation 
as an example, According to the specific situation within the station, the MOPSO 
algorithm is used to redistribute the 5G base station antenna in the station area 1,2,3 
and 4.The 5G base station antenna layout height is set between 8 and 15 m, the 
base station antenna inclination θ t is between 0° and 45°, the reflection plate and the 
x-axis clip angle ϕt is between 0° and 360°, and the algorithm has 200 iterations. 
The overall convergence of the 5G base station antenna is shown in Fig. 4. 

As can be seen from Fig. 3, under the deployment scheme of the four 5G base 
station antennas, the electromagnetic radiation exposure of sensitive equipment can 
be reduced to the specified 10 V/m anti-disturbance limit.

As can be seen from Table 1, the layout scheme calculated in this paper is 3.77, 
6.37, 4.34, 4.58 dB, and the variance of the monitoring equipment under the four 
methods is higher than the original layout point in the station. It decreased by 15.7, 
12.64, 14.62 and 14.78% respectively. This shows that using the Pareto optimal 
solution of the signal received by the monitoring equipment in the station as the 
objective function, it can not only improve the signal strength at the monitoring 
equipment to a certain extent, but also reduce the discreteness of the signal at the 
monitoring equipment in the station, making the signal coverage more stable at the 
monitoring equipment.
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Fig. 3 Flowchart of this 
substation 5G base station 
antenna layout selection 
flowchart 

Y 

N 

Start 

Particle swarm to initialize the antenna layout 

parameters of the 5G base station in the 

substation 

End 

Particles that meet immunity requirements at  

screening 

Calculate the Pareto optimal 

solution set of particle swarm 

Compute the Pareto solution with the 
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Update 
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velocity 

and 

position 

Whether the maximum number of 

iterations has been reached 

The Pareto solution with the smallest 

output fitness is 

5G base station antenna layout 

parameters 

Fig. 4 In this paper, the 
radio frequency field is 
strong at the various 
sensitive equipment

5 Conclusion 

In this paper, the MOPSO algorithm is used to carry out 5G base station antenna 
layout at Henan 500 kV Guandu Substation. The results show that this method can 
meet the RF anti-disturbation requirements of sensitive equipment in the station and 
ensure the signal stability of the monitoring equipment. Therefore, it can provide a 
certain 5G base station antenna layout reference for engineers in the station.
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Table 1. The signal (dBm) size of the monitoring equipment under the layout scheme in this paper 

layout 
number 

1 2 3 4 original 
layout 

1 −47.17 −59.92 −58.64 −51.33 −46.87 

2 −53.21 −53.22 −56.42 −49.35 −57.29 

3 −54.32 −48.37 −56.17 −53.67 −53.77 

4 −57.11 −53.85 −55.23 −50.89 −59.93 

5 −56.82 −47.61 −58.48 −55.17 −60.11 

6 −57.73 −54.25 −55.94 −54.42 −60.22 

Avera-ge signal size −55.14 −52.54 −54.57 −54.33 −58.91 

Signal varia-nce 9.54 11.97 9.99 9.83 24.61

In the actual project, it is also necessary for the construction personnel to choose 
the layout area of the 5G base station antenna according to the layout of the internal 
equipment, buildings, etc. of the substation, so that the algorithm can be used to get 
a better layout solution. 
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A New Distributed Intelligent 
Distribution Ring Main Unit Based 
on System on Chip Design 

Jiawen Chen, Chao Cai, Yang Lei, Gaohai Wang, Changsheng Sun, 
and Si Yang 

Abstract In order to solve the problems such as insufficient perception ability of 
distribution equipment, low level of intelligence, and difficulty in accessing distri-
bution automation system, this paper proposes a new distributed intelligent distribu-
tion ring network cabinet based on system on chip design. This equipment adopts 
distributed DTU design mode to make primary and secondary equipment deeply 
integrated, improve the equipment structure and improve its reliability; At the same 
time, the automatic mapping system of single line diagram of distribution network is 
used to reduce the pressure of data processing and calculation of the entire network 
of the original mapping system, and improve the mapping efficiency of the system; In 
addition, the self-describing model of distributed distribution terminals is established 
based on IEC61850 standard, which realizes plug and play of distributed distribution 
terminals and improves the intelligence and reliability of the ring network cabinet; 
Finally, a highly reliable intelligent sensing monitoring system for power distribution 
equipment integrating temperature and partial discharge is adopted to improve its 
fault detection capability. 
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1 Introduction 

With the development of smart grid, new requirements are put forward for the relia-
bility of distribution equipment and on-line monitoring perception and interconnec-
tion of equipment status. In the power distribution equipment, the distribution ring 
cage plays an important role in the power distribution and power supply for the users 
in the whole power system [1–4]. At present, SF6 ring network cabinets are mainly 
used in China, and solid insulation ring network cabinets have been gradually used. 
At present, there are many problems in ring network cabinets, such as low level 
of automation and informatization, low stability of equipment operation, and poor 
environment for equipment replacement and maintenance. 

Distribution Terminal Unit (DTU) is one of the most important units in the distri-
bution ring network cabinet. Its function, technology and reliability directly affect 
the stability of distribution and power supply [5, 6]. To solve many defects in the 
traditional ring network cabinet, it is necessary to simplify the structure between its 
internal modules, therefore, it is particularly important to conduct in-depth research 
on the distribution terminal [7–9]. The traditional distribution terminal needs to 
manually configure the point table, which greatly increases the cost and difficulty 
of the operation and maintenance of the distribution network, the internal functional 
components of the distribution terminal are too complicated, and some functions 
are repeated with the functions of other units in the ring network cabinet, and the 
cooperation between the functional modules is not optimized. 

In recent years, in order to reduce the cost of distribution terminal configuration 
and maintenance, and further make the ring main unit more intelligent and reliable, 
it is very important to realize the information self-description and plug and play 
function of distributed DTU to meet the above functions [10, 11]. Relevant research 
has proposed a holographic perception intelligent fusion ring network cabinet, which 
has holographic perception and edge computing capabilities, and can meet the plug 
and play, topology automatic analysis and upload functions of different terminals 
[12–14]. The ring network cabinet adopts distributed DTU, which is different from the 
traditional centralized DTU, the distributed DTU is composed of a common unit and 
several bay units. Reference [15] proposed the information interaction mechanism 
of distributed generation in distribution network based on IEC61850 standard, which 
improved the effectiveness of grid-connected operation of distributed generation but 
did not give the method of establishing a perfect distribution terminal model. At 
present, there are few studies on distributed DTU self-description and plug-and-play 
technology. 

In order to improve the reliability and information degree of the ring network 
cabinet, the comprehensive perception and intelligent application of the ring network 
cabinet equipment status are realized, in this paper, a new type of distributed intel-
ligent distribution ring network cabinet based on System-on-Chip (SoC) design is 
proposed, it supports protection control, measurement, state acquisition and other 
functions, it has a variety of communication modes, and can form a set of inte-
grated intelligent switch cabinet with various switch cabinets in the existing ring
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network cabinet, it has the characteristics of intelligence, miniaturization, integration, 
multi-function and various communication modes. 

2 Key Technologies Research 

To cope with the high reliability of the complete set of ring network cabinets, we 
adopted the principle of redesign, adopted the principle of distributed station termi-
nals, and re-studied the distributed intelligent distribution terminals based on the idea 
of chip system. 

2.1 Intelligent Power Distribution Terminal Based on System 
on Chip (SoC) 

The intelligent ring network cabinet based on the chip system includes two parts: 
the interval unit and the common unit. The interval unit is responsible for the remote 
measurement acquisition and remote signal data acquisition of the interval switch, 
and realizes the state monitoring, fault judgment and intelligent distributed function 
of the switch of the interval module; the public unit is responsible for the three 
remote data collection of all the interval units in the intelligent ring network cabinet, 
the collection unit data of various intelligent sensors in the intelligent ring network 
cabinet, the data interaction with the master station and the remote control command 
of the master station to each interval unit. 

The common unit is realized by the main control board + interface board. The 
main control board of the common unit completes the function realization of the 
main processing network port, SPI, IIC, UART and other resources, the assembly 
diagram is shown in Fig. 1 (a). The design of the spacer unit is realized by liquid 
crystal board, main control board and interface board. LCD panel to complete the 
LCD display and buttons, the main control board completes sampling, network port, 
SPI, I2C, remote control output and other functions. Figure 1 (b) is the assembly 
diagram.

2.2 Automatic Mapping Method of Single Line Diagram 
of Distribution Network 

In this paper, a single-line diagram automatic mapping system of distribution network 
is proposed, which generates the segmented line equipment information and topology 
relationship information of distribution network at the source end through distributed 
thinking, and actively triggers the automatic update of the whole network topology
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(a) Public unit module.                                                       (b) Interval unit module. 

Fig. 1 Assembly diagram of intelligent ring-network cabinet

graph. The system consists of a plurality of distribution terminals distributed on each 
section of the distribution network line as acquisition components and a distribution 
network model processing center deployed on the side of the distribution network 
master station. 

Figure 2 is the logic diagram of the graph model management and analysis module, 
in which the distribution terminal is used to store the topology model files of each 
line in a distributed manner. The distribution master station system module is used to 
obtain and save the topology model files of each line. The model conversion module 
is used to generate the model file sent by multiple terminals according to the line. 
The graph-mode conversion module is used to convert the line topology model into 
a single line diagram of the distribution network. 

The distribution network diagram and model processing centre automatically 
generates the incoming and outgoing line interval of the ring-network cabinet 
according to the interval number by acquiring the equipment information and 
topology relationship of the components collected by the distribution terminal, anal-
ysis the equipment information to obtain the physical parameters of the equipment, 
analysis the topology relationship to obtain the electrical connection relationship of
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Fig. 2 Logic diagram of graph model management and parsing module 
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the equipment, automatically builds the model to generate the equipment resource 
asset information such as the circuit breaker in the interval, and automatically 
updates the line model and single line diagram locally, After verification, it will 
be synchronized to the distribution master station and backfilled to the PMS system. 

2.3 Research on Self-description and Plug-and-Play 
Technology 

Considering that the traditional distribution network lacks the self-description ability, 
it is difficult to realize the plug and play of distribution automation. This paper 
establishes a self-description information model of distributed distribution terminals 
based on IEC61850 standard, designs the communication architecture of distributed 
distribution terminals and master stations based on MQTT protocol, and realizes the 
plug and play of distributed distribution terminals. 

2.3.1 Research on Self-description Model of Distribution Equipment 

In order to make the terminal equipment in the distribution network have the function 
of self-description and plug and play, it is necessary to introduce the model method 
and data exchange method of IEC61850 standard into the distribution network, estab-
lish a unified information model of distribution automation terminal, and describe 
the data model and service model of terminal equipment in SCL language, so that 
the control centre or other equipment can identify and obtain its functional services. 

IEC 61,850 standard has three characteristics, which are hierarchical information 
model, data self-description and object-oriented model method, separation of service 
and mapping. In order to realize the exchange of data in the information type of 
distribution automation terminal, it is necessary to select the information exchange 
model suitable for distribution network data transmission in the standard, in order to 
realize the plug and play function of distribution terminal, this paper mainly studies 
the file transmission model, time synchronization model and registration model. 

1) File transfer model: the distribution automation terminal stores self-description 
files, the master station to obtain terminal model, the file transfer model can be 
used. 

2) As shown in Fig. 3, the time signal of the distribution master station system comes 
from the global positioning system GPS clock, and the sub-station receives the 
time synchronization signal of the master station to calibrate the time of the 
distribution automation terminal.

3) Registration model: After the distribution automation terminal is powered on, to 
realize the plug and play of the terminal, a registration model can be used.
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2.3.2 Plug and Play Technology of Distribution Equipment 

The realization of the plug and play function of the distribution automation terminal, 
the whole closed-loop management of the automatic access, operation and exit of 
the distribution automation terminal equipment can effectively reduce the workload 
brought by the access and debugging. The plug-and-play function is an automatic 
access system for the terminal side after power-on. For the control centre, it is to auto-
matically identify the installed terminal and detect its operating status, the automatic 
identification is that when a new power-on terminal is connected, the control centre 
establishes a connection with the terminal and obtains its self-description model and 
automatically updates the operating status and parameters of the terminal. 

2.4 Intelligent Sensing Technology of High Reliability 
Distribution Equipment 

The paper adopts a new fault monitoring technology that uses sensor temperature 
measurement and ultrasound to determine fault types. The technology uses MEMS 
microphone to collect the ultrasonic signal generated by partial discharge and uses 
the temperature measuring probe to collect the temperature of the device under test. 
After amplification and hardware filtering, the signal is restored by ADC sampling. 
According to the sensor temperature measurement and ultrasonic determination of 
the fault type, the partial discharge diagnosis is carried out, and the intelligent sensor 
monitoring system of high reliability distribution equipment with temperature and 
partial discharge integration is constructed. 

The temperature and partial discharge integrated sensor fault monitoring system 
designed and developed in this paper has the following functions:

1) Partial discharge diagnostic function: MEMS microphone is used to collect ultra-
sonic signals generated by partial discharge, and partial discharge diagnosis is 
carried out according to the signals. 

2) Temperature measurement function: The temperature probe is used to collect 
the temperature of the device under test, and the acquisition frequency can be 
adjusted by the temperature rise.
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Fig. 4 Hardware Design Block Diagram 

3) Current measurement: Use coil open-circuit voltage to measure the current. 
4) NFC function: NFC sensor with identity recognition function is designed to read 

and write sensor installation position information. 
5) Wireless communication: 2.4G wireless communication is used to upload status 

information. 
6) Passive CT power 

The hardware design diagram is shown in Fig. 4. The MEMS microphone 
collects the change of ultrasonic signal generated during partial discharge, and its 
output amplifies the weak voltage signal after signal conditioning, the MCU chip 
(STM32l432KBU6) analysis and restores the signal, and performs partial discharge 
diagnosis according to the signal, at the same time, the temperature of the equipment 
is measured, the current of the transmission line is measured, the NFC records the 
sensor address information, and the results are sent out wirelessly. 

3 Application Effect and Advantages 

In this paper, a high reliability distributed intelligent distribution terminal holographic 
sensing ring network cabinet has been developed. It has been applied in many places, 
and the application effect is good, compared with the traditional distribution ring 
network cabinet, it has the following technical advantages: 

1) One is the fully enclosed design, second, standardized double-ended prefabrica-
tion, the structure of the design is shown in Fig. 5 (a).

2) The distributed DTU design mode is adopted to reduce the overall volume of the 
ring cage by about 25%, the structure of the design is shown in Fig. 5 (b). 

3) The intelligent distributed feeder automation (FA) based on DTU peer-to-peer 
communication is used to locate the fault quickly when the fault occurs.
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(a) structural design.                     (b) State-aware physical map. 

Fig. 5 Intelligent distribution terminal holographic perception ring network cabinet 

4) The pilot company use the graph model center sharing service and graph model 
data, which effectively solves the problem of the company’s graph model 
data penetration, improves the system mapping efficiency, reduces the orig-
inal mapping system, the work efficiency is improved by 80%. Through data 
governance, the basic data quality of the distribution network stock of the pilot 
company reached 98.3%, which effectively improved the data quality of the 
distribution network model. 

4 Conclusions 

In this paper, a new type of distributed intelligent distribution ring network cabinet 
is developed, the main conclusions are as follows: 

1) An acquisition controller structure design suitable for a variety of switch cabi-
nets is developed, including the analysis and research of SoC bus architecture, 
hardware and software co-design, chip synthesis/timing analysis/verification and 
other technologies. 

2) Through the distributed idea, the segmented line equipment information and 
topology relationship information of the distribution network are generated at 
the source end, and a single-line diagram automatic mapping system of the 
distribution network that actively triggers the automatic update of the whole 
network topology is designed. 

3) Based on IEC 61,850 standard, the self-description model technology, plug and 
play technology and MQTT-based communication protocol technology of distri-
bution equipment studied, and the self-description model establishment and plug 
and play function of distribution equipment are realized. 

4) Using MEMS microphone to collect ultrasonic signals generated by partial 
discharge, combined with temperature signals, a new composite partial discharge 
fault monitoring technology is proposed, and a fault monitoring system with 
temperature and partial discharge integrated sensing is designed.
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Research on Small Current Grounding 
Fault of Distributed Small Hydropower 
with Different Permeability 
when Connected to the Grid 

Jiawen Chen, Chao Cai, Fan Yang, Lin Liu, Changsheng Sun, and Si Yang 

Abstract The grounding fault of distribution network is the main cause of power 
failure on the user side. In distributed power access and distribution network, the 
characteristics of distributed small hydropower with different permeability in short 
circuit fault are different from traditional faults. To study the treatment measures of 
small current grounding fault, this paper analyzes different permeability and contact 
resistance of the distributed energy access to 10 kV distribution line, put forward the 
fault characteristic signal acquisition and processing technology, the research is suit-
able for the terminal optimization and proximal small hydropower grid maintenance 
technology, the use of RTDS simulation platform for fault analysis, the changes of 
frequency and voltage are obtained to provide reference for the research of grid 
connection of distributed small hydropower. 

Keywords Distributed generation · Small hydropower · Permeability 

1 Introduction 

In recent years, distributed generator (DG), which has the function of peak cutting 
and load balancing, has been widely used. Distributed power generation such as 
small hydropower and photovoltaic in the distribution network not only increases 
the standby capacity of the grid [1–3], but also makes the power production closer
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to the load and reduces the loss in power transmission. However, when the short-
circuit fault occurs in the distribution network, the distributed power supply will also 
provide short-circuit current, which can help increase or decrease the short-circuit 
current, and may cause the original protection device to fault or refuse to operate 
[4–6]. 

Based on the theoretical analysis of the principle and characteristics of short 
circuit fault of small hydropower in distribution network, this paper proposes the 
optimization technology of feeder automation terminal suitable for this system. Then, 
based on the 10 kV distribution line, the RTDS (Real time digital simulation system) 
simulation is carried out to verify the low current grounding fault of small hydropower 
under different permeability and different transition resistance. Finally, the treatment 
measures of low current grounding fault are summarized. It provides reference for 
design optimization and operation and maintenance management of distributed small 
hydropower. 

2 Research Methods 

2.1 Fault Analysis Under Distributed Small Hydropower 

As shown in Fig. 1, one or more small hydroelectric power sources are connected to 
the 10 kV line 1. If the power generated by small hydroelectric power is equal to the 
load of the line, once a ground fault occurs, the small current line selection device in 
the substation will trigger the trip of the outgoing circuit breaker CB1. Because of the 
existence of distributed energy DG, the line still has power after trip. The segment 
switch cannot perform the original logical action for fault isolation [7–9]. 
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Fig. 1 Feeder automation after distributed energy access
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For the low-current grounding system, the existing feeder automation method 
is to make a judgment by docking the ground line with the low-current grounding 
line selection device, and trigger the tripping of substation outgoing circuit breaker 
from large to small according to the probability of fault occurrence. After the setting 
time, the feeder automation switch on the line will be electrocuted step by step. 
When it is close to the ground fault point, When the three-phase five-column voltage 
transformer detects zero sequence voltage (and is greater than the fixed value) before 
installation and switch, the switch will automatically open and lock within the set 
time (2.5 s), so as to realize the automatic positioning and isolation of ground fault. 
However, it cannot automatically handle the ground fault. 

In view of above problems, it is necessary to study influence of distributed power 
access with different permeability on the original fault handling technology [10]. 

The permeability of this article refers to the permeability of small water electricity, 
and the permeability of the distributed power generation and the real-time total 
demand power of the distributed power supply are used by WDG and Wn respectively. 

Permeability is calculated as follows: 

η= WDG 

Wn 
× 100% (1) 

When the big power grid trips, all the load on the line is provided by small 
hydropower, which can be considered in two cases: 

1) Low permeability of small hydropower. 
Large power grid tripping will appear a large number of active power gap, 

in addition to the general small hydropower for economic benefits will multiple 
active power, basically no reactive power, so without a large power grid, system 
reactive power will also appear gaps, voltage will drop, the greater the gap, the 
faster the rate of decline, until the collapse of the system. 

2) Small hydropower has higher permeability. 
When the large power grid trips, if the permeability is high or even over 100%, 

the active power of the system will be excessive. If the small hydropower cannot 
be quickly adjusted, the system voltage will rise, affecting the safety of users’ 
electricity consumption. In this case, the small hydropower can be quickly cut 
out according to the characteristics of overvoltage and over-frequency to prevent 
damage to users’ electrical appliances [11]. 

2.2 Fault Feature Collection and Processing 

Taking a certain distribution network as an example, there are a large number of small 
hydropower in the distribution network. Generally, the small water and electricity 
power connected to the grid through a 10 kV line is not large, and the permeability of 
the line is inconsistent. During the field investigation, the equipment in several small 
water power plants are all old, basically have no isolated island operation ability,
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Table 1 Table of two section protection Settings 

Physical quantity Frequency/Hz Frequency/Hz Voltage/V Voltage/V 

Data range <47 47–49.5 <50%Un 50%–85%Un 

Data range >55 50.5–55 >135%Un 110%–135%Un 

Delay tripping/s 0.2 1 0.2 1 

and the ability to respond to load changes is poor. All of them are manually adjusted 
or cannot be adjusted. Based on the above situation, a fault collection scheme is 
proposed. 

1) Fault recording function. 
In case of conditions that need to trigger the recording, such as voltage sag 

and current mutation, the recording function can be started in time to record 
the characteristic information of abnormal moments. When the condition of 
triggering RMS recording function is reached, the changes of current RMS can 
be recorded in time. This function records the voltage and current value according 
to the configuration, records the density of 10ms a point, and records the duration 
of 5s. 

When small hydropower works in PQ mode, it does not have the ability of rapid 
frequency and voltage regulation. Therefore, when the system’s active power and 
reactive power are unbalanced, voltage and frequency fluctuations will be caused. 
When the system active power is insufficient (η < 100%) will cause frequency decline, 
active power redundancy (η > 100%) frequency will rise; When the reactive power 
of the system is low, the voltage drops; when the reactive power is redundant, the 
voltage rises. 

Therefore, this paper proposes to adopt two-stage protection for voltage and 
frequency problems, with Un as the rated reference voltage, as shown in Table 1. 

At the same time, it should have the loss of voltage trip, the load side has the 
power prohibition closing, automatic call closing, zero voltage protection and other 
functions, to ensure that the fault can be moved, and only allow the power side call 
closing, prohibit the reverse power supply of small hydropower. 

2.3 Feeder Automation Terminal Optimization and Near End 
Design 

Terminals are an important link in distribution network, of which feeder terminal 
unit (FTU) and backup power supply are the key components. 

For rain prevention, the design of the FTU outer box requires that it can be sealed 
against water. The bottom of the box should be designed with a rain proof skirt to 
prevent heavy rain from entering the cable. The top of the box should be designed as 
an inclined plane to prevent water droplets from dripping directly onto the equipment.
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The varistor is installed at the FTU voltage sampling entrance to prevent over-
voltage, and an isolated voltage transformer is used to ensure that the voltage entering 
the system does not damage the AD loop. The FTU remote loop is connected with 
the auxiliary contact of the switching mechanism. The remote power supply selects 
the high isolation voltage and voltage isolation power supply to protect the system 
from lightning strikes. 

In this paper, the technical solution of standby power supply is battery online 
monitoring system + battery monitoring data management software. And the moni-
toring software is configured so that the data can be read and displayed remotely in 
the main station system of the distribution network. 

In addition, for the near-end design, this paper focuses on the key technologies 
of near-end security, aiming at realizing authorized maintenance. The scheme is to 
design a four-layer defense system for near-end security. 

Layer 1: Authorization at the primary site layer 
Layer 2: Local maintenance tool authentication 
Layer 3: User identity authentication 
Layer 4: Terminal maintenance authentication 

Through the above four layers of authentication protection, can effectively occur 
illegal access. Bluetooth is used as the communication channel of near field mainte-
nance, the signal coverage is small, the data is authenticated by AES encryption algo-
rithm, and the frequency hopping mode of communication is adopted to effectively 
prevent illegal eavesdropping. 

3 RTDS Simulation Verification 

In this paper, the verification environment of feeder automation scheme for distributed 
energy access is built by using RTDS, and the de-routing function of feeder terminal 
of complete equipment and the feeder automation scheme are verified. 

Figure 2 is the test topology diagram, the test fault type in this experiment is single-
phase grounding fault, which is divided into two test processes and four test results. 
Where the permeability is 150% (high permeability) and 30% (low permeability) in 
the case of single-phase grounding fault. When a ground fault occurs, the ground 
resistance is 200 Ω and 2 kΩ. 

Fig.2 Electrical topology of 
the test
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3.1 Ground Fault Test Under Different Permeability 

The test environment is ungrounded system, and the test fault point is located in K1. 
Test parameters are set: small hydropower capacity 1 MW, power factor target 0.8, 
reactive power 0.5MVar, load reactive power 0.4Mvar, PQ control mode; The detec-
tion switches were located at SDG1 and FS11 respectively. The 10 kV transformer 
has a capacity of 20 MW. The exit switch trips 4 s after the ground fault occurs, and 
overlaps another 6 s. 

The test system consists of four loads, with power of 0.25 MW, 0.5 MW, 0.5 MW 
and 0.25 MW respectively. The permeability in this test was 150% and 30%, respec-
tively. CB1, FSDG1, FS11 trip in sequence; After CB1 outlet coincides for 6 s, FS11 
segment switch will delay the call closing. Due to grounding fault, zero voltage 
mutation is detected and tripping again and locking is completed, thus achieving 
fault isolation. 

As shown in Fig. 3 (a), after CB exit is switched off, the voltage of DG is detected 
by the connecting point to drop slowly. When the low voltage limit and time are 
reached, the connecting point switch trips. 

As shown in Fig. 3 (b). After CB outlet trip, due to high permeability and excess 
active power, the frequency will rise. When the high frequency limit and time are 
reached, the parallel dot switch will also trip. The controller recorded the RMS 
recording and the frequency gradually increased from 51.41 Hz to 53.14 Hz as the 
Uab decreased. Here’s what happens when permeability is 30%. 

As shown in Fig. 4 (b) CB outlet trip, due to low permeability, active power 
shortage, will cause the frequency drop.

The simulation results show that after outlet trip, the frequency of the system will 
decrease due to insufficient active power (30% permeability), and increase due to

(a)                                                           (b) 

Fig. 3 Voltage waveform and frequency change at DG with 150% permeability 



Research on Small Current Grounding Fault of Distributed Small … 1183

(a)                                                          (b) 

Fig. 4 Voltage and frequency change at DG when 30%permeability

excessive active power (150% permeability). And when the system reactive power 
is insufficient, the voltage drops; Without too much power, the voltage rises. 

3.2 Ground Fault Test of Different Transition Resistors 

The test environment is an ungrounded system, the test failure point is located in 
K1, and the permeability is fixed at 50%. Test parameters are set, small hydropower 
capacity 1 MW, power factor target 0.8, reactive power 0.5MVar, load reactive power 
0.4Mvar, PQ control mode; The detection switches were located at SDG1 and FS11 
respectively. 10 kV transformer capacity of 20 MW. The outlet switch trips 4 s after 
the ground fault occurs, and then coincides with another 6 s. 200Ω and 2kΩ contact 
resistors were set respectively for simulation (Fig. 5).

The following are the simulation results with a transition resistance of 2kΩ, aiming 
to reflect the current, voltage and frequency characteristics of different transition 
resistors. The voltage waveform, frequency change, zero sequence voltage and zero 
sequence current change waveform at DG can be visually observed on the simulation 
platform (Fig. 6).

The simulation results show that when ground fault occurs, if the outlet does not 
trip, the voltage frequency of the junction point of small hydropower station does 
not change.
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(a)                                         (b)                                        (c)        

Fig. 5 Transition resistance, frequency change and zero-sequence voltage at DG under 200Ω

(a)                                         (b)                                       (c)        

Fig. 6 Voltage waveform frequency change and zero-sequence voltage at DG under 2kΩ

4 Conclusions 

Based on the distributed small hydropower distribution system, this paper analyzes 
the small current grounding fault. Through the collected data and simulation analysis, 
the short circuit under the permeability of 30% and 150% and the transition resistance 
of 200Ω and 2kΩ is compared, and the following conclusions are drawn: 

For small hydropower grid-connected systems, two-stage voltage and frequency 
protection should be configured. The design of FTU outer box should pay attention 
to rain and lightning protection, and a four-layer defense system should be developed 
to cope with the near-end security design. 

Once ground short circuit fault occurs in distributed small hydropower grid-
connected system, high permeability configuration will cause frequency increase,
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low permeability will cause frequency decrease, and zero sequence voltage and zero 
sequence current caused by different transition resistors are different. 
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Research Progress of New 
Multi-functional Transformer 

Yu Dong, Feiyan Zhou, Yifan Wang, Lingyun Gu, Shingzhe Wang, 
and Yan Wu 

Abstract The new multi-functional transformer can transform voltage, provide 
isolation, compensate reactive power and stabilize voltage. It is expected to solve the 
prominent problem of large power flow and voltage fluctuation caused by the large 
number of distributed new energy connected to the power grid in the new power 
system. This paper mainly introduces the power electronic transformer, Hybrid distri-
bution transformer and magnetic control transformer are three new multi-functional 
transformers, and the research progress of the three transformers is reviewed in 
detail from the perspective of basic principle, topology and control strategy. Finally, 
the possible difficulties in their further development and the development trend are 
summarized. 

Keywords Multifunctional transformer · New power system · Reactive power 
compensation · Voltage stabilization 

1 Introduction 

The future power system will be a new type of power system dominated by clean 
energy with strong volatility, but strong volatility is not conducive to the stable oper-
ation of the power system, which will lead to large voltage fluctuations and large 
changes in reactive power demand [1, 2];In addition, the lines and loads of the distri-
bution network have also changed greatly compared with the past - cable transmission 
lines have been applied on a large scale, and will generate more capacitive reactive 
power than overhead lines; The electric vehicle charging pile on the load side will 
also need more reactive power support [3].
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The traditional reactive power stabilization scheme mainly uses external capac-
itors and reactors for reactive power stabilization. However, the external capacitors 
and reactors cover a large area and are not suitable for urban distribution networks 
with limited space. Therefore, the existing technical means cannot cope with the 
problems related to voltage and reactive power after the new power system is fully 
popularized. 

New type multi-functional transformer generally refers to a transformer with one 
or more functions such as frequency conversion, voltage stabilization, reactive power 
compensation, power flow control and harmonic treatment in addition to the voltage 
transformation and isolation functions of traditional transformer. Research teams 
have conducted research on a new multi-functional transformer with reactive power 
compensation and voltage stabilization capability, which has great potential to solve 
problems. This paper summarizes the research progress of its principle, topology and 
control strategy. 

2 Power Electronic Transformer 

2.1 Working Principle 

Power electronic transformer (PET) is a new type of multi-functional transformer 
with reactive power compensation, phase adjustment and harmonic control functions. 

The topology of pet can be divided into single-stage topology, double-stage 
topology and multi-stage topology according to the number of times the power is 
rectified or inverted. The more the number of stages, the more flexible the power 
conversion of pet will be and the larger the adjustment range will be. However, the 
more the number of stages, the more the number of power electronic devices will 
be, and the reliability of pet will be lower and lower. Document [4] proposes AC/ 
AC single-stage pet as shown in Fig. 1 on the basis of early power electronic trans-
formers. It does not include a DC link, and only converts electrical energy from 
high frequency to high frequency, and then from high frequency to power frequency. 
Therefore, it can only realize the conversion of voltage and current amplitude and 
frequency, and can not change the phase, that is, it can not output reactive power.

Figure 2 shows a typical AC/DC/AC two-stage pet topology, which adds a DC 
link to AC/AC pet, so that the transformer can change the phase of voltage and 
current, and has the ability to output reactive power. However, this topology has high 
requirements for high-voltage and high-power semiconductor devices, and can not 
meet the requirements of large-scale applications in terms of manufacturing process 
and cost. MMC pet, cascaded H-bridge pet and other multi-stage pet divide the high 
voltage borne by the transformer into multiple power electronic devices, reducing 
the withstand voltage requirements of a single power electronic device, but the cost 
will also be greatly increased [5, 6].
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Fig. 1 AC/AC type pet topology

Fig. 2 AC/DC/AC type pet topology 

2.2 Control Strategy 

The control of PET is mainly divided into three parts, namely, the control of input 
stage, isolation stage and output stage. The control objective of the pet input stage is 
to rectify the power frequency voltage on the primary side into a stable DC voltage. 
Document [7] proposes a new lc-mpdpc control strategy for PWM rectifier, which 
realizes synchronous control of active power and reactive power, has less harmonic 
current and low power ripple than the traditional one, and has good stability and fast 
dynamic response. 

The isolation stage of PET connects the input stage and the output stage, and 
the most widely used control method is the phase-shift control method. Document 
[8] proposes a DC voltage balancing strategy for pet isolation stage, adjusting the 
phase shift angle of H-bridge units to control active power. Document [9] proposes a 
phase-to-phase voltage balance control strategy based on negative sequence voltage 
injection, simplifying the calculation of negative sequence voltage and requiring 
only a single current inner loop control. This solves the problem of phase-to-phase 
voltage imbalance and in phase voltage imbalance in power electronic transformers.
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Fig. 3 Equivalent circuit 
diagram of HDT 

Literature [10, 11] also achieved good results by using resonance technology to 
design the soft switch of power electronic transformer. 

The output stage control of PET requires the output voltage of the secondary side 
to be stable. Literature [12] has studied the strategy of controlling multiple modules, 
especially when energy is input. Specifically, keep the voltage of the main inverter 
unchanged and the current of the secondary inverter unchanged. The master–slave 
control model is established, which greatly improves the voltage stability at the output 
side of the power electronic transformer and reduces the voltage distortion rate at the 
output end. 

3 Hybrid Distribution Transformer 

3.1 Working Principle 

Hybrid distribution transformer (HDT) is a new multi-functional transformer that 
converts part of its capacity through power electronic devices, so it has the dual 
advantages of traditional transformer and power electronic technology [13]. HDT 
can usually be combined by traditional transformer and UPQC, DVR, APF and 
other power compensation equipment, but at present, scholars have studied more 
about the combination of HDT and AC/DC/AC converter [5] (Fig. 3). 

HDT realizes the functions of compensation and voltage stabilization, reactive 
power compensation and harmonic treatment by controlling CVp and CVt [14, 15]. 

3.2 Control Strategy 

Hybrid transformer has good voltage and current control functions, and its control 
objectives include output side voltage control, input side current control and power 
control. In order to realize high controllability of hybrid transformer, its control 
strategy is very important. 

Reference [16] proposed a fuzzy control based control strategy for HDT DC bus 
voltage. By adding a fuzzy controller to the PI controller, the mathematical model
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is established, and the control equations of HDT current and voltage are derived, 
which effectively improves the transient and steady-state performance of the DC 
bus voltage control system. In reference [15], a robust model predictive control 
strategy is proposed for the model uncertainty caused by the fluctuation error of line 
parameters. By converting the uncertainty fluctuation range in the predictive model 
into the maximum and minimum value problem, it is applied to adjust the reactive 
power dynamic optimization of HDT in and, making its adjustment smoother and 
improving the robustness of the control algorithm. 

4 Magnetic Control Transformer 

Magnetically controlled transformer is a new multi-functional transformer that does 
not rely on power electronic equipment for power conversion, but realizes reac-
tive power compensation, harmonic processing, stable point voltage and other func-
tions through electromagnetic principle, which is different from the above three new 
multi-functional transformers. The following will introduce various magnetic control 
transformers from the aspects of working principle and topology. 

4.1 Magnetically Integrated Transformer 

The magnetic integrated transformer decouples each winding so that the magnetic 
flux generated by them does not affect each other. As shown in Fig. 4, winding a 
and winding B have separate magnetic flux loops respectively, and the two loops 
are arranged at 90° in space, thus realizing the orthogonal decoupling of the two 
windings. 

However, orthogonal decoupling will increase the iron core of the transformer 
and also increase the cost. Therefore, in practical applications, the winding method

Fig. 4 Schematic diagram 
of orthogonal decoupling of 
windings A and B 
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of orthogonal decoupling is often less used, while the method of non-orthogonal 
decoupling is widely used. Literature [17] also designed a new transformer based on 
this method, which combines linear reactor with transformer and has good reactive 
power compensation and harmonic filtering function. 

4.2 Magnetic Saturation Transformer 

The magnetic saturation transformer has an iron core with a smaller cross-sectional 
area than the normal iron core, which is called a small magnetic valve. Because 
the area of the small magnetic valve is smaller than that of the normal iron core, it 
is easier to saturate. Therefore, by adding some DC magnetic flux to the magnetic 
valve, the small magnetic valve can reach the magnetic saturation state. Achieving 
saturation means that the core works at the high point of the B-H curve. At this 
time, the excitation reactance of the transformer decreases sharply, so the magnetic 
saturation transformer can achieve the purpose of controlling voltage or outputting 
reactive power. 

At present, the magnetically saturated transformer has only single-phase topology. 
The single-phase is a three-column or four-column topology. Only three single-phase 
magnetically saturated transformers can be used in the three-phase system, which will 
greatly increase the floor area of the magnetically saturated transformer. Therefore, 
under the premise of not affecting the working performance of the magnetic saturation 
transformer, how to compact the magnetic saturation transformer is an urgent problem 
to be solved. 

4.3 Magnetic Material Type Transformer 

The magnetic material transformer is a new type of multi-function transformer, 
which uses a new type of composite magnetic material as a part of the magnetic 
core. Literature [18] uses composite materials to make the transformer have multiple 
functions. The specific principle is to change the working point of the B-H curve 
of the composite materials to adjust the magnitude of the excitation reactance, so 
as to control the voltage and reactive power. However, it is difficult to prepare 
nanocomposite magnetic materials on a large scale. 

In addition, the magnetic material type transformer, like the magnetic saturation 
type transformer, currently only has single-phase topology mechanism, and the use 
of three single-phase magnetic material type transformers also has the problems of 
large floor space and high cost.
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5 Conclusions 

The research of many new types of multi-functional transformers has achieved certain 
theoretical and practical results, but it is still at the stage of theoretical research on 
the whole, and there is still a certain distance from the actual large-scale application. 
Based on the principle, topology and control strategy of the development of a variety 
of new multi-functional transformers, the following conclusions can be reached: 

1) Power electronic transformers are very suitable for use in new power systems, 
but they cannot be used in large-scale applications in new power systems in the 
short term. Therefore, substitutes are needed to fill the gap [19]. 

2) Both kinds of new multi-function transformers have broad prospects, but still 
need to solve the problems of cost control, reliability and harmonic. In particular, 
the topology of three-phase transformer needs to be solved urgently, which will 
be the key factor for the large-scale promotion of magnetic control transformer. 
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Potential Development and Planning 
Method of Industrial Load Regulation 

Chaoliang Wang, Wei Liu, Jiangming Zhang, and Hanqing Liu 

Abstract High energy consumption industrial load has the potential to participate 
in power grid regulation and control. Fully developing the adjustable capacity of 
industrial load plays a key role in the safe and stable operation of new power system 
and new energy consumption. This paper also considers the planning and operation 
problems of industrial load participating in power grid regulation and control, and 
proposes a two-level optimization model for industrial load development planning. 
The inner optimization problem is responsible for solving the operation problem of 
industrial load, mainly for the operation plan of industrial load and thermal power unit 
considering new energy sources, and the outer optimization problem is responsible 
for solving the planning problem of industrial load, mainly for the development 
layout of industrial load. Finally, genetic algorithm is used to solve the model, and 
IEEE 10 machine 39 bus system is used to verify the effectiveness of the method 
proposed in this paper, which provides a reference for large-scale development of 
industrial load under the new power system. 

Keywords Industrial load · Bilevel programming · Ancillary services ·
Investment benefit 

1 Introduction 

Due to the multiple security problems caused by the high proportion of new energy 
grid connection, the characteristic structure of each link of the new power system 
"source network load storage" will change [1]. In view of the system operation risk 
that may be caused by intermittent and uncertain output of new energy power supply, 
the power system needs to have the real-time control capability for a large number 
of flexible resources [2].
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Important production equipment (such as electrolytic cell, submerged arc furnace 
and reduction furnace) in a variety of high energy consumption industrial loads 
have similar energy storage characteristics [3, 4]. By installing additional control 
terminals, they can participate in the frequency and peak regulation of the power 
grid in a short time, which plays an important role in the safe and stable operation 
of the power grid under the new power system and the consumption of new energy 
[5]. At present, the research on industrial load participating in power grid regulation 
focuses on the control strategy, while the research on how to effectively tap its 
adjustable potential and carry out large-scale development is less. 

At present, many literatures have studied the planning method of energy storage 
system: Literature [6] proposed a comprehensive optimization model for planning 
and operation to improve the access capacity of wind power based on the two-level 
decision-making problem, and solved it through a heuristic algorithm; Literature 
[7] proposed the time series voltage sensitivity index under the new power system, 
and deeply studied the optimal location and configuration of energy storage system 
from the perspective of voltage improvement; Reference [8] proposed a location and 
capacity determination method for energy storage system taking into account the 
uncertainty of wind power, and used Benders decomposition algorithm to reduce the 
computational burden; Literature [9] uses the subgradient cutting method to solve the 
double-layer model to optimize the location and size of the energy storage system, 
and ensures the profitability of the energy storage investment through the constraint 
of the rate of return on investment. 

2 Potential Development Method of Industrial Load 
Regulation 

Due to the weak real-time interaction between the current power grid and industrial 
enterprises, the power regulation instructions of the power grid cannot be directly 
issued to industrial enterprises. In order to develop the real-time adjustability of 
industrial load, it is necessary to install additional control terminal equipment for 
electrical equipment suitable for real-time power regulation in industrial enterprises. 
The terminal equipment needs to have two functions of local regulation and remote 
regulation: local mode means that the terminal control equipment can receive the 
frequency signal from the power grid frequency acquisition device, calculate the 
power to be adjusted by the load adjustable capacity in real time, and issue control 
commands to the load power control device after processing, which is applicable to 
the load participating in the primary frequency modulation of the power grid; Remote 
mode refers to that the terminal control equipment can calculate the load adjustable 
capacity at the current moment online and report it to the control master station. The 
control master station sends the regulating signal to the terminal control equipment 
according to the demand for frequency modulation and peak shaving, and then the
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terminal control equipment sends the control command to the load power control 
device. 

The installation of additional terminal control equipment requires a certain amount 
of financial support. Because its installation purpose is to ensure the security and 
stability of the power grid, this part of funds should be paid by the power grid. What 
industrial loads should be selected in a certain area for the development of regulation 
capacity, and whether all industrial loads can be developed to achieve the optimal 
economic performance is a problem that needs to be studied. 

3 Industrial Load Planning Method 

3.1 Inner Layer Optimization 

The inner layer optimization is mainly the real-time control cost of the power grid and 
industrial load, including the coal cost of the generator, the penalty cost of abandoning 
wind and light, and the loss cost caused by the passive power regulation of industrial 
load. The control cost is divided into upward regulation cost and downward regulation 
cost. The downward regulation cost is mainly the economic loss caused by the decline 
of output, and the upward regulation cost is the economic loss caused by the decline 
of production efficiency. The specific formula is as follows: 

min Cin  = Cgen + Cpun + Ccontrol (1) 

Cgen = 
NgΣ

i=1 

TΣ

t=1 

(ai P
2 
g,i,t + bi Pg,i,t + ci ) (2) 

Cpun = 
NwΣ

j=1 

TΣ

t=1 

ηw(P
,
w, j,t − Pw, j,t ) · Δt + 

NsΣ

k=1 

TΣ

t=1 

ηs(P
,
s, j,t − Ps, j,t ) · Δt (3) 

Ccontrol = 
NlΣ

i=1 

TΣ

t=1

||CI × ΔPl,i,t × Δt
|| (4) 

CI = 

⎧ 
⎨ 

⎩ 

(Fp − Fc)/CE ,ΔPl,i,t < 0 
{Fp − [Fc × (1 − α) + Fc × α/η]}/(CE /η),ΔPl,i,t > 0 
0,ΔPl,i,t = 0 

(5) 

wherein, Cin  represents the total cost of the real-time system, Cgen refers to the coal 
cost of the generator unit, Cpun refers to the penalty cost of abandoning wind and 
light, and Ccontrol refers to the control cost. The cost of coal-fired power generation 
is expressed in the form of a quadratic function of the unit output., ai 、bi and
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ci are cost coefficients respectively, Pg,i,t representing the real-time output of the 
generator set and Ng the number of generators in the system. The penalty cost of 
wind and photovoltaic power abandonment is expressed in the form of a linear 
function of output, ηw and ηs are respectively the grid price of wind power and 
photovoltaic power, P

,
w, j,t and P

,
s, j,t are respectively the maximum output power of 

wind power and photovoltaic power in a typical day, Pw, j,t and Ps, j,t are respectively 
the actual average output power of wind power and photovoltaic power in a period 
after considering the phenomenon of wind and photovoltaic power abandonment, Nw 
and Ns the number of wind turbines and photovoltaic stations in the system.ΔPl,i,t is 
the regulating power of the i th industrial load in the period, and Δt is the regulating 
duration; CI is the unit control cost coefficient, Fp represents the selling price per 
unit load (yuan/ton), Fc the production cost per unit load (yuan/ton), CE the power 
consumption per unit output (kWh/ton), α the percentage of power consumption cost 
in the production cost of industrial enterprises, and η the power production efficiency. 

The above objective functions have certain constraints:

Σ
Pg,i,t +

Σ
Pnew, j,t =

Σ
PL ,t +

Σ
ΔPload,l,t (6) 

Equation (6) represents the power balance constraint, that is, the total real-time 
output of thermal power unit and wind turbine is equal to the total active power of the 
real-time load of the system. The thermal power unit in the system has the following 
constraints: 

ri,down ≤ Pg,i,t − Pg,i,t−1 ≤ ri,up (7) 

Pg,min ≤ Pg,i,t ≤ Pg,max (8) 

tg,i,last  min ≤ tg,i,last (9) 

Equation (7), Eq. (8) and Eq. (10) respectively represent the climbing constraint, 
upper and lower output limit constraint and start stop time constraint of thermal power 
units. Wind power and photovoltaic in the system have the following constraints: 

0 ≤ Pnew, j,t ≤ P ,
new, j,t (10) 

Equation (10) represents the upper and lower limit constraints of wind power and 
photovoltaic output. The industrial load in the system has the following constraints:

ΔTl,down max ≤ ΔPload,l · Δt/cm ≤ ΔTl,up  max (11)

ΔPload,l,down max ≤ ΔPload,l,t ≤ ΔPload,l,up  max (12)
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Because heat storage equipment is required in most industrial loads, its temper-
ature needs to meet the safety production requirements. Equation (11) refers to the 
production temperature constraint of industrial loads. It can be seen from literature 
[10] that the temperature of heat storage load is related to its integrated electric 
quantity. Equation (12) represents the upper and lower limit constraints of industrial 
load adjustable capacity. In addition, there are constraints on industrial load power 
distribution, that is, when multiple industrial loads participate in grid regulation at 
the same time, the regulated power is proportional to its rated capacity. 

3.2 Outer Layer Optimization 

After the adjustment power of industrial load in each period of typical day is deter-
mined by the internal optimization, the final total system cost can be obtained by 
substituting the output plan into the external optimization model: 

min Cgrid = Cgen + Cpun + Cploss +
Σ

Cl,invest +
Σ

CEb,l (13) 

Cl,invest = Fncu,l + Fline,l Dline,l + FMP (14) 

Cploss = ηloss(
Σ

i 

Ui

Σ

j∈i 
U j Gi j  cos θi j  ) (15) 

CEb,l = CEb1,l + CEb2,l (16) 

CEb1,l =
{

(ΔPload,l,up  max − ΔPload,l,down max) × R2,ΔPload,l,t /= 0 
0,ΔPload,l,t = 0 

(17) 

CEb2,l =
{

ΔPload,l,t × Δt × m1 × (24 × R5),ΔPload,l,t > 0
||ΔPload,l,t

|| × Δt × m2 × (2 × 24 × R5),ΔPload,l,t < 0 
(18) 

wherein, Cgrid represents the total cost of the power grid, Cploss represents the system 
network loss,

Σ
Cl,invest represents the investment cost of additional terminal control 

equipment, and
Σ

CEb,l represents the auxiliary service compensation fees that the 
power grid needs to pay for industrial loads. 

Peak regulation compensation income is divided into regulation reserve capacity 
compensation and peak regulation auxiliary service compensation. Regulation 
reserve capacity compensation refers to the cumulative supply compensation cost 
of its adjustable capacity during the period when industrial load participates in grid 
regulation, CEb1,l represents regulation reserve capacity compensation, ΔPl,up  max 

represents upward regulation capacity, and ΔPl,down max represents downward regu-
lation capacity. R2 is the compensation standard for the regulation capacity of grid
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connected main body AGC (yuan/MWh); The compensation standards for peak 
shaving and valley filling response in peak shaving auxiliary service compensation 
are different, ΔPload,l,t represents the actual adjustment amount of peak shaving and 
R5 represents the compensation standard for deep peak shaving (yuan/MWh). 

4 Industrial Load Development Planning Process 

In this paper, genetic algorithm is selected to solve the industrial load development 
planning in the distribution network. The method flow is as follows: 

1. Sort the industrial enterprises that can install additional terminal equipment in the 
distribution network, and generate a row matrix composed of random 0–1 vari-
ables. For example X = [0, 0, 1, · · ·  , 0], the number of columns in the matrix is 
the number of industrial loads that can be developed. Each column X corresponds 
to the sorted industrial loads. 0 means no development, 1 means development, 
and each different represents a development plan. Randomly generate M initial 
individual combinations to become the initial population; 

2. Conduct internal optimization based on the predicted output of wind power and 
photovoltaic on typical days to determine the output plan of thermal power units 
and the power regulation plan of industrial loads; 

3. Substitute the output plan into the distribution network for power flow calculation. 
If it can be solved, the total system operation cost under this development plan 
will be finally obtained; 

4. Select, cross and vary the population of the development plan to form the next 
generation of the development plan population; 

5. Judge whether it has converged or reached the maximum number of iterations, 
jump out of the cycle and output the final results, and determine the optimal 
development plan. 

5 Example Analysis 

In this paper, three types of typical adjustable industrial loads: electrolytic aluminum, 
steel and polysilicon enterprises are used to analyze the development planning of 
participating in power grid regulation. The specific index data of three types of 
industrial enterprises are shown in Table 1.

The simulation system topology adopts IEEE standard 10 machine 39 node 
system, and 12 industrial enterprises are set at different nodes. The specific data 
required for its development are shown in Table 2, where Type 1 represents elec-
trolytic aluminum, Type 2 represents submerged arc furnace, and Type 3 represents 
polycrystalline silicon.
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Table 1 Index data of three types of industrial enterprises 

Load type Electrolytic aluminium Submerged arc furnace polysilicon 

Production cost (yuan/ton) 12,500 3830 65,000 

Selling price (yuan/ton) 14,300 4000 78,000 

Power cost (yuan/kWh) 0.400 0.429 0.450 

Power consumption (kWh/t) 14,000 2800 50,000 

Electric energy production 
efficiency 

50% 50% 50% 

Downward adjustment cost 
(yuan/kWh) 

0.1290 0.0607 0.260 

Upward adjustment cost 
(yuan/kWh) 

0.136 0.184 0.095

Table 2 Industrial load investment development data 

Industrial load No Type node Rated capacity/100 MW Distance between 
equipment and substation/ 
km 

1 1 3 4.1 3 

2 1 4 4.0.1 2 

3 2 15 0.76 3.5 

4 2 25 0.76 1.5 

5 3 18 1.22 1.5 

6 3 16 1.22 2 

7 1 28 4.1 2.5 

8 2 8 0.76 3.5 

9 3 16 1.22 3 

10 1 15 4.1 3.5 

11 2 21 0.76 2.5 

12 3 22 1.22 2 

Thermal power units are set at nodes 30, 31, 34, 36, 37 and 39, photovoltaic 
stations are set at nodes 32, and wind farms are set at nodes 33, 35 and 38. Finally, 
the total system cost for 10 years is calculated, and the optimal development plan is 
obtained through genetic algorithm. The row matrix consisting of 0–1 variables 
is X = [1, 0, 1, 1, 0, 1, 0, 1, 1, 1, 1, 1]. Table 3 shows the calculation results of 
industrial load in the system without development, full development and optimal 
development plan.
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Table 3 Costing Results 

Load type Not developed at all Full development Optimal plan 

Total operating cost 25,573,000 1,823,000 19,889,000 

Load control cost 0 111,747 76,793 

Network loss cost 7,877,500 7,876,700 7,876,800 

Compensation expenses 0 6,311,159 3,961,081 

Investment cost 0 9,600,000 7,200,000 

Total system cost 10,035,087,621 9,701,424,703 9,502,226,400 

To sum up, the total system cost of the industrial load optimal development plan 
is less than the total system cost after the industrial load is fully developed. The main 
influencing factors are the compensation cost of auxiliary services and the investment 
cost of additional control terminal equipment. The total cost of the system after the 
industrial load is fully developed is less than the total cost of the system that is not 
fully developed, and the main influencing factor is the total cost of the operation 
phase. 

6 Conclusion 

The main work of this paper is to comprehensively consider the planning and oper-
ation problems of industrial load participating in power grid regulation, propose a 
two-level optimization model for industrial load development planning, and solve 
the model using genetic algorithm. Finally, IEEE10 machine 39 bus system is used 
to verify the effectiveness of the method proposed in this paper, which proves that the 
development of the adjustable potential of the power grid for industrial load should 
select the appropriate load for development, rather than all development, under the 
principle of economy. The method proposed in this paper can provide an important 
reference for the large-scale installation of industrial load control terminal equipment 
oriented to grid interaction response and the development of the adjustable potential 
of industrial load. 
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Diagnosis Method for Inter-Turn Short 
Circuit in Winding Based on Feature 
Extraction of Traveling Wave 

Haipeng Zhao, Mengjiao Xue, Chu Li, Jianpan Lyu, Liming Huang, 
Hongyue Men, E Yiyang, and Min Peng 

Abstract Aiming at the problem that the early inter-turn short circuit fault of the 
dry-type air-core reactor is not easy to detect, this paper proposes a method to detect 
the inter-turn short-circuit fault by using the characteristic value extracted from the 
traveling wave waveform. Firstly, by inputting a signal at the head of the dry-type 
reactor winding to obtain the traveling wave reflection response signal at the head and 
end of the winding. Then, based on the response signal, the characteristic waveform 
is built and the characteristic value is extracted, and the characteristic quantity is 
used as the judgment basis for the fault diagnosis of inter-turn short circuit. Finally, 
the diagnosis method proposed in this paper is verified by conducting an inter-turn 
short circuit fault diagnosis experiment on an outdoor dry-type reactor. Experimental 
results show that the variation of characteristic value is consistent with the simulation 
results, so the method proposed in this paper can be applied to the diagnosis of 
inter-turn short circuit faults in different structures of reactors. 

Keywords Dry-type Air-core Reactor · Winding Fault · Feature Extraction ·
Traveling Wave Theory · Fault Diagnosis 

1 Introduction 

The dry-type air-core reactor is widely used in different voltage levels from 6 to 
1000 kV and is an important piece of equipment in converter stations and substa-
tions [1, 2]. According to electric power department statistics, inter-turn short circuit

H. Zhao · M. Xue · C. Li · J. Lyu · L. Huang · H. Men · M. Peng 
State Grid Xinjiang Electric Power Co., Ltd. EHV Branch Company, Ürümqi 830002, China 

E. Yiyang (B) 
Hubei Engineering Research Center for Safety Monitoring of New Energy and Power Grid 
Equipment, Hubei University of Technology, Wuhan 430068, China 
e-mail: 704797476@qq.com 

Xiangyang Industrial Institute of Hubei University of Technology, Xiangyang 441100, China 

© Beijing Paike Culture Commu. Co., Ltd. 2023 
X. Dong et al. (eds.), The proceedings of the 10th Frontier Academic Forum of 
Electrical Engineering (FAFEE2022), Lecture Notes in Electrical Engineering 1054, 
https://doi.org/10.1007/978-981-99-3408-9_108 

1205

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3408-9_108&domain=pdf
mailto:704797476@qq.com
https://doi.org/10.1007/978-981-99-3408-9_108


1206 H. Zhao et al.

fault is the main reason for equipment fault of the dry-type air-core reactor, which 
accounts for more than 70%. When the dry-type air-core reactor is working, the huge 
circulating current formed by the inter-turn short circuit will make the local temper-
ature rise sharply [3], which will accelerate the insulation failure and induce damage 
to the reactor leading to a fire. Therefore, timely detection of winding inter-turn short 
circuit faults is of great practical importance to the maintenance of dry-type air-core 
reactors. 

When the conductor insulation is faulty, the distributed parameters of the 
conductor will change, accordingly, the refraction and reflection propagation process 
of the traveling wave signal along the conductor will change [4]. The traveling 
wave method is to use propagation characteristics of the traveling wave signal in 
the winding to determine the state and location of defects, and the method has been 
used in some areas such as cable fault location [5, 6]. In recent years, some scholars 
have also applied the traveling wave method to the diagnosis of transformer inter-turn 
short circuit defects and achieved some results [7]. Reactors are coil-type devices like 
transformers, theoretically, the traveling wave method is also applicable to reactors. 

This paper investigates the application of traveling wave theory in the diagnosis of 
inter-turn short circuit of the reactor. Firstly, the propagation process of traveling wave 
in winding is analyzed theoretically. Then, a distributed-parameter model of reactor 
combined is built with multi-conductor transmission line theory. Finally, the effect 
of an inter-turn short circuit on the response signal at the head and end of the reactor 
is analyzed after signal injection. On this basis, this paper proposes to construct 
feature waveforms by integrating the response signal and extracting eigenvalues, 
and analyzing the influence law of the number of fault turns and position on the 
eigenvalues. 

2 Mathematical Model of Dry Reactor Winding Wave 
Process 

2.1 Refraction and Reflection of Traveling Waves 

Reflection and refraction are the basic characteristics of traveling waves propagating 
along conductors. When the wave propagates along the transmission line, it can be 
divided into forward and reverse waves. When the forward wave propagates along 
the transmission line, refraction and reflection will occur at node where the wave 
impedance changes abruptly, in which the reflected wave propagates backward as 
a reverse wave, and the refracted wave continues to propagate forward as a new 
forward wave. The refraction and reflection of the traveling wave at the fault point 
are usually analyzed by Peterson law [8]. Figure 1 is a schematic diagram of the 
refraction and reflection after the traveling wave propagates to the fault point.

Where Z1, Z2 – the wave impedance of the line before and after the fault point N, 
RN – transition resistance at fault point, UN – equivalent power supply at fault point,
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Fig. 1 Peterson Law 
Equivalent Circuit

U i – incident wave, α – refractive coefficient, β – reflection coefficient. According 
to Peterson’s Law: 

α = 2Z2 

Z1 + Z2 
(1) 

β = 
Z2 − Z1 

Z1 + Z2 
(2) 

2.2 MTL Model of Dry-Type Air-Core Reactor Winding 

Firstly, considering the average diameter of the coil is much larger than the radial 
width of the winding, thus the effect of bending the wire turns can be ignored. 
Secondly, the average turn length of the coil is longer than the cross-sectional size 
of the coil, so the delay of the voltage wave propagation along the axial and radial 
directions can be ignored. Thirdly, each turn of the coil can be viewed as a uniform 
transmission line of approximately equal length arranged laterally. Through the above 
analysis, the wave transmission process in the reactor winding can be analyzed with 
the help of the multiconductor transmission line theory [9, 10]. Figure 2 shows the 
schematic diagram of the parasitic parameters equivalent circuit model of the dry-
type air-core reactor. Where Rk - equivalent resistance per unit length of the k-turn 
wire, Lk - equivalent self-inductance per unit length of the k-turn wire, Ck - equivalent 
capacitance to ground per unit length of the k-turn wire, Mk,k+1 - mutual inductance 
between the k-turn wire and the k + 1-turn wire, Ck,k+1 - inter-turn capacitance 
between the k-turn wire and the k + 1-turn wire.

3 Simulation Model Construction 

The calculation of distributed parameters is the basis for the construction of the MTL 
model. The parameters required by the winding MTL model include unit resistance, 
self-inductance, inter-turn mutual inductance, inter-turn capacitance, capacitance to
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Fig. 2 Distributed 
parameters equivalent circuit 
model of reactor windings

ground, etc. [11]. Although can use analytical methods or empirical formulas to calcu-
late the above parameters, the above methods are obtained based on a series of equiv-
alent simplifications, and large errors may occur when calculating the distributed 
parameter matrix of the reactor. For the sake of accuracy, this paper uses finite 
element analysis to calculate the parameter matrix required by the MTL model [12]. 

Considering the symmetry of the reactor structure, the winding model can be 
equivalent to a two-dimensional axisymmetric model. This paper refers to the struc-
ture and size of the CKGKL-16.7/10-1W outdoor dry-type air-core reactor, and the 
established simulation model is shown in Fig. 3. The model size setting parameters 
are shown in Table 1. 

Considering that the capacitance is less affected by the frequency, use the energy 
method to obtain the capacitance to ground and mutual capacitance matrix of each 
conductor under the electrostatic field, and convert it into a potential coefficient 
matrix of unit length [13]. As for solving the inductance and resistance matrices, it is 
necessary to consider the high-frequency skin effect. According to relevant research 
[14], in the case of high frequency, the influence of the increase of frequency on 
the inductance is no longer obvious, so this paper selects 1 and 20 MHz as the

Fig. 3 Winding finite 
element analysis model 

Table 1 Size parameters 
Turns Conductor radius Winding inner 

radius 
Winding height 

40 1.2 mm 343 mm 410 mm 
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Fig. 4 Simulation circuit of inter-turn short circuit fault of reactor 

solution environment and uses voltammetry to extract the inductance and resistance 
parameters [15]. 

This paper uses the distributed parameter line module in Matlab/Simulink software 
and the calculated distributed parameters to build the MTL model of the dry-type 
air-core reactor winding [16], as shown in Fig. 4. In this model, inter-turn short circuit 
faults are simulated by shorting the terminals corresponding to different turns. 

4 Simulation 

4.1 Sine Wave 

Using the established simulation model and the distribution parameters obtained in 
the 1 MHz environment, the simulation calculations are carried out for the windings in 
the condition of a normal working state and the one-turn short circuit fault at the head. 
A 10 V sinusoidal voltage signal with a frequency of 1 MHz is injected at the head of 
the model, and the response signal detected at the end is shown in the figure below. 
As the number of short-circuit turns increases, the equivalent reactance value of the 
reactor decreases [17], thereby reducing the blocking effect of the reactor on AC, and 
it is the reason for the increase in the amplitude of the response signal in the simulation 
results To investigate the influence of the coil structure, simulation calculations were 
carried out under the condition of three groups of 40-turn windings in parallel and 
60-turn single windings. According to the calculation results, the changing trend of 
the response signal is the same as that of the 40-turn single winding (Fig. 5).
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Fig. 5 Response signal 
waveform comparison 

4.2 Pulse Signal 

Using the distribution parameters obtained in the 20 MHz environment, a pulse 
signal with an amplitude of 7 V and pulse width of 50 ns is injected at the head of 
the winding model, and the response signal is extracted at the head and end of the 
model respectively. The response signal waveform is shown in Fig. 6. Considering 
that when the number of short-circuit turns is few, the slight difference between 
the wave peaks may also be misjudged by on-site interference in actual detection, 
so the characteristic waveform is constructed by integrating the absolute value of 
the waveform to highlight the difference in the detection results under different 
insulation states. Also, same as above, to investigate the influence of the coil structure, 
simulation calculations were carried out under the condition of three groups of 40-
turn windings in parallel and 60-turn single windings. The characteristic waveforms 
in the three cases are shown in the figure below. It can be seen from Fig. 6 that the 
echo signals obtained at the head and the end show a certain interval. Corresponding 
to the integral stable interval in Fig. 7, the characteristic waveform generally presents 
a step-up trend, and the interval between the sum of the integral rising interval and 
the stable interval of each step is the same. 

Fig. 6 Waveform 
comparison
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Fig. 7 Characteristic waveforms 

Comparing the simulation calculation results under three conditions, it is found 
that the variation law of the characteristic waveform under different structures is 
similar to 40 turns. Therefore, the following article focuses on analyzing the influ-
ence of inter-turn short circuits on the characteristic waveform based on a 40-turns 
structure. 

4.3 Eigenvalue Construction 

Based on the characteristics of the amplitude change of the AC response signal and 
the step change of the pulse characteristic waveform in the simulation, this paper 
proposes the characteristic values E1, E2, and E3 to continue to study the inter-turn 
short-circuit fault of the dry-type air-core reactor. Among them, E2 and E3 are further 
divided into head eigenvalues (E2-h, E3-h) and end eigenvalues (E2-e, E3-e). 

E1=Uh 

Ue 
(3) 

E2= 
S2 
S1 

(4) 

E3= 
S3 
S1 

(5) 

where, Uh - the amplitude of the AC injected at the head, Ue - amplitude of the 
response signal at the end, S1 - the first step value of the head and end characteristic 
waveforms, S2 - the second step value of the head and end characteristic waveforms, 
S3 - the third step value of the head and end characteristic waveforms. Since E1 

mainly reflects the change of the winding reactance value, the research on E1 only 
focuses on the number of short-circuit turns. The research on E2 and E3 focuses on 
the location of the short circuit and the number of short-circuit turns. With the change
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Fig. 8 Variation of eigenvalues with different short-circuit positions and severity 

of the short-circuit position and the number of short-circuit turns, the changes of E1, 
E2, and E3 are shown in Fig. 8. 

The above five eigenvalues vary with the position and severity of the inter-turn 
short circuit, and the variation rules of the five eigenvalues can be seen in Table 
2. Therefore, the different inter-turn short circuit faults can be comprehensively 
diagnosed with the help of the above five eigenvalue variation rules. First, use E1 to 
predict the fault, and then use E2 and E3 to diagnose the severity and position of the 
short-circuit fault. 

Observing the trend of eigenvalues changing with the number of short-circuit 
turns in the figure, it is found that the changing trend of eigenvalues conforms to 
a certain law. The fitting analysis of the eigenvalues shows that there is a linear or 
exponential relationship between the number of short-circuit turns, and R2 > 9.5.  
The specific fitting function can be seen in Table 2. Using the same method, the 
waveform eigenvalues of 60-turn single-winding and 40-turn 3-winding structures 
under different winding insulation states are calculated, and some calculation results 
are shown in Fig. 8. The calculation results show that the change law of the five 
eigenvalues in the above case is consistent with that of the 40-turn single winding,

Table 2 Variation of eigenvalues of different inter-turn insulation states 

Head fault Middle fault End fault 

E1 y =1.6207 − 0.0166 ∗ x↓ y =1.6296 − 0.0128 ∗ x↓ y =1.6208 − 0.0165 ∗ x↓ 
E2-h y =0.9645 ∗ e− x 

4.8179 +1.3294↓ / / 

E3-h / y =3.6070 + 0.0617 ∗ x↑ y =3.4872 + 0.0319 ∗ x↑ 
E2-e y =8.9641 − 0.2071 ∗ x↓ / y =2.6815 ∗ e− x 

2.2375 + 
6.3270↓ 

E3-e y =5.5680∗e− x 
2.3760 +13.4828↓ y =0.3387 ∗ e 

x 
3.5224 + 

18.5136↑ 
y =19.0552 − 0.2633 ∗ x↓ 
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which further shows that the changing trend of the proposed eigenvalues can be used 
to diagnose the inter-turn short circuit of reactors with different structures (Fig. 9). 

5 Experimental Verification 

To verify the correctness of the diagnostic method proposed in this paper, a 100-
turn winding was wound about the CKGKL-16.7/10-1W outdoor dry-type air-core 
reactor. In the case of short-circuiting 3 turns at the head, middle and end, the response 
signals were collected and the eigenvalues were calculated. The injected signal is 
shown in Fig. 10. The response signal and characteristic curve are shown in Fig. 11. 

Because the pulse injected each time will be slightly different in the actual 
measurement, also, there will inevitably be external interference, which will lead to 
a small increase in an integral stable interval of the characteristic waveform. There-
fore, the values of S1, S2, and S3 are all taken as the median of the rising amplitudes 
in the stable interval. The solution results and changing trends are shown in Table 3.

It can be seen from Table 3 that the variation trend of the eigenvalues obtained 
in the experiment is consistent with the simulation results, which can preliminarily 
verify the feasibility and correctness of the method proposed in this paper.

Fig. 10 Injected pulse 
signal and sinusoidal signal
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Table 3 Eigenvalues of short-circuit at different positions of the winding 

Normal Head fault Middle fault End fault 

E1 1.28 1.21↓ 1.15↓ 1.21↓ 
E2-h 1.51 1.40↓ / / 

E3-h 1.86 / 2.00↑ 1.92↑ 
E2-e 2.69 2.21↓ / 2.36↓ 
E3-e 3.93 3.12↓ 4.16↑ 3.37↓

6 Results 

Based on the multi-conductor transmission line theory, this paper researches the 
application of the traveling wave method in the fault diagnosis of the inter-turn short 
circuit of dry-type air-core reactor: 

1. Referring to the dry-type air-core reactor winding structure, the distributed 
parameters are calculated by finite element simulation, and the MTL distributed 
parameter simulation model of the winding structure is constructed. 

2. The characteristic waveform is constructed by integrating the absolute value 
of the impulse response signal. Based on the sinusoidal response signal and 
pulse characteristic waveform, five eigenvalues are proposed for the diagnosis 
of inter-turn short-circuit faults, which improve the identifiability of inter-turn 
short-circuit faults. 

3. E1 is used for pre-judgment, and the changing trend of E2 and E3 is used to 
comprehensively diagnose the severity and position of inter-turn short-circuit 
faults. The comparison between the simulation and the experimental results 
shows that the above method can be applied to the inter-turn short circuit diagnosis 
of dry-type air-core reactors with different winding structures. 
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Research on Output Characteristics 
of Vibrational Energy Harvesting Device 
Based on Double Crystal Piezoelectric 
Cantilever Beam Structure 

Yuqing Sun, Zhiye Du, Mouyuan Chen, and Xinyi Huang 

Abstract With the rapid development of social economy, the research and devel-
opment of vibration energy, friction energy, electromagnetic energy and other micro 
energy harvesting devices have come into the public’s vision and continue to deepen. 
In order to meet the requirements of miniaturization and passivity of the energy 
harvesting device, a dynamic energy harvesting device for double-crystal cantilever 
beam was designed based on the principle of piezoelectric effect. Through the 
COMSOL finite element software simulation calculation, the relationship between 
the output steady-state voltage of the cantilever beam device and the external load 
and vibration frequency was determined, the output voltage characteristics of the 
device was obtained, and the relationship between the output voltage of the energy 
extraction device and the amplitude of the vibration free end was obtained. A 50 Hz 
sinusoidal shaking table was used to measure the steady-state output voltage of the 
cantilever beam at different amplitudes, and the output efficiency and load capacity 
under different external resistance. Compared with the finite element simulation 
results under ideal conditions, the effectiveness of the model is verified. This is of 
great significance for further research and development of self-powered energy cells 
with vibration energy acquisition objects. 

Keyword Double-crystal piezoelectric cantilever · Finite element simulation ·
Output steady-state voltage · External resistance value · Vibrational energy 

1 Introduction 

With the development of smart grid and various miniature low-power devices, the 
replacement of wireless sensors used in power system networks is difficult, costly and 
dangerous. The disadvantages of the traditional chemical battery such as short service 
life and repeated disassembly make it unable to meet the needs of modern power grid
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construction. The collection of environmental energy such as solar energy, vibration 
energy and electromagnetic energy to replace the traditional chemical battery power 
supply has become a research hotspot in the direction of reserve energy. Therefore, it 
is a forward-looking and environment-friendly solution to apply the energy collection 
technology with the characteristics of “self-collection and self-use” to power the 
wireless sensor [1]. 

With the development of power monitoring sensors towards low power consump-
tion and miniaturization, environmental spurious energy supply has become a new 
power supply approach. Taking the transformer in the current power network system 
as an example, there is a lot of vibration energy in the working environment of the 
transformer. It is an efficient way to collect the vibration energy in the working envi-
ronment and use it in the wireless sensor of the transformer. Vibration energy collec-
tion technology includes piezoelectric, electrostatic, electromagnetic and composite, 
etc. Because of the advantages of simple structure, small size, no pollution, low-cost, 
high-energy density and so on, piezoelectric has gradually become the focus of energy 
research of micro electronic devices [2]. How to effectively utilize the positive piezo-
electric effect of the piezoelectric vibrator to efficiently and sustainably convert the 
weak and unstable vibration mechanical energy into electric energy has become a 
key problem in the field of piezoelectric energy acquisition [3]. 

According to the existing research results, the main factors that affect the gener-
ating capacity of the piezoelectric vibration energy collector are: the structural param-
eters of the cantilever beam, the parameter plate of the piezoelectric oscillator, the 
piezoelectric resonant frequency, the amplitude of the external vibration source and 
the parameters of the fixed mass block at the free end of the cantilever beam. 

Kan et al. [4] established a simulation and analysis model for the power genera-
tion capacity of single and double crystal piezoelectric beams, studied the influence 
laws of structure size, excitation mode and material properties on their power gener-
ation capacity, and concluded that the maximum power generation of double crystal 
beams was about twice that of single crystal beams. Sodano et al. [5] designed 
a double-crystal piezoelectric cantilever beam type vibration energy collector. By 
adjusting the structure size, the main frequency of the system is synchronized with 
the frequency of the external vibration source. Zhang et al. [6] explored the influ-
ence of different connection modes of double-crystal piezoelectric plates on the 
collector’s power generation characteristics, internal resistance, output voltage and 
output power at different speeds of the motor, and concluded the optimal connection 
mode of double-crystal piezoelectric plates with two electrodes in parallel. Based 
on the distributed parameter model of the cantilever piezoelectric vibration energy 
collector, Tian [7] optimized the mass block length, electrode length, cantilever beam 
width and other parameters of the micro piezoelectric vibration energy collector, and 
analyzed the influence of the piezoelectric layer’s Young’s modulus and mechanical 
damping ratio on the optimization results. Kim et al. [8] proposed an electromechan-
ical coupling model of a cantilever piezoelectric energy collector with proof mass, 
proving that mass is the key to moving device resonance to the optimal frequency 
point for collection, which is of great significance for optimizing device design for 
various applications and quantifying the performance of nonlinear (structural and
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piezoelectric coupling) devices. Xie [9] studied the influence of changing the height 
of the center of mass on the natural frequency and output voltage of the system by 
changing the shape of the mass block. He found that when the mass of the mass block 
remained the same, with the increase of the height of the center of mass, the first-
order natural frequency of the system would decrease while the power generation 
capacity would also increase. By changing the material of the piezoelectric plate, 
using flexible phosphor bronze as the supporting layer and thin PZT thick film as 
the piezoelectric layer, Tian [10] reduces the resonant frequency of the piezoelectric 
device and improves the durability of the piezoelectric device. 

On this basis, the external load resistance, resonant frequency and vibration ampli-
tude of the double-crystal piezoelectric cantilever are studied. Through experiments, 
the output voltage under different vibration amplitude with fixed excitation frequency, 
the output steady-state voltage and power under different external loads and the load 
capacity of the double-crystal piezoelectric cantilever beam device were investi-
gated. Through simulation, the relationship between the output characteristics and 
the excitation frequency under fixed amplitude is explored. 

2 Theoretical Research 

2.1 Piezoelectric Effect 

There are two modes of piezoelectric effect: positive piezoelectric effect and inverse 
piezoelectric effect. The double-crystal piezoelectric cantilever is developed based 
on the positive piezoelectric effect. The positive piezoelectric effect is a phenomenon 
in which the shape of an object changes to generate electrical polarization and convert 
mechanical energy into electrical energy. The inverse piezoelectric effect is the oppo-
site of the positive piezoelectric effect, that is, electricity is applied to the surface 
of the piezoelectric material, resulting in the deformation of the piezoelectric mate-
rial, and the conversion of electric energy into mechanical energy is realized. Positive 
piezoelectric effect and inverse piezoelectric effect exist at the same time. It is impos-
sible to have a piezoelectric material with only positive piezoelectric effect or only 
inverse piezoelectric effect. 

There are two working modes of piezoelectric effect: d33 and d31 [11]. The differ-
ence between these two working modes is that the force direction is perpendicular 
to the polarization direction in d31 mode, while the force direction is parallel to the 
polarization direction in d33 mode. 

d31 mode is mostly used in cantilever beam device. In this paper, a double-crystal 
piezoelectric cantilever beam device which adopts d31 mode is simulated and tested, 
and the relationship between the output steady-state voltage and the external load 
resistance and the external excitation frequency is studied under the external vertical 
sine wave vibration excitation.
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2.2 Theoretical Calculation of Double Crystal Piezoelectric 
Cantilever Beam 

Double-crystal piezoelectric cantilever beam device is the cantilever beam fixed on 
system response to expand the amplitude, to drive the cantilever beam piezoelectric 
material deformation, thus generating electric energy, and then through the circuit to 
collect and store the energy for the use of low power devices. 

The double-crystal piezoelectric cantilever beam device is composed of a 
cantilever beam support layer, a base, a double-layer PZT piezoelectric layer and a 
terminal mass block. Compared with the conventional single-crystal cantilever beam, 
the double-crystal piezoelectric plate has better voltage output and higher energy effi-
ciency under the same external excitation. The double-crystal piezoelectric cantilever 
device designed in this paper is shown in Fig. 1. 

In the double-crystal piezoelectric cantilever device, the PZT piezoelectric layers 
are connected in parallel, and each piezoelectric layer can be equivalent to the parallel 
connection of a controlled power supply and an internal capacitor. 

According to Kirchhoff’s law, the circuit equation of the above configuration can 
be derived as follows: 

According to Kirchhoff’s law, the circuit equation of the above configuration can 
be derived as follows: 

C P̃ 
dvP (t) 
dt  

+ 
vp(t) 
2R1 

− i p p̃ (t) = 0 (1)  

C P̃ = 
εs 33bL 

h p̃ 
, i p p̃ (t) = −

Σ∞ 

r=1 
kr 
dη p r (t) 
d(t) 

(2) 

The relation of  kr is as follows: 

kr = e31h pb ∫L 
0 
d2ϕr (x) 
dx2 

dx (3) 

Equation (3) is substituted into the ordinary differential equation with modal 
coordinates (1) as follows:

Fig. 1 Diagram of double-crystal piezoelectric cantilever device in parallel 
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d2 η p r (t) 
dt2 

+ 2ςr ωr 
dη p r 
dt2 

+ W 2 r η p r (t) − χ p r vp = fr (t) (4) 

The modal electromechanical coupling terms are: 

X p r = ϑP 
dφr (x) 
dx

|x = L (5) 

Based on the linear system hypothesis, it is assumed that the frequency of the 
device and the excitation frequency of the device are the same: 

η p r (t) = H p r e
jwt , vp(t) = Vpe

jwt (6) 

It can also be obtained from (2):

(
ω2 
r − ω2 + j2ςr ωr ω

)
H p r − χ p r Vp = Fr (7)

(
1 

2R1 
+ jωC P̃

)
Vp + j ω

Σ∞ 

r=1 
kr H 

p 
r = 0 (8)  

The steady-state voltage response can be obtained from [12]: 

Vp(t) =
Σ∞ 

r=1 
− j ωkr Fr 

ω2 
r −ω2+ j2ςr ωr ω 

1 
2R1 

+ j ωC P̃ +
Σ∞ 

r=1 
j ωkχ p r 

ω2 
r −ω2+ j2ςr ωr ω 

(9) 

It can be concluded that the output steady-state voltage of the double-crystal 
piezoelectric cantilever is proportional to the external resistance R. 

3 COMSOL Simulation of Steady-State Output Voltage 

COMSOL finite element software was used to model and simulate the double-crystal 
piezoelectric cantilever device. Through the simulation, the output charge character-
istic curve of the double-crystal piezoelectric cantilever device was explored when 
the free end of the double-crystal piezoelectric cantilever beam was fixed amplitude, 
and the excitation frequency was applied. 

The model is shown in Fig. 2. In the stress field, the bottom of the base is fixed as 
the constraint, PZT-5H is selected as the piezoelectric material, the upper and lower 
ends of the device are grounded by PZT piezoelectric material, and the support layer 
in the middle of the double-crystal piezoelectric plate is used as the output charge 
end to give gravity to the whole device. The cantilever beam support is set to be 
30 mm wide, 13 mm thick and 20 mm long, and the mass block is 30 mm wide,
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2.1 mm thick and 10 mm long. The overall width of the cantilever beam is 30 mm 
thick, 0.6 mm thick and 80 mm long, and each of the three layers is 0.2 mm thick. 

Taking the amplitude of the free end of the double-crystal piezoelectric cantilever 
as the starting point, different stress changes occur on the surface of the double-crystal 
piezoelectric cantilever under the action of external excitation. Figure 3 shows the 
vibration cloud image of the modeled cantilever beam under 50.1 Hz excitation. 

The free end displacement was set as 4.8 mm to explore the relationship between 
output and excitation frequency. Figure 4 shows the ideal results obtained by simu-
lation of the output voltage and output power of the double-crystal piezoelectric 
cantilever device with no load.

It can be seen from Fig. 4 that when the amplitude of the free end is determined, 
the output voltage and electric energy generated by the positive piezoelectric effect 
are positively correlated with the excitation frequency, and the output mechanical 
energy is also positively correlated with the excitation frequency due to the existence 
of the inverse piezoelectric effect, and the output curves of the mechanical energy 
and electric energy basically coincide.

Fig. 2 Simulation diagram 
of double-crystal 
piezoelectric device 

Fig. 3 Displacement 
nephogram of two-crystal 
piezoelectric device under 
external excitation 
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Fig. 4 Excitation and output curves of double-crystal piezoelectric cantilever device

4 Experimental Inquiry 

In the case of the relationship between the double-crystal piezoelectric cantilever 
device and the external resistance value, the conclusion that the steady-state output 
voltage of the double-crystal piezoelectric cantilever device is proportional to the 
external resistance R is verified by experiments, and the load capacity of the double-
crystal piezoelectric cantilever is tested. 

A double-crystal piezoelectric arm was constructed with PZT-5H as the piezoelec-
tric material and copper as the supporting layer, base and mass block. The double-
crystal piezoelectric plate was combined with the structural steel base to form a 
double-crystal cantilever beam device, which was fixed on the sinusoidal vibra-
tion table with power frequency of 50 Hz. The relevant parameters of the shaking 
table were adjusted, the output amplitude of the shaking table was changed, and 
the open-circuit voltage of the double-crystal piezoelectric cantilever beam device 
was measured. Keep the amplitude unchanged, change the load resistance in series, 
make it vary within the range of 1–10 kΩ, use a multimeter to measure the output 
voltage and current of the device under different load resistance, and calculate the 
load power, measurement and calculation results are shown in Table 1 and 2. 

Table 1 Device output 
voltage at different 
amplitudes 

Amplitude open circuit voltage 

1.2 mm 3.21 V 

2.4 mm 4.06 V 

3.6 mm 5.38 V 

4.8 mm 7.26 V 

6.0 mm 18.6 V
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Table 2 The output parameters of the device at 4.8 mm amplitude 

Resistance open circuit voltage current voltage power 

1 kΩ 7.26 V 0.516 mA 0.56 V 0.289 mW 

2 kΩ 7.26 V 0.297 mA 1.00 V 0.297 mW 

3 kΩ 7.26 V 0.215 mA 1.42 V 0.306 mW 

4 kΩ 7.26 V 0.173 mA 1.83 V 0.317 mW 

5 kΩ 7.26 V 0.150 mA 2.20 V 0.330 mW 

6 kΩ 7.26 V 0.134 mA 2.55 V 0.344 mW 

7 kΩ 7.26 V 0.125 mA 2.89 V 0.360 mW 

8 kΩ 7.26 V 0.117 mA 3.24 V 0.378 mW 

9 kΩ 7.26 V 0.110 mA 3.58 V 0.395 mW 

10 kΩ 7.26 V 0.106 mA 3.92 V 0.415 mw 

5 Conclusion 

(a) Based on the piezoelectric effect, this paper designs a double-crystal piezo-
electric cantilever beam structure to collect vibration energy. Through the 
experiment, the output voltage, external resistance and vibration amplitude are 
obtained. At a fixed frequency, the output voltage increases with the increase of 
load and amplitude, and with the increase of resistance, the output steady-state 
voltage gradually approaches the open-circuit voltage. The output power also 
increases with the load. 

(b) At a fixed amplitude, the output voltage of the double-crystal piezoelectric 
device is positively correlated with the excitation frequency 

(c) The research results of the load capacity of the piezoelectric plate prove that the 
double-crystal piezoelectric cantilever beam device has good energy conversion 
capacity and stable load capacity, and can generate a higher output voltage 
under 50 Hz external vibration. As a vibration energy acquisition device, it can 
be applied to the online monitoring system of electric power equipment, and 
provide energy for the micro-online monitoring sensor of transformer, reactor 
and other types of equipment. 
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Numerical Study on Ultra-Low Specific 
Speed Pump as Turbine 
for Micro-hydropower System 

Jiawei He, Peng Wang, Fanjie Deng, Wentao Sun, and Qiaorui Si 

Abstract Micro-hydropower technology is of great significance to ensure the 
normal use of electricity by residents in remote mountainous areas. Pump as turbine 
(PAT) has a broad prospect in the field of micro-hydropower generation in remote 
rural areas because of its low cost and simple structure. Aiming at the problems 
of PAT, such as sudden drop of power under small flow rate and narrow efficient 
operation area, an ultra-low specific speed PAT with a specific speed only 16.52 is 
designed with the maximum power as the goal. The power characteristics and energy 
loss characteristics of ultra-low specific speed PAT are analyzed by means of exper-
imental test and numerical simulation. The results show that the maximum power 
can reach 2 kW when the flow rate is 28 m3/h; The dynamic and static interference 
and the water impact loss at the outlet of impeller are the important factors that cause 
the energy loss of ultra-low specific speed PAT. In addition, the power of the PAT 
increases with the increase of speed and flow rate, and the maximum and minimum 
power of the impeller in a rotational cycle are closely related to the direction of water 
flow at the volute outlet and the impeller blade shape. 

Keywords Pumped storage · Ultra-low specific speed PAT · Power output 
characteristics · Energy loss characteristics
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1 Introduction 

PAT is the earliest research and development technology in the field of liquid pressure 
energy recovery, which is widely used in the recovery system of high pressure surplus 
energy in petrochemical, steel metallurgy and many other process industries [1]. At 
present, the PAT device mainly uses pump inversion as a PAT, which has simple struc-
ture, low price and low operation and maintenance cost [2]. With the development of 
micro-hydropower, the application scope of PAT is further broadened, especially in 
the field of micro-hydropower generation. The development cost of traditional PAT 
is high and the income is small, so PAT is favored in micro-hydropower generation 
[3–5]. At present, scholars mainly focus on the influence of various factors on the 
performance, performance optimization and internal flow characteristics of PAT. 

Miao et al. [6] studied the energy conversion characteristics in the volute of a PAT, 
and found that the conversion between dynamic pressure energy and static pressure 
energy in the contraction section of the volute essentially depends on the reduction 
of the flow area, and the flow rate decreases in waves from the throat to the end of the 
volute. Zhang et al. [7] studied the influence of blade placement angle distribution 
law on the performance of PAT, and found that the efficiency of the impeller with 
concave distribution law is higher than other schemes, and the high efficiency area 
is wider. Huang et al. [8] applied the entropy production theory to the analysis of 
the internal flow field of the hydraulic turbine, and found that the entropy production 
theory can accurately locate the source of energy loss. Jiang et al. [9] optimized the 
PAT based on RBF-HDMR model and PSO algorithm, and the numerical simulation 
efficiency of the optimized PAT increased by 4.78%. Zhang et al. [10] found that the 
transient characteristics of PAT in the atypical start-up phase mainly come from the 
acceleration effect of the moment of inertia, rather than the flow inertia effect. 

Although scholars have done a lot of research on PAT, and the related theory of PAT 
has developed rapidly, the problems such as narrow high efficiency area and sudden 
drop of power under small flow rate limit the application of PAT to micro hydropower. 
Therefore, an ultra-low specific speed hydraulic turbine with a specific speed of only 
16.5 is designed, and its power characteristics and internal flow characteristics are 
analyzed theoretically with the help of experiments and ANSYS software. 

2 Hydraulic Design of Ultra-Low Specific Speed PAT 

Volute and impeller are the core components of PAT. In this design, hydraulic design 
is carried out based on flow equation and excellent model conversion. It is designed 
according to the design method of the pump, and then adjusted according to the 
characteristics of PAT working conditions [11].
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Table 1 Design parameters of ultra-low specific speed PAT 

Flow Rate Maximum Recovery Head Rotation Speed Power Pressure 

28 m3/h <90 m 1500 r · min−1 2.0 kW 4 Mpa 

Table 2 Basic parameters of 
PAT Design parameter value 

Impeller 

Outlet diameter D1(mm) 55 

Inlet diameter D2(mm) 265 

Inlet width b2(mm) 8 

Inlet angle β1(°) 31 

Outlet angle β2(°) 31 

Number of blades Z 8 

Volute 

Base circle direct D3 (mm) 275 

Inlet width b3(mm) 8 

Suction diameter Dd (mm) 50 

Diffusion tube height L(mm) 345 

2.1 Main Geometric Parameters 

According to the investigation, the design parameters are determined as shown in 
Table 1. After calculation, specific speed of PAT is 16.52, which is less than 30, and 
its hydraulic design is more difficult. It is an ultra-low specific speed PAT. The final 
main parameters of the impeller and volute are shown in Table 2. The specific speed 
ns is defined as follows: 

ns = 
3.65n 

√
Q 

H 0.75 
(1) 

where n is the rotational speed, r · min−1, Q is the flow rate of the PAT, m3/h, H is 
the recovery head of PAT, m. 

3 Establishment of Three-Dimensional Model 

CREO software was used to model ultra-low specific speed PAT, and a three-
dimensional model of the whole flow domain including volute, impeller, chamber, 
and wear ring are established, and an inlet pipe and outlet pipe are established at 
the inlet of volute and the outlet of impeller respectively to ensure stable inlet and
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Fig. 1 Three-dimensional 
model of PAT and hydraulic 
prototype 

outlet flow patterns in numerical simulation. Three-dimensional model of PAT and 
hydraulic prototype are shown in Fig. 1. 

4 Numerical Simulation 

After modeling, the components are meshed in ANSYS ICEM. Computational 
domain grid is shown in Fig. 2. Since the number of meshes in the calculation domain 
has an important influence on the calculation results [12], this paper analyzes the grid 
independence of PAT under the design condition and design speed, and finds that 
when the number of meshes is greater than 4.1 million, the power of PAT is basically 
unchanged. So, 4.1 million meshes are used as the final mesh number. 

Numerical simulation of ultra-low specific speed PAT using ANSYS CFX soft-
ware. Multiple coordinate systems are adopted, and the dynamic and static interface 
is set to Frozen Rotor mode; The standard wall function is applied to the near wall, the 
solid wall adopts the non-slip boundary condition, the convergence residual standard 
is 10–4, and the fluid medium is 25 °C water. Perform transient simulations using 
steady-state results as initial data. The time step of the transient simulation is about 
3.4483 × 10−4 s [13], and the boundary conditions are set to pressure inlet and mass 
flow outlet.

Fig. 2 Computational 
domain grid 
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4.1 Turbulence Model and Control Equation 

At present, the turbulence model based on the Reynolds time average Navier-Stokes 
equation is divided into Reynolds stress model and vortex viscosity model. The 
Reynolds stress model is too complex and requires a large number of differential 
equations to be solved and the solution calculation is huge, so the two-equation 
model RNG k-ε turbulence model in the vortex viscosity model is selected, and the 
RNG k-ε model can analyze the transients and streamline bending in the fluid well 
compared with the standard k-ε model. In the RNG k-ε model, the transport equations 
for turbulent kinetic energy k and turbulent dissipation rate ε are as follows: 

∂(ρk) 
∂t 

+ 
∂(ρkui ) 

∂xi 
= ∂ 

∂x j

[
αkμe f  f  

∂k 

∂x j

]
+ Gk + Gb − ρε − YM + Sk (2) 

∂(ρε) 
∂t 

+ 
∂(ρεui ) 

∂xi 
= ∂ 

∂x j

[
αεμe f  f  

∂ε 
∂x j

]
+ C1ε 

ε 
k 
(Gk + C3εGb) − C∗ 

2ερ 
ε2 

k 
(3) 

where the model constants can be assigned as: Cμ = 0.09, Cμ = 0.09, C1ε = 1.44, 
C2ε = 1.92, Gb = YM = Sk = Sε = 0. 

4.2 Test Verification 

In order to verify the accuracy of the numerical simulation and obtain the accurate 
performance parameters of the ultra-low specific speed PAT, a PAT test bench was 
built to test the ultra-low specific speed PAT, and the schematic diagram of the test 
bench is shown in Fig. 3. The power of ultra-low specific speed PAT is shown in the 
following equation 

P = M 
2πn 

60 
(4) 

where M is the torque output of the ultra-low specific speed PAT, N · m; n is the 
rotational speed, r · min−1. 

Ultra-low specific speed PAT converts liquid pressure energy into mechanical 
energy output, the damper consumes the energy generated by the turbine, the torque 
meter measures the speed and torque, and the pressure sensor measures the pressure 
at the inlet and outlet position of PAT. The measurement accuracy of electromagnetic 
flowmeter is 0.15%, the measurement accuracy of pressure transmitter is 0.25%, and 
the measurement accuracy of torque tester is 0.2%.

The external characteristics of ultra-low specific speed hydraulic turbine are mani-
fested as output power, and the ultra-low specific speed PAT is tested. According to 
the test results, the output power of the PAT increases with the increase of flow rate. 
As shown in Fig. 4, under the design conditions, the output power of numerical
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Fig. 3 Diagram of test bench testing

Fig. 4 Comparison of 
numerical simulation and 
experiment 
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simulation is 1.94kW, and the test output power is 2kW. The external characteristic 
simulation and test error is 3%, which meets the accuracy requirements of simulation 
[14]. 

4.3 Pressure Field 

The pressure cloud diagram of different planes is shown in Fig. 5, from which it can 
be seen that the pressure gradually decreases from the inlet to the outlet, of which 
the pressure gradient is the largest in the impeller. On the one hand, the power output 
consumes part of the pressure energy, and on the other hand, due to the unstable
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(a) Middle section (b) Blade to blade surface 

Fig. 5 Pressure nephogram under different planes 

flow such as dynamic and static interference and water flow impact, the greater the 
pressure difference between the impeller inlet and outlet, the higher the power output. 

It can be seen from the blade to blade to surface that the pressure distribution of 
the whole process is uniform, and only a local high-pressure area is generated at the 
diaphragm, which is due to the greatest influence of dynamic and static interference 
between the volute and the impeller, and the pressure energy loss here is also the 
largest. 

4.4 Vortex Core Distribution 

Figure 6 uses velocity to represent vortex nuclei distribution, which are mainly 
distributed in volute, chamber and impeller. Under the design condition, the distri-
bution of vortex nuclei in the PAT is roughly regular, that is, the vortex core area 
gradually increases along the direction of water flow in the volute. In impeller, the 
vortex core distribution is the most complex, but the general trend is still that the 
vortex nucleus of the impeller channel near the volute is the most distributed, and 
the vortex core area along the flow direction increases and then decreases, and the 
distribution area of the vortex nucleus of the impeller closest to the volute is the 
largest, which is caused by the dynamic and static interference between the impeller 
and the volute. In addition, tailwater vortex zones are generated at the outlet of the 
impeller and the outlet pipe, mainly due to the water flow impact in each flow channel 
at the outlet of the impeller, forming a large number of whirlpools in impeller and 
outlet pipe.
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Fig. 6 Vortex core distribution of ultra-low specific speed PAT 

4.5 Power Output Characteristics 

In order to study the power capability of the impeller in one cycle, a rotational cycle 
was selected to explore the power characteristics of the ultra-low specific speed PAT. 
As shown in Fig. 7(a), there are maximum and minimum values for the power output 
over a rotation cycle. The maximum power output is 1.91 kW and the minimum 
output is 1.85 kW. The water flow acts on the impeller to achieve power output, and 
when the blade rotates to about 190°, the water flow direction of volute outlet is 
parallel to the blade normal, and the output power is maximum. When rotated to 20°, 
the direction of water flow at the outlet of the volute is perpendicular to the normal 
of the blade shape, in which case the power is minimal. It can be seen from Fig. 7(b) 
that the ultra-low specific speed PAT power of this design increases with the increase 
of flow rate and rotational speed, and can output large power at small flow, which 
solves the problem of insufficient output power of PAT under small flow.
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Fig. 7 Energy characteristics of ultra-low specific speed PAT 

5 Conclusion 

In this paper, the power energy loss characteristics of ultra-low specific speed PAT 
are analyzed by combining experimental test and numerical simulation, and the 
following conclusions are reached through research and analysis: 

(1) Through the comparative test and numerical simulation results, it can be seen 
that the error between experimental test and numerical simulation is within 3%, 
indicating that the numerical simulation method used this time can accurately 
predict the ultra-low specific speed PAT performance. 

(2) The dynamic and static interference between the impeller and the volute and the 
water flow impact loss at the outlet of the impeller are the main factors causing 
the loss of ultra-low specific speed PAT energy. 

(3) The output power of the ultra-low specific speed PAT increases with the increase 
of speed and flow, and the maximum and minimum power output of the impeller 
in a rotation cycle, and these value of output power is closely related to the 
direction of water flow at the outlet of the volute and the impeller blade type. 
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The Research on Ablation 
Characteristics of Oil and Gas Pipeline 
Under Power Frequency Current 

Chunjiu Wu, Jianwei Jin, Lei Guo, Hailiang Lu, Zhibing Huang, Bo Tan, 
and Wenqiang Yang 

Abstract When the transmission line has a short circuit to ground at the tower, the 
power frequency short circuit current will flow into the ground through the grounding 
device, posing a threat to the buried pipeline around the grounding conductor. The 
ablation test platform of pipeline samples was built in the paper, the ablation test of 
pipeline under power frequency current was carried out when the current and arcing 
time were controlled respectively, and the ablation depth, ablation area, ablation 
volume and other parameters were measured. A time current factor consisting of 
current and arcing time is proposed to characterize ablation energy, and multivariate 
nonlinear regression analysis is conducted for the coefficient. The results show that 
the weight loss, volume and depth of ablation have obvious linear relationship with 
the corresponding time and current factors respectively, while the linear relationship 
between ablation area and temperature and the optimized time and current factors is 
weak, and the data shows obvious dispersion. 

Keywords Lightning Strike · Power Frequency Current · Arc · Pipeline 
Ablation · Ablation Energy · Ablation Characteristics 

1 Introduction 

The insulator flashover may occur when lightning strikes overhead transmission lines. 
Generally, There is an ionization channel along the insulator surface when flashover 
occur, which is connected to the tower and grounding foundation to release lightning
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current to the shallow soil near the tower grounding foundation. If the amplitude 
of lightning current is too large, the soil around the grounding conductor may be 
broken down, forming an arc in the soil, and the end point of the arc path may be the 
nearby buried pipeline [1]. There will be power frequency continuous current after 
the flashover current caused by lightning stroke, and the power frequency current 
at this time is consistent with the component of the short circuit current entering 
the ground passing through the tower in case of single-phase short circuit fault. If 
the most serious situation of duration is considered, it will often last for several or 
even dozens of power frequency cycles until the fault is removed through the circuit 
breaker [2]. If the pipeline is out of repair for a long time, the buried metal pipeline 
will be damage further and its service life is reduced, and even the whole pipeline is 
burned, which causes a serious accident and incalculable loss. 

Zhong Wei [3] of the Chinese Academy of Engineering Physics made a detailed 
study on the distribution and statistical law of the splashed products on the electrode 
by using microscopic morphology observation. Radasky [4] studied the influence of 
power frequency arc on the impedance of the ground electrode, and analyzed the 
relationship between the propagation speed of the arc in the soil, the resistance per 
unit length of the arc and the current amplitude. Jiang Xiaofeng [5] of Northwest  
Nuclear Technology Research Institute designed and tested a three electrode switch 
based on tungsten nickel iron alloy, and the experiment shew that the switch had 
excellent performance. Wu Yi [6] of Xi’an Jiaotong University reported a method 
for real-time observation of electrode material splashing during DC arc ablation: 
a high-speed camera combined with a specific wavelength laser and a narrowband 
filter was used to capture and track the trajectory of droplet splashed from electrode 
ablation. Sonehara [7] studied the influence of several parameters on lightning pulse, 
and made some supplementary studies on the factors which depended on whether 
the arc can be reliably formed under the action of lightning current. Yao Xueling 
[8] of Xi’an Jiaotong University found that under the action of high pulse current, 
the surface of copper tungsten electrode appeared fish scale cracks. The formation 
and growth of cracks were caused by the existence of structural weaknesses such as 
tungsten matrix itself in copper tungsten alloy and pores formed during processing. 
Hu Jing et al. [9] conducted ablation tests on pipe slices and analyzed some influence 
parameters during pipe ablation. Zhang Yongmin [10] of Xi’an Jiaotong University 
studied the ablation resistance and life of electrodes with different surface types. 

The simulation test platform for power frequency arc ablation of pipeline was 
built in the paper, the ablation test of power frequency arc on pipeline was carried out 
when the current amplitude and arcing time were controlled, and the ablation depth, 
ablation area, ablation volume and other parameters were measured to characterize 
the ablation degree. A time current factor consisting of current amplitude and arcing 
time was proposed to characterize ablation energy, and the quantitative relationship 
between ablation energy and ablation degree was analyzed.



The Research on Ablation Characteristics of Oil and Gas Pipeline Under … 1239

2 Simulation Test Platform of Power Frequency Arc 
Ablation on Pipeline 

The electrical wiring diagram of the test circuit is shown in Fig. 1. The test circuit is 
composed of four parts: (1) power supply: transformer can generate power frequency 
short circuit current, the test current was adjusted through adjustable reactor, and the 
duration of current was controlled through computer program; (2) measuring part: the 
ROGOWSKI coil is used to measure arc current; (3) arc striking part: it is composed 
of electrode and metal wire. After the circuit is connected, the metal arc striking 
wire will melt in a very short time under the action of large current and cause an arc 
between gaps; (4) test sample: the pipe slice is used as the ablation sample. 

The test platform is shown in Fig. 2. The electrode material is carbon steel Q235, 
which is commonly used in the tower grounding device. The electrode was fixed on 
the lead out copper bar of the transformer through bolt structure and 21 mm diameter 
gasket, so as to ensure that the electrode would not have large displacement due to the 
influence of electrodynamic force during the test. Two round holes with the diameter 
of 12 mm were drilled on the bottom plate, the pipe slice was fixed on the bottom 
plate by means of bolts and gaskets with the diameter of 18 mm, and another copper 
bar was leaded back at the same time. 

Fig. 1 Test circuit 
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Fig. 3 Test phenomenon 

As shown in Fig. 3, the arc burns and makes a crackle under the action of power 
frequency current. After the test circuit is cut off by the time relay, the arc is inter-
rupted. Even if the set arcing time is short, there will still be severe sparks splashing. 
The gas heated by the metal particle spark expands under the action of high arc 
temperature, causing the air pressure difference inside and outside the test center. 
And it will spread near the test platform and pose a threat to the safety performance 
of surrounding equipment. 

3 Analysis Method of Ablation Characteristics 

In the process of ablation characteristic analysis, the parameters characterizing abla-
tion degree include ablation depth, ablation area, ablation loss, ablation volume, and 
temperature, and the parameters for characterizing ablation energy include current 
and arcing time. 

Theoretically, the influence of current duration on ablation parameters can be 
studied by controlling a single variable, such as changing the current duration when 
the current amplitude is unchanged. However, in actual tests, each current amplitude 
will have a deviation, which is not conducive to quantitative analysis. To solve this 
problem, the time current factor is proposed as a variable, and the relationships 
between ablation energy and each ablation amount are studied based on this variable. 
For the value of the factor, the current and arcing time is used as the power function 
weight, and a constant is added as a correction. The formula is as follows. 

y = a + b xc 1 x
d 
2 (1) 

K = xc 1 x
d 
2 (2) 

y = a + bK (3) 

In the formula, a, b, c and d are controllable coefficients, y are dependent variables 
that need to be concerned, here are power frequency current amplitude and arcing
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time, respectively, and K is the set time current factor. For different dependent variable 
y, the time current factor can be controlled by changing the coefficient to fit and 
analyze the change trend of ablation variable data. 

In regression analysis, in order to characterize the fitting degree of the regression 
equation to the measured value, goodness of fit is introduced. Its statistic is R2, 
representing the ratio of the regression square sum ESS to the total square sum TSS. 

R2 = 
ESS 

TSS 
= 

nΣ

i=1 
( 

∧ 
yi − 

− 
y) 

2 

nΣ

i=1 
(yi − 

− 
y) 

2 (4) 

In the formula, 
∧ 
yi is the regression equation data, yi is the measurement data, and

− 
y is the average value of the measurement data. The value of R2 is between 0 and 
1. When it is closer to 1, it means that the fitting degree of the regression line to the 
measured value is better. On the contrary, when it is closer to 0, it means that the 
fitting degree is worse. 

4 Relationship Between Time Current Factor and Ablation 
Parameter 

4.1 Analysis of Ablation Depth and Ablation Loss 

The data of 20 groups were obtained through the test, as shown in Table 1, in which 
the arcing time was controlled at about 0.3 s for 1 to 10 groups, and each ablation 
amount data increased with the increase of power frequency current, that is, the 
ablation amount was positively related to the power frequency current. The power 
frequency current of 11 to 20 groups is controlled at about 9kA, and each ablation 
amount data increases with the increase of arcing time, that is, the ablation amount 
is positively related to the length of arcing time.

By changing the values of c and d, the linear fitting with constant coefficients is 
discussed. The fitting results of ablation depth and ablation loss with time current 
factor at constant coefficient are shown in Table 2.

It can be seen from Table 2 that the goodness of fit of ablation depth and ablation 
loss with the time current coefficient is the highest under the condition of constant 
coefficient when coefficient is It. At the same time, it can be seen from the trend that 
R2 increases first and then decreases that the optimal range of current amplitude and 
duration can be basically determined between 0 and 2. 

The value of intercept a is controlled to be slightly greater than 0 for ablation depth. 
The value of slope b is controlled to be greater than 0 and less than 3 considering a 
certain margin. For ablation loss, it is also considered that a = 0 and b > 0, which
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Table 1 Test results 

Number Current amplitude 
(kA) 

Arcing time (s) Ablation depth (mm) Ablation depth (g) 

1 8.62 0.332 4.00 19 

2 8.97 0.294 5.75 23 

3 9.18 0.335 4.00 14 

4 9.19 0.325 5.13 17 

5 9.17 0.318 6.00 34 

6 9.06 0.322 4.29 28 

7 9.37 0.290 2.71 9 

8 9.14 0.313 3.85 18 

9 11.95 0.323 4.33 25 

10 14.67 0.297 7.16 38 

11 9.08 0.315 5.60 34 

12 9.25 0.296 3.30 8 

13 9.20 0.330 3.54 20 

14 9.38 0.250 2.71 9 

15 9.07 0.313 3.81 14 

16 9.10 0.483 7.42 33 

17 9.04 0.511 8.97 46 

8 9.36 0.201 4.00 20 

19 9.19 0.207 4.00 26 

20 9.06 0.422 6.95 27

Table 2 The fitting results of ablation depth and ablation loss with time current factor 

a b c d R2 

Ablation depth 2.22627 0.35412 1 0 0.1255 

1.47403 12.46974 0 1 0.48172 

0.77695 1.39527 1 1 0.72513 

2.77651 0.0793 2 1 0.57915 

3.46741 1.70206 1 2 0.64496 

Ablation loss 2.61596 2.51278 1 0 0.14724 

1.22993 78.80196 0 1 0.47472 

−1.61785 8.538 1 1 0.68947 

9.73319 0.50093 2 1 0.56421 

13.56027 11.07518 1 2 0.65532
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are consistent with the test. The value of intercept a is controlled to be around 0 
considering the possible negative value. The value of slope b is controlled to be 
greater than 0 and less than 20 considering a certain margin. After improvement of 
regression analysis, the fitting results are shown in Table 3. The relationship between 
ablation depth, ablation loss and time current factor is shown in Fig. 4 and Fig. 5. 

After considering the multivariate nonlinear regression analysis of the boundary, 
the goodness of fit of ablation depth and ablation loss increased slightly, R2 was 
greater than 0.7, indicating that there was a certain degree of linear relationship 
under the set time current factor. If the range is not considered when analyzing the

Table 3 The fitting results of ablation depth and ablation loss after improvement of regression 
analysis 

a b c d R2 

Ablation depth 3.035e-09 1.913 0.864 0.909 0.7261 

Ablation loss 8.479 3.005 1.429 1.387 0.7076 

0 6.691 1.085 1.021 0.7039 

Fig. 4 The relationship 
between ablation depth and 
time current factor 

Fig. 5 The relationship 
between ablation loss and 
time current factor 
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ablation loss, obvious large intercept will appear in the regression analysis, which 
does not conform to the basic logic principle of the test, that is, when the current 
amplitude and time are close to zero, each ablation amount must be close to zero. 
It can be seen from the data that if the intercept a is considered to be close to 0, 
the goodness of fit will decrease slightly. The weight of current and arcing time 
is equivalent, and the influence weight of arcing time in ablation depth is slightly 
greater than that of current, while the opposite is true in ablation weight loss. 

4.2 Analysis of Ablation Volume, Area and Temperature 

Regression analysis was conducted on ablation volume, ablation area and temperature 
data, among which there were two temperature data acquisition points, those are, 
temperatures at 10 s and 20 s after the test. The intercept a is controlled near the 
origin and the slope b is more than zero. Multivariate nonlinear regression analysis 
is conducted for the dependent variable. Due to space limitation, the fitting results of 
regression analysis coefficients of ablation volume, area and temperature are given 
directly, as shown in Table 4. The relationship between ablation volume difference, 
ablation area and temperature data and time current factor is shown in Fig. 6, 7, 8 
and 9. 

For ablation volume, R2 can be greater than 0.7 by changing the time and current 
factor after regression analysis, indicating that there is still a certain degree of linear 
relationship, and the weight of the arc time degree is obviously greater than that of 
current, which is different from the result of ablation loss. The possible reasons are 
as follows.

(1) In the ablation process, some by-products are produced, and the electrode will 
melt partially and fall on the surface of the slice, resulting in that there is no 
strict positive correlation between the ablation loss and the ablation volume 
difference.

Table 4 The fitting results of ablation volume, area and temperature after improvement of 
regression analysis 

a b c d R2 

Ablation volume 1.984 1.213 1.142 1.504 0.7017 

Ablation area 802.1 28.16 2 1.834 0.5989 

0 283.3 0.9663 0.6957 0.5652 

Temperature at 10 s 258.2 2.135 2 2 0.5924 

0 198.5 0.2708 0.2298 0.5299 

Temperature at 20 s 240.4 2.039 1.94 2 0.5215 

0 191.8 0.2387 0.207 0.471
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Fig. 6 The relationship between ablation volume difference and time current factor 

Fig. 7 The relationship 
between ablation area and 
time current factor 

Fig. 8 The relationship 
between temperature at 10 s 
after the test and time current 
factor

(2) Due to the mentioned errors caused by the interference of external conditions 
during the measurement of volume difference, and considering the discreteness
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Fig. 9 The relationship 
between temperature at 20 s 
after the test and time current 
factor

of test data, the current amplitude and time length weights obtained still have 
some room for improvement.

(3) For ablation volume difference, there may be an arc burning time that has a more 
obvious impact on ablation volume difference than that of the power frequency 
current value under the set test platform conditions, which means to some extent 
that if the relatively smaller current can be maintained for a longer time, it can 
still cause more serious damage to the slice samples. 

For ablation area and temperature, as in the analysis of ablation loss, if the intercept 
a is considered to be close to 0, the goodness of fit will decrease slightly. As far as 
the trend of temperature change is concerned, the temperature will show a downward 
trend between 10 and 20 s after the test. The temperature at 20 s will drop by about 
10% compared with that at 10 s. The drop ratio is closely related to the initial 
temperature and air convection. 

In the analysis of ablation area and temperature dependent variable, the data has 
obvious discreteness. Even through regression analysis, the relative linear relation-
ship cannot be obtained. R2 is still less than 0.6 after treatment. The power exponent 
weight of power frequency current is slightly greater than that of the arcing time, but 
the overall current amplitude and time have the same weight. 

In addition, after regression analysis of the temperature after ablation test, the 
power exponent weights c and d of current amplitude and arcing time are far less 
than 1, ranging from 0.2 to 0.3. It shows that with the increase of current and arcing 
time, the rising trend of arc temperature is slower obviously. 

5 Conclusion 

A simulation test platform of power frequency arc ablation on pipeline was built in 
the paper, and the ablation test of power frequency arc on pipeline was carried out. 
The ablation depth, ablation area and ablation volume are used to characterize the 
ablation degree of the pipe slice, and a time current factor consisting of the current
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amplitude and the arcing time is proposed to characterize the ablation energy. The 
following conclusions are drawn. 

There is a linear relationship between ablation depth and ablation loss at a given 
time current factor. The weight of current and arcing time is equivalent, and the 
influence weight of arcing time on ablation depth is slightly greater than that of 
current, while the opposite is true in ablation loss. 

There is a linear relationship between ablation volume and time current coefficient. 
The weight of arcing time is obviously greater than that of the current, which may 
be affected by by-products and measurement interference. It also indicates to some 
extent that relatively small current can still cause more serious damage to the pipeline 
sample if it can be maintained for a long time. 

The linear relationship between ablation area, 10 s and 20 s temperature after test 
and time current coefficient is not obvious. With the increase of the current and the 
arcing time, the trend of arc temperature rising is obviously slow. 
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Lightweight Object Detection Algorithm 
Based on Grid Site Work Dress Code 
Detection Method 

Kexin Li, Jing Wang, and Liang Qin 

Abstract To realize the real-time and accurate detection of the dress code of the 
field operators of the power grid site, this paper uses the mobile deployment ball 
equipped with a lightweight object detection algorithm. Since the commonly used 
object detection algorithms are difficult to deploy on mobile devices, a lightweight 
object detection algorithm is proposed, which is consist of a lightweight convolu-
tional neural network and an improved bi-direction feature pyramid network. Finally, 
a dataset of grid dress code detection is built, and the improved algorithm is exper-
imentally validated on a mobile device equipped with artificial intelligence chips. 
The detection results show that the lightweight object detection algorithm used in 
this paper improves the real-time video detection speed by 22.00% to 15.50 FPS. 

Keywords Lightweight Convolutional Neural Network · Improved Bi-direction 
Feature Pyramid Network · Dress Code Detection 

1 Introduction 

On March 18, 2021, the Global Energy Internet Development Cooperation proposed 
to build a modern energy system with clean energy production and electrification of 
energy consumption, emphasizing the construction of China’s energy internet led by 
ultra-high voltage grid [1]. The future power grid shows a “double high” trend of high 
proportion of clean energy and high proportion of power electronics. The grid struc-
ture is becoming more complex, the operation maintenance, construction tasks are 
increasing. The safety risks and accident hazards are intertwined and superimposed, 
the security management is becoming more and more difficult, and the security and 
stability of the power system is facing huge challenges.
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With complex personnel and extensive safety control points at power grid opera-
tion sites, personal and equipment accidents such as electrocution caused by irregular 
dress code are frequent [2]. The relevant electric power safety work procedures have 
made strict regulations on the safety requirements for operators to comply with at 
the work site, including clear requirements for the correct wearing of safety helmets 
and work clothes. The traditional power grid work site dress code detection is based 
on manual audit [3], and the person in charge of the work and safety guardian to the 
workforce for one-to-one or one-to-many control, it is difficult to achieve compre-
hensive and real-time safety control. Therefore, video monitoring of operators at the 
work site can effectively ensure and supervise the standard dress code of relevant 
operators, reducing the safety risks of operators. 

Due to the need of real-time and accuracy of dress code detection for grid site 
operations, one-stage object detection algorithms are considered for detection [4–8]. 
However, due to the deep network level and large number of parameters of such 
algorithms, the requirements for hardware configuration are high and not suitable 
for deployment on mobile deployment spheres, so the algorithm needs lightweight 
processing. In this paper, a lightweight detection algorithm based on lightweight 
convolution neural network is proposed. The algorithm can enhance the detection 
accuracy by improving the backbone network and neck network of the algorithm 
without basically affecting the detection speed of the algorithm. 

2 Object Detection Algorithm 

2.1 Process of Object Detection Algorithm 

Object detection algorithms based on deep learning includes the two-stage object 
detection algorithms and the one-stage object detection algorithms. The two-stage 
object detection algorithm generates a candidate region and uses convolutional neural 
networks to extract features. Then, a classifier is used to determine whether the 
objects in the candidate frame belong to the objects or the background, and finally 
uses non-maximal suppression to merge the candidate frames to obtain the output 
of the algorithm. However, the one-stage object detection algorithm directly uses 
convolutional neural networks for feature extraction and target frame regression, and 
finally merges the candidate frames by NMS to get the output of the object detection 
algorithm. Therefore, the detection speed of this kind object detection algorithm is 
generally faster.
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Fig. 1 Network structure of commonly object detection algorithm 

2.2 Network Structure of Object Detection Algorithm 

Presently, the object detection algorithm generally consists of an input network, a 
backbone network, a neck network and an output prediction network, as shown in 
Fig. 1. 

The input of the algorithm is generally an image, patch or image pyramid. The 
backbone network is mainly used to extract the features of the input and generate 
feature maps, and this part of the network generally adopts VGG16, ResNet-50, 
CSPResNeXt50, CSPDarknet53 [9], etc. The neck network and the output predic-
tion network are subsets of the backbone network to achieve further fusion and 
discrimination of features. The neck network is divided into additional network and 
feature fusion module, and the additional network generally adopts SPP, ASPP, RFB, 
SAM, etc. The feature fusion module generally adopts feature pyramid network FPN, 
PANet, BiFPN, etc. The output prediction networks are divided into dense predictions 
and sparse predictions. 

3 Lightweight Object Detection Algorithm 

In order to facilitate the deployment of object detection algorithm on mobile devices, 
this paper lightens the YOLOv4 algorithm by lightening the backbone network and 
neck network of the algorithm respectively. Figure 2 shows the network structure 
diagram of the lightweight object detection algorithm.

In this algorithm, the lightweight convolutional neural network stacked by the 
mobile inverted bottleneck convolution (MBConv) is used as the backbone network, 
which cut downs the burden of the algorithm and improves the detection speed of the 
algorithm. The improved feature pyramid network is also used as the neck network 
to construct bi-direction feature fusion paths. By repeating the bi-direction paths, 
the feature fusion ability of the algorithm is enhanced, thus improving the feature
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Fig. 2 Network schematic of lightweight object detection algorithm in this paper

utilization rate. The output prediction network simultaneously predicts and regresses 
the class and location of the target. 

3.1 Design of Backbone Network 

Compared with regular convolution, depth-separable convolution can significantly 
cut down the amount of calculation and number of parameters while obtaining the 
same output result. So it is widely used in lightweight networks, which makes the 
networks lightweight. Therefore, depth-separable convolution is adopted in this paper 
to realize the lightweight design of the algorithm. 

The bottleneck structure is a special residual structure that uses a 1 × 1 convo-
lutional layer to raise and lower the dimension of the feature map, which allows for 
flexible network design and significant reduction in computation. Compared with 
the regular residual structure, the inverted residual structure has the following differ-
ences: (1) The input feature map is first up-dimensioned and then down-dimensioned. 
It is a dilation-convolution-compression process. (2) The regular 3 × 3 convolution 
is replaced by a depth-separable convolution. (3) The ReLU activation layer of the 
last convolutional layer is removed because the ReLU activation function tends to 
deactivate some neurons, while the high-dimensional ReLU can retain the complete 
information of the low-dimensional features while keeping the network nonlinear. 
This structure can improve the efficiency of memory usage. Therefore, this paper 
constructs a MBConv based on the bottleneck structure and the inverted residual 
structure, and the structure of this convolutional block is shown in Fig. 3.
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Fig. 3 Network schematic 
of MBConv 

The input of MBConv block is divided into two paths. The left path passes through 
a regular convolution layer, a depth-separable convolution layer and a regular convo-
lution layer in turn. Firstly, the input image passes through a 1× 1 regular convolution 
layer to realize channel expansion, then it is sent to a 3 × 3 or 5  × 5 depth-separable 
convolution layer to extract features among different features, and at last it is put 
into a 1 × 1 regular convolution layer for dimensionality reduction. This is due to 
the efficiency of the feature extraction in high-dimensional space is higher. At the 
same time, this module also introduces the Squeeze and Excitation Network (SENet) 
after the depth-separable convolution layer to adjust the weight of each channel, thus 
enhancing the weight of important features and weakening the weight of unimpor-
tant features. However, it takes some time to add the attention mechanism, so the 
number of channels in the first regular convolution layer is reduced to 1/4, which can 
improve the detection accuracy without increasing the detection time. The right path 
is the residual edge, which directly connects the input and output, thus enhancing the 
gradient propagation of the network. The Swish activation function is used instead 
of ReLU in this structure, because it is smoother and faster. 

To realize the lightweight algorithm, this paper constructs a lightweight convo-
lutional neural network composed of the MBConv blocks as the backbone network 
of the object detection algorithm to cut down the computation and the parameters 
number of the algorithm. Figure 2 shows the backbone network structure. After the 
image is input into the network, the initial feature extraction is carried out through 
a regular convolutional layer, and then the efficient feature extraction is carried out 
through 16 MBConv blocks. In the end, the outputs of the fifth, eleventh and sixteenth 
MBConv block are adopted as the outputs of the backbone network and put into the 
neck network for further feature processing. 

3.2 Design of Neck Network 

After the initial feature extraction of the input image, it is necessary to further fuse 
features in the feature fusion layer to realize the full utilization of the features.
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Fig. 4 Network structure of FPN, PANet and improved bi-direction feature pyramid network 

Since the input features at different scales have different resolutions and contribute 
differently to the fused output features, simple fusion can easily lead to the loss of 
features. Therefore, feature pyramid networks can be introduced to realize the fusion 
of different size features. 

The traditional feature pyramid network FPN fuses multi-scale features in a top-
down path, as shown in Fig. 4(a). This feature fusion approach can pass the features 
from the top level to the bottom level, but the features at the bottom level cannot 
affect the top level, and the fusion of features is limited by the one-way feature 
flow, so the feature utilization is not high. Therefore, a bottom-up feature fusion path 
is proposed, and the structure is shown in Fig. 4(b). By adding another bottom-up 
feature fusion path after the initial path, the features from the bottom layer can be 
passed to the top layer, which improves the feature availability and thus achieves the 
effective fusion of features at different scales. However, this method only achieves 
bi-direction fusion of features once, and feature utilization is still not very high. If 
the bi-direction path is repeated many times, the volume of the network will rise 
significantly, which is not suitable for mobile device deployment [10]. Therefore, 
the number of repetitions of this bi-direction path is also worth studying. 

Therefore, this paper constructs an improved bi-direction feature pyramid 
network, which has the following five characteristics. The structure is shown in 
Fig. 4(c). 

(1) In the improved bi-direction fusion path, depth-separable convolution is used 
instead of regular convolution, which significantly cut down the volume of the 
network. 

(2) Concatenate of features refers to the combination of feature channels, and the 
number of channels of feature map increases, but information volume in each 
channel remains unchanged. The addition of features represents the superposi-
tion of eigenvalues, and the number of channels in the feature graph remains 
unchanged, but information volume in each channel is increased. Therefore, 
the concatenate of features in the network can be changed to the addition of 
features, thus reducing the parameters of the network.
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(3) If the feature sizes of input and the output node of the original path are consistent, 
an extra edge can be introduced. In this way, more features can be integrated 
with less calculation cost. 

(4) If a node has only one input edge, it has no feature fusion and contributes little 
to feature fusion in different dimensions, so it can be deleted to lighten the 
network. 

(5) Reuse bi-direction paths for more advanced feature fusion. 

Since the outputs of the backbone network are different sizes, the number of 
channels of all three effective feature layers needs to be adjusted to 64 by using the 
convolutional layer to allow the superposition of features. Then the 3rd effective 
feature layer is down-sampled twice and two effective feature layers with scales of 
(8, 8, 64) and (4, 4, 64) are obtained separately, which are used for further feature 
mix. The bi-direction path is then adopted for three times to upgrade the mix of 
features. 

4 Dress Code Detection in Power Grid Site Operations 

4.1 Dataset 

In this paper, a dataset of the dress code detection for grid site operations is created, 
which contains 3,880 sample images from three professional job sites: transmission, 
substation and distribution. The dataset consists of four label categories: wearing 
helmet correctly (aqm), not wearing helmet correctly (wdaqm), wearing work clothes 
correctly (gzf), and not wearing work clothes correctly (wcgzf). The dataset of grid 
site work dress code detection is divided into the training set, the validation set and 
the test set randomly during the experiment at the ratio of 8:1:1. 

4.2 Hardware Environment 

The algorithms are trained in the server, and download to a mobile arming sphere 
with artificial intelligence chip for testing. The real-time video stream used for the 
test is collected by a USB camera with a resolution of 1080p, which latency is 
about 200–300 ms. Table 1 shows the hardware configuration parameters used in 
this experiment.
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Table 1 Hardware configuration parameters of server and mobile device 

Equipment Model GPU CPU 

Server ZFB2-U20G Nvidia GeForce 
RTX 3090 GPU*2 

Intel Xeon Platinum 8171 M 
CPU*2 

Mobile arming 
sphere 

NVIDIA Xavier NX 384-core 
NVIDIA VoltaTM 
GPU 
48 Tensor Cores 

6-core NVIDIA Carmel 
ARM®v8.2 64-bit CPU 

4.3 Experimental Evaluation Index 

The evaluation metrics consist of the detection speed and the detection accuracy 
of the algorithm. The detection speed refers to the number of images that can be 
processed in one second, i.e., FPS. 

The evaluation indexes of detection accuracy include precision (P), recall (R), 
average precision (AP) and mean average precision (mAP). 

Precision rate refers to the ratio of the number of correctly predicted objects in 
this category to the number of predicted frames in this category, i.e., the accuracy 
rate. Recall rate represents the number of correctly predicted objects of that class 
as a percentage of all true labels of that class, i.e., the check-all rate. The average 
precision is the size of the area surrounded by Precision-Recall curve and horizontal 
and vertical coordinates. The m AP is the average of the AP values for each type of 
object. 

4.4 Detection Results of Lightweight Object Detection 
Algorithm 

This experiment compares the object detection algorithm proposed in this paper with 
commonly object detection algorithms in Table 2. Figure 5 shows the comparison 
of the detection effect images. All experiment algorithms did not use any algorithm 
optimization methods.

It can be seen from Table 2 that both the Faster R-CNN algorithm and the YOLOv4 
have a higher detection accuracy on the mobile arming sphere equipped with artificial 
intelligence chip, but their detection speed cannot satisfy the demand for real-time 
detection (12.5 FPS). The YOLOv4-Tiny algorithm has a smaller volume and a 
higher detection speed, but the recall and AP of the algorithm are low and prone to 
missed detection, which cannot meet the accuracy requirements of field operation 
dress code detection. 

The detection speed of the improved object detection algorithm is 15.50 FPS when 
performing power site operation dress code detection, which is 201.56% and 22.00% 
higher than the Faster R-CNN algorithm and the YOLOv4 algorithm. The improved
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Table 2 Experimental results of various object detection algorithms based on the dataset in this 
paper 

Algorithm Layer Parameter AP/% mAP/ 
% 

Speed/ 
FPSaqm wdaqm gzf wcgzf 

Faster R-CNN 185 28.37 M 93.68 83.14 92.89 90.54 90.06 5.14 

YOLOv4 370 64.02 M 92.60 78.37 93.37 89.64 88.50 12.71 

YOLOv4-Tiny 76 6.06 M 79.11 53.37 78.85 77.58 72.22 18.21 

MobileNetV1-YOLOv4 245 12.75 M 83.43 61.60 86.39 83.18 78.65 16.64 

MobileNetV2-YOLOv4 315 10.87 M 86.11 54.74 88.87 86.20 78.98 16.25 

MobileNetV3-YOLOv4 368 11.79 M 85.90 54.73 88.55 85.28 78.59 16.29 

Algorithm in this paper 390 12.67 M 90.48 67.57 90.47 86.18 83.67 15.50 

Fig. 5 Comparison of detection effect images of various object detection algorithms in this 
experiment

lightweight algorithm only has 4.41 million parameters, which is 1.65 million less 
than that of YOLOv4-Tiny, so it is more fit in mobile deployment. 

As for the detection accuracy of the algorithm, the improved lightweight object 
detection algorithm presents the highest detection accuracy among the lightweight 
YOLOv4 algorithms. It can be seen from Table 2, the AP of the classification with 
a small sample size like ‘not wearing helmet correctly’ is higher. As can be seen in 
Fig. 5, the YOLOv4-Tiny algorithm misses a ‘wearing work clothes correctly’. Also, 
the lightweight object detection algorithm in this paper obtains the best detection 
effect. 

In summary, it can be seen that the improved lightweight object detection algo-
rithm can significantly cut down the volume of the algorithm. At the same time, it 
has a faster speed on real-time video detection, to achieve the rapid and accurate 
detection of field operation dress code.
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5 Conclusion 

To realize the deployment of the grid dress code detection algorithm at the mobile 
deployment sphere, while taking into account both the detection speed and detec-
tion accuracy of the algorithm, a lightweight object detection algorithm is proposed. 
Firstly, a lightweight convolutional neural network which consists of depth-separable 
convolution and MBConv blocks is built. It can decrease the volume of the algo-
rithm and upgrade the efficiency of the algorithm. Then, an improved bi-direction 
feature pyramid network is adopted, which can enhance the information availability 
of various semantic characteristics and heighten the extraction ability of small size 
characteristics. Finally, the improved algorithm is verified based on the dataset of 
the power grid dress code detection. And the results show that the volume of the 
lightweight object detection algorithm is greatly decrease and the detection speed of 
the algorithm is faster, which means that the improved algorithm can be used in the 
real-time accurate detection of the dress code detection of the field site. 
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Application and Research of Digital Twin 
Technology in Distribution Transformer 
Area 

Chang Wu, Li Kong, and Hanmin Jiang 

Abstract At present, with the development of the distribution network, the low-
voltage distribution network is widely distributed, with a large amount of access 
equipment and complex power supply and consumption. For a long time, it is diffi-
cult to obtain the real-time operation status of the low-voltage side of the distribution 
network, and the lack of active perception of the operation status of important equip-
ment and the power consumption of users in the transformer area. In view of the 
shortcomings of the operation and maintenance management of the current trans-
former area, the digital twin intelligent distribution transformer area is constructed 
based on the digital twin technology and the construction of the distribution Internet 
of Things, so as to realize the all-round control of the distribution transformer area, 
improve the work efficiency of the operation and maintenance personnel, and improve 
the electricity experience of customers. 

Keywords Digital twin · Distribution transformer area · Intelligent distribution 
transformer terminal · Power distribution Internet of Things · Lean operation and 
maintenance 

1 Introduction 

At present, on the low-voltage side of the distribution network, the low-voltage 
distribution network is widely distributed with a large amount of access equipment 
and the form of power supply is complex. For a long time, it is difficult to obtain the 
real-time operation status of the low-voltage side of the distribution network, and 
there is a lack of active perception of the operation status of important equipment 
and the power consumption of users [1, 2]. In the distribution side, transformers, 
switch contacts, comprehensive distribution boxes and other devices lack load and 
dynamic loop monitoring, there are certain safety risks, and the equipment life is
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difficult to optimize. On the line side, it is difficult to effectively check and locate 
the line faults of the low-voltage distribution network, and the lack of intelligent 
means, the manual inspection workload is large, the efficiency is low, and the effect 
is limited [3]. In terms of users, the access of distributed electric energy, charging pile 
and other new energy affects the power quality and stable operation of low-voltage 
distribution network, and lack of effective monitoring means. The management of 
the transformer area relies too much on passive operational maintenance and rush 
repair, which is easy to bring poor electricity experience [4]. 

Digital twin technology provides a solution to these problems. Digital pairing 
is a virtual digital mapping based on the physical entities, it realizes the real-time 
perception of the distribution substation area in the actual space, monitors, diagnoses 
and predicts the operation status and guide its decision by returning instruction data 
to the entity or system. Through in the digital space modeling, simulation, deduction 
and manipulation, strengthen the end of the distribution network self perception and 
self iterative ability, promote the digital and intelligent transformation of the end of 
the grid. 

At present, the application of digital twin is concentrated in aerospace, intelligent 
manufacturing, smart city, smart transportation, smart building and other fields, and 
also applied in smart energy such as Jining oil and gas pipeline, Langfang thermal 
power plant and other [5]. Literature [6] analyzed and studied the key technology 
of digital matching system of AC/DC distribution network. According to the char-
acteristics of the power grid, Literature [7] expounded the operation mode, typical 
application and development prospect of the digital power grid. On the basis of smart 
grid and digital twin, Literature [8] introduced the meta-universe into the power 
system and put forward the concept of “meta-power”, and expounded its concept 
and characteristics. The research and application of digital pairing technology in the 
field of terminal distribution substation are relatively few. According to the devel-
opment trend of the Internet of Things of distribution network, combined with the 
digital matching technology, the basic framework of digital matching of distribution 
substation area is expounded. With the intelligent distribution transformer terminal 
(IDT) as the edge computing core, the typical application of digital twin of the 
distribution transformer area is proposed to create the last “wisdom one kilometer” 
connecting the distribution network to the electricity customers. 

2 The Concept of Digital Twin 

Digital twin for the first time by professor Grieves in 2003 in the university of 
Michigan on the product full life cycle management course, when the concept is called 
“mirror space model” [9]. “Digital twin” the word in 2010 NASA technical report is 
formally mentioned, and is defined as “integrated physical quantity, multiple scale, 
multiple probability system or aircraft simulation process”. Digital twin is a virtual 
entity that creates physical entities in a digital way. With the help of historical data, 
real-time data and algorithm models, the technical means of simulating, verifying,
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Fig. 1 Digital twin system 

predicting and controlling through the whole life cycle process of physical entities 
is expounded in literature [10] (Fig. 1). 

The digital twin system architecture can be divided into five layers: physical 
perception layer, data communication layer, model operation layer, system function 
layer and application display layer: [11]. 

Physical perception layer: it mainly includes physical entities equipped with 
advanced Internet of Things technology. 

Data communication layer: mainly including high-precision data acquisition, 
high-speed data transmission, high-reliability data storage, which is the basis of 
digital twin. 

Model operation layer: the use of big data, artificial intelligence and other 
advanced technologies for modeling and simulation, the calculation and analysis 
of the lower layer of data, and the support for the upper layer function, is the core of 
the digital twin. 

System function layer: realize the state display, analysis and prediction, fault 
diagnosis and decision assistance of physical entities. 

Application display layer: it outputs relevant information by visualizing 2D/3D 
model, GIS, topology, VR/AR and other technologies. 

3 The Realization of Digital Twin in the Transformer Area 

3.1 Digital Twin System Architecture of the Transformer 
Area 

At present, the pace of digital transformation of power grid companies is accelerating, 
and the construction of digital achievements such as GIS transformer, enterprise data 
middle transformer, distribution network automation system, and mining system have 
been promoted. For example, the “Digital Power Grid Map” created by State Grid 
Wuhan Power Supply Company covers the operation data of 220 kV substations 
to 0.4 kV distribution transformers, and preliminarily realizes the mapping from 
the physical entity of the power grid to the digital virtual power grid. These digital 
construction achievements have laid a good foundation for the construction of the 
digital twin in the distribution transformer area. 

From the structure of the digital twin described above. The transformers, low-
voltage switches, smart meters and intelligent distribution terminals in the trans-
former distribution area constitute the physical sensing layer. The data acquisition,
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Fig. 2 Digital twin system 
architecture of the 
distribution and transformer 
transformer area 

storage and transmission of intelligent transformer terminal, intelligent instrument 
and Internet of things switch constitute the data communication layer. The encap-
sulated edge computing model of the intelligent transformer terminal and various 
computing models in the data transformer constitute the model operation layer. 
The application group for transformer operation and maintenance management, 
user quality service, potential risk early warning and so on constitute the system 
function layer. Transformer area topology map, GIS geographic information map, 
three-dimensional model and related information interface constitute the application 
display layer. As shown in Fig. 2. 

3.2 Technical Realization of Digital Twin Matching 
Transformer Area 

Physical Perception and Data Interaction. The realization of the digital twin 
is based on the perception of the physical entity. IDT is the data acquisition and 
storage, connection management, equipment monitoring, terminal security access, 
data model unification, edge computing, remote maintenance and upgrade func-
tions in the integration of the distribution network edge side equipment. It meets 
the requirements of basic operation information monitoring and analysis, power 
quality monitoring, demand side management, operation and maintenance control 
of low-voltage distribution network, and collaborative control of main station termi-
nals. The IDT is remotely connected to the main station through ethernet or wire-
less network. The local network connects various service terminals and sensors to 
realize the communication convergence, edge computing and regional autonomy in 
the physical perception layer. As shown in Fig. 3.
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Fig. 3 Contact diagram of 
digital twin transformer area 
and main network 

On the side of the transformer, the low-voltage main switch, various parameter 
sensors of the transformer, concentrator and reactive power compensation device 
are connected to the intelligent transformer terminal through RS485 bus to realize 
the functions of moving ring monitoring and reactive power compensation in the 
transformer area. 

On the side of the line, the low-voltage branch box is equipped with the intelli-
gent terminal of the transformer and a supporting three-phase current transformer to 
realize the voltage and current monitoring, with the function of topology signal injec-
tion and identification, and is sent to the IDT through the HPLC module. The user 
is configured with the Internet of Things intelligent circuit breaker, with intelligent 
microswitch, which realizes the entry/exit line voltage, current monitoring and switch 
position monitoring functions. The intelligent circuit breaker sends the information 
to the Internet of Things communication unit through wireless or RS485 communi-
cation mode, and is connected to the IDT through the HPLC communication module. 
As shown in Fig. 4.

Digital Modeling and Model Update. The application implementation of the digital 
twin in the transformer is the visualization of the physical entity. The key technology 
is the digital modeling of physical equipment. Physical model, data model and hybrid 
model are the three main ways of conducting digital twin modeling. Physical model is 
based on physical structure, electromagnetism and thermodynamics; the data model 
is based on database and artificial intelligence algorithms such as deep learning and 
machine learning; the hybrid model is a combination of the first two. An important 
part of digital twin technology is the model update for physical entities and digital 
twin models. The collected data is compared with the output data of the virtual twin, 
and the optimal parameters are found iteratively to complete the update of the digital 
twin model. As shown in Fig. 5.
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Fig. 4 Composition of 
physical sensing layer in 
digital twin transformer area

Fig. 5 Flowchart of digital 
twin models updates 

Physical 
Entity 

Data 
Collection 

Reality 
Build target 

function 
Iterative 

convergence Yes 
Apply the 
optimal 

parameters 

Virtual 
System(Physi 
cal,Data,Hybi 

rd model) 

Hypothetical 

No 
Update 

parameters 

Build an 
optimization 

model 

4 Application of Digital Twin Function in the Transformer 
Area 

The digital twin of the transformer area can collect the transformer status infor-
mation, low voltage topology information, smart meter information and Internet of 
Things circuit breaker information in the area, and conduct comprehensive calcula-
tion, evaluate and locate the low voltage fault in the area, generate the emergency 
repair work order, and push it to the mobile terminal, service center and dispatching 
table. Realize the “visualization” of the end of the distribution network.
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Fig. 6 Dynamic 
management of low voltage 
side topology 

4.1 Dynamic Management of the Topology 
in the Low-Voltage Transformer Area 

The basis of informatization and intelligence of distribution network lies in main-
taining the topological relationship between equipments. The topological relation-
ship of the power distribution Internet of Things is “station -line -transformer -user”. 
The “transformer-user” layer need to confirm relationship of “transformer-table box-
user”.But the area data and topology structure are usually not in conformity with the 
actual, cause low voltage fault treatment all rely on team personnel experience, which 
may cause fault processing not timely. 

Using the digital twin of the transformer area, through the communication signal 
between the HPLC communication module of the IDT and HPLC module of the 
intelligent meter at all levels, the identification of the station area, branch and subor-
dination of the box table is realized. Realize the automatic identification and dynamic 
management of low-voltage topology (Fig. 6). 

4.2 Fault Analysis and Accurate Positioning 

Through the intelligent monitoring unit at the side of the meter box, the voltage cycle 
signal of the power line (i.e., whether the effective AC cycle is over zero) and the 
voltage amplitude are monitored in real time, and the power failure event information 
is uploaded to the IDT. According to the operation information, the IDT analyzes 
and uploads the power failure. 

According to the evaluation result information uploaded form the IDT, the system 
carries out the fault location and automatically push the alarm to generate the 
power failure event record. Combined with the low-voltage topology relationship,
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the system realizes the rapid positioning of the user range after power failure, and 
supports the rapid repair of power failure and the reliability analysis of power supply. 

4.3 Line Loss Management 

Line loss in transformer area is a common problem in distribution network. At present, 
only the distribution transformer area can be calculated and monitored as a whole. 
For the abnormal line loss, it often needs to spend a lot of time to determine the 
location of the abnormal line loss and the causes. 

The digital twin of the transformer station area can accurately perceive all the 
equipment parameters and terminal information in the area, realize the segment 
calculation and accurate positioning of the line loss abnormality, realize the lean 
management of the line loss, and save a lot of human resources. 

4.4 Comprehensive Treatment of the Three-Phase Imbalance 

Due to the different power consumption habits, access equipment and equipment 
power of each user, the three-phase load of the transformer will fluctuate according 
to the users’ behavior. At present, the main solution is for manual inter-phase load 
adjustment, which often depends on experience, and cannot accurately grasp the 
dynamic load distribution data of the transformer. The digital twin of the transformer 
can grasp the load distribution of the whole area, the all-weather time curve of the 
three-phase load and electricity consumption preference of the users in real time. 
According to the historical data, the optimization data is analyzed and calculated, 
and the optimal scheme of the alternating load adjustment is given to improve the 
three-phase imbalance in the transformer area. 

5 Conclusion 

By explaining the architecture and main application of the digital twin in the distri-
bution station area, this paper makes the digital power grid further extend to the end 
of the distribution network, helps the digital transformation of the power grid, open 
up the last “one kilometer” at the end of the power supply, and makes the distri-
bution network dispatching and power supply service command more efficient and 
accurate. Combined with the current work process of digital distribution network 
construction and digital twin construction in the distribution transformer area, there 
will be more technological breakthroughs and applications in the future. The future 
development direction and key work will mainly focus on the following aspects: the 
research and development of an efficient and accurate hybrid analysis and computing
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model, the application of multi-dimensional sensors and the development of virtual 
reality/augmented reality. 
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Application of Intelligent High Voltage 
Switchgear 

Qin Zou, Hao Lei, Xushu Ye, Xiting Dong, Kezhen Yang, and Jin Chen 

Abstract In the background of modern distribution model, people put forward 
higher requirements for the power system, and the intelligent high-voltage switchgear 
in the modern distribution model of the intelligent distribution network link plays 
a crucial role. This paper focuses on the application of intelligent high voltage 
switchgear and compares the structure and function of traditional high voltage 
switchgear and intelligent high voltage switchgear. This paper briefly introduces 
the faults in the operation of the high voltage switchgear. In the design and applica-
tion of monitoring system, mechanical characteristics detection system, video double 
confirmation system, electric grounding switch, electric chassis car were introduced 
and analyzed, and analyzed the advantages of intelligent high voltage switchgear 
in substation, operation and maintenance, safety and other fields of application, for 
reference. 

Keywords High voltage switch complete equipment · Electrical design ·
Intelligent Chinese library classification number 

1 Introduction 

With the emergence of 5G, sensors, computers and other new technologies, as well 
as the development of alternative energy sources such as wind power generation, 
photovoltaic power generation and various energy storage stations (such as pumped 
energy storage, compressed air energy storage, flywheel energy storage, super capac-
itor, chemical battery energy storage, etc. [1]), energy can come from different places, 
and its coordination and control have become more advanced. Distribution models 
are also transitioning from traditional single-source to end-customer side distribution 
models to modern ones, as shown in Fig. 1.
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Fig. 1 Traditional 
distribution model and 
modern distribution model 
diagram 

The modern distribution model in Fig. 1 is compared with the traditional distri-
bution model. The power generation mode has changed from the traditional thermal 
power generation to the multi- source form of thermal power generation plus 
distributed power generation. The distribution network has changed from the tradi-
tional distribution mode to the intelligent digital distribution network. The intelligent 
high-voltage switchgear plays a vital role in the intelligent distribution network. 

Intelligent high voltage switchgear, it is based on the modern Internet technology 
under the condition of a new type of electrical products, through the introduction 
of computer technology to it as the core of detection, protection, and with circuit 
breakers, sensors, electric ground cutter and other components, so that the functions 
of protection, control, communication and recording can be reliably applied through 
intelligent technology. This is also in line with the requirements of distribution 
network automation. 

2 Traditional High Voltage Switchgear and Intelligent High 
Voltage Switchgear 

2.1 Traditional High Voltage Switchgear 

The traditional high voltage switch cabinet is mainly composed of isolation switch, 
earthing knife-switch, current transformer, surge arrester, vacuum circuit breaker, 
interlocking mechanism, live display, ammeter, signal indicator light, transfer switch, 
electromagnetic lock and cabinet body. The protection level of cabinet body is IP2X. 
It plays the role of power distribution and control in the three-phase AC 50 Hz indoor 
system. As shown in Fig. 2.

This traditional switch cabinet needs to be equipped with various analog pointer 
instruments and relays. It is difficult to realize more complex control logic. The oper-
ation mode is mainly manual operation and it is more complex. There are also safety 
risks such as entering the equipment electrified interval by mistake, unlocking by 
mistake, and operating by mistake, which brings great inconvenience to production, 
monitoring, and operation and maintenance.
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Fig. 2 Traditional high 
voltage switchgear diagram

2.2 Intelligent High-Voltage Switch Cabinet 

The intelligent high-voltage [2] switch cabinet is divided into four independent 
compartments: bus room, instrument room, circuit breaker room and cable room. 
The protection grade of the cabinet is IP4X, as shown in Fig. 3. 

The intelligent high-voltage switch cabinet includes vacuum circuit breaker, 
electric earthing switch, video double confirmation host, camera, electric chassis, 
intelligent terminal, sensor and other components. Its metering, protection, control, 
communication and recording functions are safely and reliably applied through intel-
ligent technology, digital display technology and other technologies, which is also 
consistent with the requirements of distribution network automation. As shown in 
Fig. 4.

Compared with the traditional high-voltage switch cabinet, the system design of 
intelligent switch cabinet uses computer technology as the core technology of moni-
toring, metering and protection. Transform the complex, error-prone and manned 
traditional operation process into data visualization, simplified operation process 
and remote control. For some scenarios where it is difficult for personnel to reach 
in a harsh environment, it can effectively avoid various safety risks and effectively

Fig. 3 Intelligent high voltage switchgear diagram 
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Fig. 4 Components of intelligent high voltage switchgear

Fig. 5 Accident diagram of 
high voltage switchgear 

reduce equipment maintenance costs. So as to ensure the safe, intelligent, efficient 
and stable operation of the intelligent distribution network. 

3 Failure in the Operation of High Voltage Switchgear 

High-voltage switchgear will have insulation aging, mechanical failure, heating and 
other problems in long-term operation. If these faults are not repaired in time, they 
will often cause mis operation or refusal of operation of the switch, which will expand 
the fault. If the fault is serious, it will lead to a large area of power failure. When 
the heating fault accumulates the heat to a certain extent, it will cause the secondary 
side of the equipment or even the equipment itself to burn, and even the spread of 
the electrical fire to adjacent equipment leads to a large scale, causing great damage, 
as shown in Fig. 5.
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Literature [3] lists the failure modes of high voltage switchgear, which mainly 
include rejection failure, mis operation failure, breaking and closing failure, insula-
tion failure, external force and other failures. The key to solve the above problems 
lies in online state detection, timely discovery and timely treatment of faults. The 
intelligent high voltage switchgear can effectively discover and notify the operation 
and maintenance personnel to deal with the above faults in time. 

4 Design and Application of Intelligent High Voltage 
Switchgear 

Taking an intelligent high-voltage switchgear pilot project of Huayuan Electric as 
an example, this project adopts monitoring system, mechanical characteristics moni-
toring system, video double confirmation system, electric earth switch and electric 
chassis car, and its topological structure is shown in Fig. 6 

4.1 Monitoring System 

The monitoring content of the intelligent high-voltage switchgear includes partial 
discharge monitoring, ultrasonic wave, geoelectric wave and temperature sensor to 
collect corresponding data, and then transmit it to the intelligent data acquisition 
gateway through wired mode. The intelligent data acquisition gateway transmits the 
collected monitoring data to the monitoring center server through the optical network. 

Contact Temperature Monitoring 
Literature [4] has studied the temperature rise characteristics under typical contact 
faults, such as the fault at the junction of the incoming busbar of the switchgear, the 
plum contact fault and the circuit breaker contact fault, and has concluded that the 
overall temperature rise of the switchgear is increased and the temperature rise at 
the fault point is the highest when the contact fault occurs. These typical faults will 
cause overheating, which will accelerate insulation aging and lead to breakdown. It 
is the main failure mode of high-voltage switchgear.

Fig. 6 Topological diagram of intelligent high voltage switchgear 
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Fig. 7 Structure diagram of 
the intelligent temperature 
measuring contact arm 

The wireless temperature sensor of the intelligent high voltage switchgear is built 
into the vacuum circuit breaker to monitor the temperature change of the measuring 
point in real time to realize early fault prediction and alarm. When a fault occurs, it 
sends alarm information to quickly determine the location of the fault point and take 
safety measures according to the corresponding plan. 

As  shown in Fig.  7, the intelligent temperature measuring contact arm is composed 
of acquisition communication unit, self-powered unit and temperature sensor. The 
self-powered unit provides power for the acquisition communication unit and the 
temperature sensor. The acquisition and communication unit collects the tempera-
ture data generated by the temperature sensor in real time and sends the data wire-
lessly to the monitoring system. This sensor installation mode has the advantages 
of self-powered, maintenance-free, complete isolation of high and low potential, no 
electrical connection, flexible installation mode, etc. [5]. 

Partial Discharge Monitoring 
The damage process of potential partial discharge is often slow and long-term. 
However, the characteristics of partial discharge can better confirm the insulation 
problem, so the insulation performance of the product can be objectively evaluated 
by comprehensive measurement of partial discharge characteristics. 

For the intelligent high-voltage switchgear designed by our company, its partial 
discharge detection method adopts ultrasonic detection method. Ultrasonic method 
is a kind of mechanical vibration wave. From the perspective of energy, the process of 
partial discharge is the process of energy release, and electrical energy is released in 
the form of sound, light, heat and electromagnetic energy. The electrical breakdown 
occurs in the air gap. At this time, the discharge is completed in an instant and 
converted into heat energy. The air in the discharge center expands under the influence 
of heat energy, and its temperature is higher than the ambient temperature, and the 
sound wave is generated to spread outward; Because the area of partial discharge is 
relatively small, the local discharge sound source is the point sound source [6]. 

As shown in Fig. 8, when the sensor picks up the acoustic signal generated 
by partial discharge in the equipment, it converts the acoustic signal into electric 
pulse signal, which is amplified by the preamplifier unit and sent to the signal pre-
processing unit. The signal preprocessing unit completes the filtering and further
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Fig. 8 Schematic diagram 
of ultrasonic detection device 

amplification of the electrical signal, and then converts the partial discharge acoustic 
analog signal into digital signal through the A/D conversion unit, It is transmitted 
to the computer and the digital signal is analyzed and processed by the processing 
software to determine the discharge mode and position [7]. 

4.2 Mechanical Characteristics Detection System 

At present, when the circuit breaker on the high voltage switchgear is too fast, 
its action mechanism will bear greater mechanical stress and impact, resulting in 
the deformation of the mechanism parts and shortening the mechanical life of the 
circuit breaker; when the opening speed is too low, the arc extinguishing time will 
be increased, and the arc will cause metal melting on the surface of the contact, thus 
accelerating the electrical erosion of the circuit breaker contacts and reducing the 
service life of the circuit breaker [8] (Fig. 9). 

The mechanical characteristic detection system sets standard mechanical charac-
teristic parameters and corresponding mechanical characteristic error range param-
eters during installation. Compare the current mechanical characteristic parameters 
when the equipment is running. If the current mechanical characteristic parameters 
exceed the error range, it will be judged as abnormal. At the same time, when the 
circuit breaker acts, the system will generate a corresponding action report to display 
the parameters of the action, such as opening and closing time, speed, serial number, 
circuit breaker count, etc.

Fig. 9 Mechanical characteristics sensor installation diagrame 



1276 Q. Zou et al.

Fig. 10 Flow chart of 
mechanical characteristics 
sensor 

As shown in Fig. 10, the device can determine whether the circuit breaker acts 
by detecting whether there is current in the opening and closing coil current in real 
time. The current setting Iset can be set manually. After the opening and closing coil 
has current, the device sends the trigger command, the sensor starts to record the 
mechanical characteristic curve, and the device starts the current recording. After 
the current wave recording is completed, read the mechanical characteristic curve 
data for wave recording synthesis and storage [9]. 

4.3 Video Double Confirmation System 

The video double confirmation system measures the displacement of the hand car 
through video, monitors the movement of the hand car throughout the whole process, 
intelligently analyzes the working position of the hand car, the test position, and the 
full stroke of the opening and closing of the hand car for video monitoring. According 
to the video status, it can be clearly seen the contact entering state when the hand car 
moves. During the inspection process, it can provide real-time video images of the 
intelligent high voltage switch cabinet (Fig. 11).

The double confirmation image processing host includes MCU module, power 
circuit, uplink channel interface circuit, FLASH storage circuit, key drive circuit, 
display unit, local communication module, remote communication module and RS-
485 circuit. 

As shown in Fig. 12, the MCU module is equipped with software to identify the 
algorithm of the corresponding color block within the range of HSV and the size 
range of the color block. The power circuit supplies power to the MCU module, 
the video signal output terminal of the MCU module is connected to the video 
signal input terminal of the display unit, and the key signal output terminal of the
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Fig. 11 Actual position 
diagram of circuit breaker 
contact cabinet

Fig. 12 Schematic diagram 
of video double confirmation 
system 

key drive circuit is connected to the key signal input terminal of the MCU module. 
The uplink channel interface circuit, FLASH storage circuit, local communication 
module, remote communication module and RS-485 circuit are connected to the 
communication port of MCU module. The double confirmation measurement camera 
is connected to the video signal of MCU module through 7RS-485 circuit. The upper 
computer is connected to MCU module through the remote communication module 
[10]. 

4.4 Electric Earth Switch 

The electric earth switch does not change the opening and closing structure of the 
original earth switch body, but adds an electric operating device, which enables the 
switch to also conduct electric opening and closing operations, with local opera-
tion, remote operation and manual priority functions. Its structure is simple and its 
operation is safe and reliable. 

The electric earth switch is composed of switch body, motor, clutch gear, 
transmission gear, valve electromagnet, energy storage spring, large shaft, etc. 
(Fig. 13).
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Fig. 13 Structure diagram 
of electric earth switch 

When closing is required, the positive transmission of the motor drives the clutch 
gear to rotate, thus driving the transmission gear and large shaft to rotate to the dead 
point of the energy storage spring, the position switch automatically switches the 
motor, and the earth switch quickly closes under the action of the energy storage 
spring. 

When opening is required, the motor reverses, drives the clutch gear, transmission 
gear and large shaft to move in reverse direction, the energy storage spring reaches 
the dead point, and the position switch switches again to realize opening operation 
[11]. 

4.5 Electric Earth Switch 

The electric chassis car can not only operate the chassis car electrically, but also 
manually in the case of no power supply. It has local and remote operation functions. 
The electric chassis car is composed of chassis, lead screw, motor and other parts 
(Fig. 14). 

When the motor is started, it drives the gear to rotate through the reducer, thus 
driving the screw to rotate. Under the action of the screw, the chassis car drives the 
circuit breaker to the working position until it reaches the working position. The 
normally closed contact of the auxiliary switch at the working position is switched

Fig. 14 Structure diagram 
of electric chassis car 
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to normally open contact, the motor is shut down, and the chassis car stops moving 
[12]. 

5 Conclusion 

In recent years, as the demand for electricity has soared, the demand for power supply 
has become increasingly high. It is very important to ensure the security of intelligent 
distribution network, and the key node is prevention. High voltage switchgear as an 
important complete set of equipment in power system, ensure its stable and efficient 
operation, can have a direct and significant impact on the power supply quality of 
intelligent distribution. The following describes the advantages of intelligent high 
voltage switchgear in intelligent operation and maintenance. 

5.1 Advantages of Application in Intelligent Substation 

In the application environment of intelligent substation, the operation and main-
tenance of high-voltage switchgear has changed from manual patrol inspection to 
online monitoring, from fault repair to active repair, from post-repair to pre-warning, 
and from passive power failure to active operation and maintenance. The intel-
ligent high-voltage switchgear has the functions of on-line real-time monitoring 
and remote control, which lays the technical foundation for intelligent substation to 
realize “feeder automation”,when the distribution network line fails, The distribution 
automation master station can conduct fault research and judgment by itself, perform 
fault isolation by fully automatic remote control, and quickly restore power supply to 
non-fault areas, thus reducing the time and scope of power failure, improving power 
supply reliability, and bringing social benefits. 

5.2 Advantages of Application in Equipment Operation 
and Maintenance 

The monitoring system, video double confirmation system and mechanical charac-
teristic monitoring system configured for the intelligent high-voltage switchgear can 
provide a lot of convenience for the operation and maintenance management work, 
so that the operation and maintenance personnel can obtain extremely reliable auxil-
iary force in the equipment monitoring. Through real-time collection of uploaded 
video imaging and data, the alarm will be sent in time after the abnormal problem is 
detected, so as to ensure that the operation and maintenance personnel can find the 
abnormal information in time, According to the intelligent monitoring results, we
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can quickly find the root cause of the problem, reduce its negative impact on power 
supply, improve the effectiveness of operation and maintenance management, and 
effectively reduce the occurrence rate of high-voltage switchgear failure. 

5.3 Advantages of Application in Operation 
and Maintenance Security 

Intelligent high-voltage switch cabinet is equipped with electric earth switch, elec-
tric chassis car, intelligent vacuum circuit breaker and other components. It is the 
basis for realizing the “remote control” function. It is precisely based on the real-
ization of the “remote control” function that personnel can operate the high-voltage 
switchgear remotely, thus avoiding the impact of electric arc burns, electric current 
burns, skin metallization, explosion and other injuries caused by poor contact of the 
circuit breaker contacts during the opening and closing operation. The application 
of electric chassis vehicle can effectively prevent the operation and maintenance 
personnel from being hit and injured by objects caused by the overturning of hand-
cart during the operation of handcart transfer and maintenance. Reduce the accident 
risk through remote operation and fully guarantee the personal safety of operation 
and maintenance personnel. 

To sum up, the designers have continuously integrated new technologies and 
materials during the design and practice of high-voltage switchgear to accumulate 
technical experience. Constantly improve the operation efficiency and stability of the 
equipment, and lay a good foundation for the operation of the intelligent distribution 
network. 
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Research on Real-Time Data Acquisition 
of Flexible Distribution Network Based 
on SCU 

Yi Yang 

Abstract With the proposal of the dual-carbon goal, a higher proportion of new 
energy is widely connected to the smart grid, making the structure of the power 
system increasingly complex. In this context, timely and accurate power data acqui-
sition directly affects the power quality and safe operation of equipment. In this 
paper, ETL technology is used for data acquisition and full management on the same 
standard in flexible distribution network, which realize real-time monitoring and 
control. After incorporating SVM method, the node voltage phase estimation model 
based on SCU is developed, the results show that the model can effectively improve 
the speed of information exchange, reduce network loss and reduce network loss 
rate in the process of network transmission. The combination of load forecasting 
and distribution network operation conditions can provide reference basis for power 
grid. The safety and reliability of distribution network are improved by processing 
real-time data with SVM module in LCA. 

Keywords Flexible distribution network · Data acquisition · Node voltage 

1 Introduction 

The development of modern power market has put forward new requirements for 
power quality, and real-time data acquisition is the basis of realizing the safe and reli-
able work of power network [1, 2]. At present, most of the power enterprises in China 
use flexible monitoring tools to detect power quality, voltage stability and frequency 
[3]. However, the real-time data acquisition and communication technology is not 
widely used in industrial applications, and the real-time detection information cannot 
be timely transmitted to the power grid dispatch center [4]. 

The existing methods of data acquisition and transmission in the distribution 
network can not solve the problems of inaccurate data acquisition when the internal
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equipment in the distribution network fails, users cannot know in time when the 
distribution network fails, and the system fails to work properly due to emergen-
cies [5]. Meanwhile, traditional data acquisition methods can not accurately obtain 
information such as the voltage values of all load nodes on the line [6]. Therefore, 
based on the SGZ-CKE II T016 (DJBG), a set of real-time data acquisition scheme 
is designed in this paper for DSC/ASR system [7]. 

In order to meet the requirements of real-time data acquisition in flexible distri-
bution network, a non-contact measurement method for synchronization and phase 
separation of three-phase power network is established, which enables real-time data 
acquisition of power network. Based on RS-485 bus technology, this method installs 
sensor devices directly in three-phase network and communicates through coaxial 
cable, which can effectively reduce errors caused by external factors in traditional 
measurement, avoid errors caused by human operation, and improve the coordination 
accuracy between distribution equipment, reduce system failure rate and maintenance 
costs. Based on RS-485 bus technology, real-time data acquisition of three-phase 
circuit can be achieved in the distribution network, and the information can be trans-
mitted to PC through coaxial cable for centralized processing. The system structure 
is simple and the cost is low [6]. 

2 Theoretical Basis for Real-Time Data Acquisition 
in Flexible Distribution Network 

2.1 Definition of Real-Time Data Acquisition in Flexible 
Distribution Network 

Real-time data acquisition in flexible distribution network uses power metering 
to transmit real-time information generated on the network to remote monitoring 
stations in a variety of ways, so as to achieve fast and accurate monitoring of load, 
voltage and current values and other parameters. 

In the traditional distribution network, real-time data acquisition uses the method 
of layer-by-layer acquisition and layer-by-layer transmission. With the development 
and application of power electronics technology, it is necessary to establish a real-
time data acquisition and transmission mode that can provide a large number of fast 
and accurate data at the same time, and complete real-time monitoring and fault 
location through a variety of terminal devices [8] (Table 1).

For flexible distribution network, real-time data acquisition and network transmis-
sion have a large amount of information, so advanced real-time acquisition system 
is required to achieve fast and accurate monitoring of the parameters related to 
power measurement. It can combine power electronics technology, communication 
and computer technology to process the information transmitted by modern sensors 
devices.
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Table 1 Table of Voltage-Current Meter 

Instant value Fixed-point freeze value Interval value 

Instant voltage/V Continuous Cumulative 
Transfer Demand Power/W 

Maximum Voltage/V 

Instant Transfer Power/W Cumulative demand 
transportion power/W 

Minimum Voltage/V 

Instant Receive Power/ Maximum demand transportion 
power/W 

Receive Reactive Power/ 
var·h 

Requirement Repeat Number Receive Reactive Power/var·h Accumulated Voltage 
Measurement/V·h 

Number of reversed times of the 
meter direction 

Transfer reactive power/var·h Transmission power/W·h 

Number of blackouts Receive power/W·h 

Number of Moves Transmission power/W·h

2.2 Factors Influencing Real-Time Data Acquisition 
in Flexible Distribution Network 

(1) External environment. Natural weather, temperature, humidity and so on will 
affect the accuracy of data acquisition, weather should be taken into account in 
daily maintenance, and the protection of the site environment to avoid human 
damage is necessary [4]. 

(2) Internal factors. The structure of electric power equipment is complex, so it 
is unavoidable that faults or accidents will occur during operation. In addi-
tion, there are unpredictable problems in the power network itself, such as line 
aging, insulation layer damage and other device failures, which will affect data 
acquisition. 

(3) Fault factors of equipment, cable breakdown due to aging of line, damage of 
insulation layer or other reasons when adjusting cable voltage, and tripping due 
to faulty switching operation or short-circuit status of distribution substation, 
which will directly affect the accuracy and reliability of data acquisition. 

3 Features of Flexible Distribution Network Based on SCU 

3.1 Flexible Distribution Network Structure 

The research object of this paper is the SVM-FT system, whose flexible distribution 
network structure is shown in Fig. 1. When a temporary power outage or other faults 
occur and the power supply signal cannot be transmitted to the dispatch center to 
restore power supply, the dispatch center will be notified to reconnect or transfer the 
load to maintain the stable operation of the power network and ensure the security of
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Fig. 1 Structural Diagram of Flexible Distribution Network 

the whole system. All devices can be positioned by GPS Positioning System (TTSC) 
and RS-485 bus of monitoring [9]. 

3.2 Three-Phase Flexible Distribution Network Structure 
Based on SCU 

Real-time data collection of distribution network refers to accurate and reliable 
measurement of various types of loads in the power system, and timely provision 
of this information to relevant managers, so as to achieve optimal configuration of 
power resources. 

Flexible distribution network based on SCU can effectively improve power 
quality and service level. At present, most distribution networks in China use the 
power supply mode of double-feed structure. Real-time data acquisition should 
be connected to the bus of terminal equipment by two cables or the same main 
transformer circuit from different voltage levels. For single-phase load, single-
phase double-feed structure is used because of its limited number of power supply 
loops, low power supply reliability and easy to fail in the actual operation process. 
For three-phase loads, data acquisition can be done through multiple transformers 
(Fig. 2).

3.3 Synchronous Data Acquisition Method for Flexible 
Distribution Network 

There are many factors that affect real-time data acquisition. When the power trans-
mission line fails or the equipment fails, the overload or overvoltage phenomena 
existing in the power network can not be obtained accurately in time [2]. The tradi-
tional on-site detection method is not only labor-intensive, but also can not collect
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Fig. 2 Schematic Diagram of Flexible Distribution Network Based on SCU

information quickly and effectively, which is not conducive to the real-time data 
acquisition and monitoring of the operation status of distribution cables. 

The platform consists of UPS power supply, generator protection control platform 
and remote detection station. UPS power supply is responsible for power supply to 
the control system of the protection device. The three-phase generator protection 
device is equipped with AVR system independently, and the voltage and current 
values are collected in real time [7]. These parameters are transferred to the switch 
of the power dispatch center through the switch, distribution network optical fiber in 
turn, and displayed on the board display [5]. 

The system mainly includes data acquisition module, drive motor module and 
display unit. First, in the aspect of data collection, real-time data acquisition is carried 
out for distribution network, and the data is saved as a complete model. Secondly, it 
receives the internal information from the devices through the sensor array and then 
transmits it to the PC terminal and display on the power network dispatch center. 
Finally, through the RS-485 bus and the computer connection, the data storage in the 
management system is achieved. 

Data acquisition mainly consists of two parts: real-time measurement module and 
real-time display module. The system designed in this paper mainly uses the DSP-
485 chip to store and transmit the required information in the distribution network. 
The JDK8001 radio frequency transceiver is used as a data measurement node unit 
to receive information from external devices and send it to the terminal display after 
processing. The real-time display module establishes the interface protocol with the 
upper computer, and communicates through the RS-485 bus. Parameters can be set 
as needed in the system. In the real-time display module, the collected information 
is processed and sent to the display through CDMA and GA chips [10] (Fig. 3).
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Fig. 3 Diagram of real-time data collection in flexible distribution network 

4 Design of SCU Real-Time Data Acquisition System 

4.1 Design Scheme of SCU Real-Time Data Acquisition 
System 

This paper mainly focuses on the distribution management system to achieve the real-
time data acquisition, so the plan should consider the design of a reasonable hardware 
structure and software configuration according to the actual situation, meanwhile, 
minimizing cost input should been taken into consideration when meeting current 
information requirements. 

The system has three layers of architecture, the first layer is database management, 
the second layer is client, and the third layer is data management. This paper mainly 
focuses on the development and research of the background distribution manage-
ment system, to realize the sharing and transmission function. Combining with the 
existing technical means, complete the relevant module design is required in the 
whole process. Data management is the main basis for daily maintenance and fault 
diagnosis of the system (Fig. 4).

4.2 Control of SCU Real-Time Data Acquisition System 

In order to ensure the accuracy, stability and reliability of data acquisition, the corre-
sponding control module is designed in the system, which can process the real-time 
data with the same input.
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Fig. 4 Design Diagram of SCU Based Real-time Data Acquisition System

There is a correlation between the real-time information and the time differ-
ence. Using binocular vision technology, current signals collected from distribution 
network are monitored and converted to voltage values. The time delay error of the 
output and input values is measured at the same time. When the time delay of the 
sampling node is detected, the system will automatically generate corresponding 
time delay cancellation, and set a real-time clock in the system to monitor the status 
of the collection point. 

The time difference of transmission is related to the corresponding output. Real-
time data entry uses two calculation methods, reading current and voltage values of 
sampling nodes, converting them into digital signals and transporting them to the 
controller, to achieve the state conversion of real-time data acquisition points. In the 
whole system, the timer and the timer counter are two independent control units, 
which can switch between each other, or can be transmitted remotely by single-unit 
communication. Storage is used to store parameter information such as voltage value 
and phase difference between the sample node and the receiver.
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5 Case Study of Real-Time Data Acquisition for Flexible 
Distribution Network Based on SCU 

5.1 Application of Real-Time Data Acquisition 

Real-time data acquisition is an important basis for power dispatch department to 
make decisions and control, and is also the premise to ensure the safe operation 
of distribution equipment, improve power supply reliability and power quality. At 
present, there are three main types of real-time data acquisition systems in the market, 
GPS, SIM and GPRS. There are problems in the application of the existing systems. 
Firstly, there is no universal installation of information collection devices in the distri-
bution network, and the collection of information is not timely or comprehensive, 
which brings errors in working condition determination for the safe and stable oper-
ation of the power network. Secondly, there is no uniform standard, which results 
in the data not fully reflecting the real operating conditions. If a large number of 
device operation parameters are not transferred to the monitoring center in time for 
centralized processing and storage in the database, it may cause a lot of unnecessary 
losses. 

5.2 Data Acquisition Strategy for Flexible Distribution 
Network 

In real-time data acquisition, the most important thing is to realize real-time moni-
toring of the transmission process. Because of the influence of system structure, hard-
ware environment and operation characteristics based on IEC standard design, non-
rigid constraints are used to ensure the distribution network can operate safely and 
reliably, so corresponding measures must be taken to ensure real-time data storage 
and sharing. 

Real-time acquisition strategy means that when monitoring real-time informa-
tion, related data can be obtained by switching to a remote transmission terminal 
or switching to a distribution network. Real-time acquisition strategy refers to the 
acquisition of relevant information by switching to the sending terminal during data 
transmission. Remote monitoring means that when the system is in a failure state 
or in an unexpected situation, real-time data can be used to determine the operating 
conditions. Power network failure recovery strategy refers to the decision of data and 
corresponding measures taken by remote control devices when abnormal conditions 
such as short-circuit or break occur.
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6 Conclusion 

This paper presents a real-time data acquisition method for flexible distribution 
network based on SCU system, establishes the corresponding calculation model, 
and uses MATLAB to do column value and correlation analysis of the data. This 
method can be used to accurately determine the amount of information needed to 
put the distribution network into the flexible state, and the number of time-slice 
reports and update them in time. At the same time, it can also make an intuitive 
response to the income obtained under different types of loads to provide a more 
reliable and comprehensive quantitative basis for the power dispatch center. Using 
SVM technology to evaluate the operation benefit of distribution network, through 
a large amount of real-time data and corresponding model, more decision-making 
basis can be obtained according to different types of loads. 
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Deep Learning-Based Breakdown 
Voltage Prediction for Ball-to-Ball 
Discharge with an Air Gap Less Than 
1.5 m 

Changzhi Peng, Xuzhu Dong, Jiangjun Ruan, Yanpu Zhao, Bing Luo, 
Tingting Wang, and Shucan Cheng 

Abstract The air gap breakdown voltage is an important physical quantity to 
consider when designing external insulation. The breakdown voltage is usually deter-
mined through extensive experimentation. In this study, we attempted to provide a 
novel approach for predicting air gap breakdown voltage. Using air gap break-down 
voltage data from 0.1 m to 1.5 m of ball to ball electrode, we calculated the elec-
trical field and potential distribution between the air gap. Based on existing experi-
mental data from various literature, we classified the experimental data as breakdown 
and withstand data. We proposed a neural network inspired by the computer vision 
method to study the electrostatic field characteristics based on labeled experimental 
data and initial conditions. The neural net predicts the breakdown voltage with an 
accuracy of more than 95% for air gaps ranging from 0.1 m to 1.5 m. Deep learning 
produces superior results when compared to traditional machine learning methods. 

Keywords Breakdown Voltage · Deep Learning · Air Gap 

1 Introduction 

The air gap breakdown voltage is an important foundation for designing and opti-
mizing external insulation in high-voltage power transmission projects [1, 2]. At the 
moment, theoretical research cannot completely determine the insulation strength 
of an air gap. As a result, only the air gap discharge test results can be used in 
the external insulation design of EHV/UHV power transmission and transformation 
projects. Over the last several decades, test data obtained by domestic and foreign
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scholars through a large number of air gap discharge tests has provided strong support 
for the external insulation design of high-voltage power transmission and transfor-
mation projects [3, 4]. The worth of a large amount of experimental data has not 
been thoroughly investigated. It is critical to investigate the potential value of large 
amounts of experimental data and develop an AI model to predict the breakdown 
voltage. 

Currently, air gap discharge voltage prediction methods primarily include simpli-
fied formula method, physical model, and artificial intelligence algorithm. In 1972, 
Mosch proposed a method for calculating the voltage–time characteristics of long 
rod-plane gaps under positive voltage [5]. In 1976, Carrara and Thione proposed 
a fitting formula for breakdown voltage based on the positive switching impulse 
discharge test results of the rod plate and wire plate gaps, assuming that the leader 
development speed was constant [6]. In 1989, Rizk derived the formula for calcu-
lating the continuous leader’s starting voltage for gap structures such as rod plate, 
wire plate, rod-rod, wire rod, and so on with electrode curvature less than the critical 
radius [7]. In some small specific cases, these simplified methods can really show 
a good fitting effect. Because they are based on many assumptions, the prediction 
effect is poor when a specific condition change. 

In addition to the simplified empirical formula, the second most popular method 
is to solve the physical model to obtain the breakdown voltage of the gap. The 
basic idea behind the physical model of the air gap discharge process is: establish 
mathematical models or criteria for each discharge stage in turn, and then simulate the 
entire discharge process by calculating the key physical parameters of each discharge 
stage [8]. The existing physical models of air gap discharge are primarily concerned 
with positive polarity. Corona initiation model, streamer development model, leader 
initiation model, continuous leader development model, and terminal jump model are 
the main simulation models for different discharge stages. Reather., (1964) developed 
the streamer inception formula based on Townsend theory [9]. The corona initiates 
when the number of electrons at the electrode head reaches 108. Arevalo et al. (2012) 
of Sweden established a space charge calculation model based on Gauss theorem to 
simulate the streamer discharge process, which can consider the change of corona 
shape with the distribution of background electric field [10]. Diaz et al. (2016) created 
a physical model to predict the 50% breakdown voltage of long air gaps, which 
could be used to estimate electric fields, leader and streamer region propagation, 
and so on. In general, building an accurate physical model to describe the discharge 
process is difficult due to the complexity of the physical process of air discharge [11]. 
Furthermore, solving the physical model takes a long time, especially when the air 
gap is large.



Deep Learning-Based Breakdown Voltage Prediction for Ball-to-Ball ... 1295

Many researchers are interested in the machine learning method for predicting the 
breakdown voltage. Bourek et al. (2009) developed the dataset using the streamer 
inception criterion and the electrode curvature radius, gap distance, and applied 
voltage as the input of the fuzzy logic system to predict the breakdown voltage [12]. 
Ruiz et al. (2013) created a neural network model with 100 samples to construct 
the relationship between applied voltage and breakdown [13]. Qiu et al. (2016) 
proposed a machine learning method for breakdown voltages and corona inception 
voltages based on the electric field distribution characteristics and support vector 
machines [14]. Wang et al. (2019) used a support vector machine to create a standard 
operation impulse discharge voltage prediction model for the tower air gap [15, 16]. 
The 1000 kV wine glass tower edge phase air gap discharge voltage was predicted. 
The maximum error of the predicted value of the discharge voltage in the 4–8 m 
long gap is within 10% when compared to the discharge characteristic experimental 
results. 

The traditional machine learning method could only study a small sample size and 
required manual extraction of feature quantity. The success of deep learning in various 
research fields, such as speech recognition and image recognition, demonstrates the 
benefits of deep learning for processing large amounts of data. In this study, we will 
use a convolutional neural network to study the electric field characteristics between 
air gaps and predict the breakdown voltage. 

2 Data 

The breakdown voltage data used in this study was obtained from the IEC 
60,052(2002) [17]. As shown in the Table 1, the value given is a brief overview 
of the highest stable voltage level at which the air gap breakdown occurs. The sphere 
gap spacing ranges from 0.05 cm to 150 cm, and the sphere diameter ranges from 2 to 
200 cm. The breakdown voltage ranges from 2.8 kV to 2250 kV. We generated break-
down samples and withstand samples based on the maximum breakdown voltage as 
the boundary for each given air gap distance and sphere diameter. Comsol is used 
to create the electrode structure, and the applied voltage is used as an input to the 
model to calculate the electrostatic field by finite element method. The electrostatic 
field was calculated using an air gap of 0.05 cm and a sphere radius of 2 cm, with 
an applied voltage of 2.8 kV, as shown in Fig. 1. The electric field between elec-
trodes varies greatly depending on the air gap and electrode structure. We generated 
approximately 5000 samples for use as training data.
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Table 1 Peak breakdown U50%. values (kV) for sphere air gap 

Air gap(cm) Sphere radius 

2 5 6.25 10 12.5 … 200 

0.30 11.2 11.2 

0.40 14.4 14.3 14.2 

0.50 17.4 17.4 17.2 16.8 16.8 

0.60 20.4 20.4 20.2 19.9 19.9 

0.70 23.2 23.4 23.2 23.0 23.0 

0.80 25.8 26.3 26.2 26.0 26.0 

0.90 28.3 29.2 29.1 28.9 28.9 

1.0 30.7 32.0 31.9 31.7 31.7 

… … 

150 2350 

Fig. 1 The electric field 
distribution characteristics 
under a voltage of 2.8 kV 

3 Methodology 

3.1 Convolutional Neural Network 

A multilayer feedforward artificial neural network called a convolutional neural 
network (CNN) is mostly made up of pooling and convolution layers [18]. Convolu-
tional layers are mostly utilized for feature extraction. Utilizing the one-dimensional 
and two-dimensional signals’ local strongly correlated properties, it extracts the local 
features of the signals using the proper convolution kernel filtering. 

In comparison to artificial feature extraction, the neural network can extract more 
distinct features through continuous learning of a large number of parameters. These 
local features are then extended to the overall features to produce the best feature 
extraction. Convolutional neural networks have grown in popularity as a study topic 
recently, especially in the disciplines of speech recognition, pedestrian detection, and 
image processing.
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3.2 Neural Network Architecture Design 

We attempt to design a convolutional neural network to study the characteristics 
of the electric field between air gaps in light of the excellent performance of two-
dimensional convolution networks in image recognition and image understanding. 
The convolution layer is the most important layer in a convolution neural network. 
During testing, the convolution layers act as image filters, extracting features from 
images and calculating match feature points. Equation 1 depicts the operation mode 
of a convolutional layer. 

O(i, j ) = (K ∗ I )(i, j ) =
∑

m

∑

n 

I (i + m, j + n)K (m, n) (1) 

where O represents the convolutional layer’s output, K represents the convolutional 
kernel, and I represent the convolutional layer’s input. 

The number of convolutional layers determines the performance of a neural 
network. In addition to the convolutional layer, there is an input layer, a pooling layer, 
and a fully connected layer. The input layer is the model’s first layer. The polling 
layer is responsible for retaining information from the convolutional layer. The fully 
connected layer is the model’s final layer, and it is responsible for converting the 
input into categories with labels. In this study, the air gap, sphere radius, and applied 
voltage are all inputs to the network model, in addition to the electric field. As a 
result, we created the deep learning model depicted in Fig. 2. 

Fig. 2 Neural network structure for breakdown voltage prediction
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Fig. 3 Deep learning workflow 

3.3 Workflow of Algorithm 

The workflow consists primarily of data labeling, preprocessing, network model 
training, and model testing. Figure 3 depicts the workflow. In machine learning, the 
data labeling process is used to identify the original data (pictures, text files, videos, 
etc.) and add one or more meaningful information tags to provide the following 
so that the machine learning model can learn from it. Our data in this study are 
labeled with breakdown and withstand. Data preprocessing in Machine Learning is 
an important step that helps improve data quality and promotes the extraction of 
meaningful insights from data. In this study, we use normalization to preprocess the 
raw data. The network model training is used to obtain appropriate weights for the 
network in order to achieve good training results. Finally, the test data is used to 
determine the network model’s accuracy. 

4 Results 

To begin, 80% of the data set is chosen at random for training, while the remaining 
data is used for testing. We start with 500 iterations to determine the epochs of the 
model training. Figure 4 depicts the model’s accuracy. It is discovered that when the 
number of iterations exceeds 200, the model’s accuracy does not improve signifi-
cantly. Furthermore, as training times increase, the model is likely to be trained over 
fit. When the training times exceed 400, the test accuracy suffers a slight decrease. 
As a result, in subsequent training, we used 200 iterations to compare network model 
performance with different convolutional layers.

Different model layers and structures will yield different experimental outcomes. 
This paper’s model structure is based on the results of numerous experiments. Further-
more, we compared the effect of the number of convolutional layers on model accu-
racy. We trained the model using various convolutional layers. The training and 
testing results of models with various convolution layers are shown in Fig. 5. The
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Fig. 4 Network model 
accuracy with an iteration of 
500

performance of the 3-layer and 10-layer convolution models is compared using the 
5-layer convolution model proposed in this paper as a baseline. After training these 
three models for 200 times, the classification accuracy of each model for test data 
can reach more than 95%. Based on our findings, a 5-layer neural network model is 
adequate for our training. As a result, we use a 5-layer neural network for our model. 

Finally, using our trained network model and a sphere radius of 50 cm, we 
predicted the breakdown voltage for an air gap of 10 to 20 cm. Figure 6 displays the 
outcomes of the neural network and the experiment. The black solid line represents 
the predicted results, and the red prismatic represents the experimental findings. The 
breakdown voltage can be accurately predicted by the network model, it has been 
discovered.

Fig. 5 Training and test 
results of models with 
different convolutional layers 
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Fig. 6 Comparison of 
experimental results and 
predicted results 

5 Conclusions 

This study proposed a deep learning method for predicting the breakdown voltage of 
the sphere electrode with an air gap space less than 1.5 m. Based on the Comsol elec-
tric field and experimental data as input, the network model can achieve a breakdown 
voltage accuracy of more than 95%. Deep learning is more convenient than tradi-
tional machine learning methods because it does not require the extraction of features 
manually. The preliminary results of using deep learning by combining experimental 
and simulation results show that deep learning has the huge potential t in insulation 
prediction and experimental data mining. 
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Remaining Useful Life Prediction 
Method of Lithium-Ion Batteries Based 
on Relevance Vector Machine 

Qiancheng Tian , Haitao Chen, Shuai Ding, Lei Wang, Jun Huang, 
and Ziwei Yang 

Abstract The wide popularity of lithium-ion batteries in the aerospace field accel-
erates the development of its remaining useful life (RUL) prediction. The RUL of 
lithium-ion batteries can be predicted by the relevance vector machine (RVM), but the 
prediction effect depends on the kernel function. Different kernel functions will get 
different prediction effects. In the SK (SK) RVM, since there is only one kernel func-
tion and the choice is subjective, the effect of RUL is common. This paper proposes 
a new RUL prediction method with multi-kernel (MK) RVM, which enhances the 
accuracy and credibility of the prediction. In order to give full play to the advan-
tages of each kernel function, particle swarm optimization (PSO) is used to realize 
parameters self-optimization. Based on NASA’s battery capacity degradation data 
set, carrying out the RUL prediction of SK and MK RVM. 

Keywords RVM · PSO · Phase-space reconstruction · RUL 

1 Introduction 

With the popularization of lithium-ion batteries, more and more scholars pay attention 
to the RUL prediction. It is very difficult to get the battery mechanism model, the 
data on batteries are few and most of them are not available, so better prediction 
methods are needed for the RUL. Compared with only using the RVM method for 
the RUL prediction, more research work is carried out by combining RVM and other 
methods for prediction [9–15]. 

Currently, there are three main ways to predict the RUL of lithium-ion batteries, 
as shown in Fig. 1. The first category is the method used in the mechanism model. 
Fan [1] used a particle filter to establish an empirical model to describe the law
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Fig. 1 Main RUL prediction methods of lithium-ion batteries 

of capacity degradation and achieve RUL prediction. Wang [2] proposed a battery 
RUL estimation method using RVM and a 3-parameter degradation model. The 
final prediction accuracy depends on the accuracy of the parametric degradation 
model, and the prediction effect is not very ideal. The second category is the data-
driven approach that uses historical data to predict RUL. Zhou [3] proposed an RUL 
prediction method based on the optimized incremental RVM model. The prediction 
effect has made much progress compared with the SVM. The third category is the 
fusion method composed of a variety of methods. Long [4] used a modified AR model 
and obtained better RUL prediction results. Zheng [5] made use of UKF and RVM 
for short-term prediction and gained more accurate RUL prediction results. Because 
SK RVM prediction is subjectively selective and singleness, some researchers began 
to carry out the RUL prediction of MK RVM. 

Parameter and weight determination of kernel function is the key problem of MK 
RVM. Recently, a large number of parameter optimization methods have emerged to 
solve the problem of parameter self-optimization [6–8]. Due to the PSO algorithm, 
it is easier to implement, easier to understand, and faster to converge, this paper 
chooses PSO as the parameter optimization method of MK RVM. 

2 RUL Prediction by SK RVM 

2.1 RVM Algorithm 

RVM is a very powerful tool for regression and prediction based on the Bayesian 
theory framework. It contains Markov, Bayesian, Autocorrelation criterion, and 
Maximum likelihood theory, which can obtain a sparse kernel function sum and 
solve regression and classification problems. RVM is better and more sparse than 
support vector machine (SVM), which makes them faster on the test set. RUL is a 
multi-step time series prediction, a relevance vector regression (RVR) problem in 
essence. It is very suitable to use RVM to predict the RUL of lithium-ion batteries.
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The expression of RVR can be obtained: 

c = φw + ε (1) 

Among them, c is the nonlinear model, w is the weight coefficient, Φ is the 
kernel function matrix, and ε is Gaussian noise which is independent and identically 
distributed. 

The variance and output are: 

σ 2 (x) = (β∗)−1 + φ(x)T
Σ

φ(x) (2) 

c = mT φ(x) (3) 

Among them, β* is the hyperparameter that maximizes the marginal likelihood 
function, and m is the posterior mean. 

The most basic and core part of the RVM is the training algorithm, which trains 
the data to get the training model. In the training process, the maximum likelihood 
function can excavate the data features from the training data and extract the data 
features for data prediction. Prior distribution can identify the level of data and the 
complexity of the system so that more useful data information can be obtained during 
training and the universality of data prediction can be improved. 

The basic training method is the most basic and original training algorithm of 
RVM, which is characterized by simple steps and is easy to implement. The detailed 
process of the basic iterative training algorithm of the RVM is given below. 

Step 1 (initialization): Initialize the hyperparameter and variance, set the number 
of hyperparameters, set the value of each hyperparameter to 0, and set the value 
of variance to 0. 
Step 2 (calculation): Calculate the mean and variance of the posterior distribution. 
Step 3 (update): In the process of iterative calculation, constantly update the 
hyperparameter and variance. 
Step 4 (convergence judgment): Judge whether the convergence condition is 
reached. If not, continue to cycle Step 2 and Step 3 until the maximum number of 
cycles is reached or the gradient of the output result is less than the convergence 
condition. If the convergence condition is reached, the next step is run. 
Step 5 (screening): Compare all hyperparameters with the set values of the 
maximum hyperparameter. If the value of the hyperparameter is greater than 
the set value of the maximum hyperparameter, the corresponding kernel function 
and its weight coefficient will be eliminated. 
Step 6 (prediction): At the beginning of the prediction, the convergence parameter 
obtained in Step 4 is used to substitute the new sample into the model completed 
by training, so as to predict the value.



1306 Q. Tian et al.

In the whole training process, Step 5 needs to set a reasonable maximum value of 
the super parameter. If the selected value of the super parameter is large, the number 
of correlation vectors will be reduced, which cannot fully reflect the characteristics 
and trends of the data and affect the accuracy of the prediction. If the super parameter 
selection value is small, the number of correlation vectors will increase. Although it 
can fully reflect the characteristics of the data, the increase in the calculation amount 
will greatly increase the training time, which will affect the speed of prediction. 

2.2 Phase-Space Reconstruction 

General time series mainly study the model in the time domain, but for chaotic time 
series, both the calculation of chaotic invariants and the establishment and prediction 
of the chaotic model is carried out in the so-called phase space. Therefore, phase-
space reconstruction is a very important step in the processing of chaotic time series. 
The so-called chaotic sequence can be regarded as a set of observed values that 
change over time when a chaotic system is examined. 

Variables in the system are the mutual influence between the phase-space recon-
struction, the basic idea of RUL prediction is significant research on time series 
multi-step prediction. In Takens embedding theorem, the existence of embedding 
dimension D and delay time τ is only proved theoretically without specific expres-
sion. Moreover, time series in practical applications are finite sequences with noise, 
and appropriate values of embedding dimension and time delay must be selected 
according to the actual situation. 

For phase space reconstruction of data, the key problem is how to choose the 
appropriate D and τ. In the actual working process of the lithium-ion battery, there 
is no constant D and τ, and the values of D and τ need to be determined according 
to the working condition. There are two kinds of methods for determining d and τ. 
One is the τ before d, such as the modified Cao method. The other is to determine 
D, τ simultaneously, such as the C–C method. 

2.3 RUL Prediction Experimental Method of SK RVM 

RUL prediction of SK RVM is mainly divided into three parts: phase-space 
reconstruction, RVM modeling, and iterative prediction. 

The first step is to reconstruct the original data sequence with a certain dimension 
and delay to construct the model training data. 

The second step is to train the reconstructed data of phase space and establish the 
RVM prediction model. 

The third step is to use the RVM prediction model to iteratively predict the capacity. 
The prediction model framework of the SK RVM is shown in Fig. 2.
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Fig. 2 Framework of the SK RVM 

In the framework of the SK RVM model, c(1), c(2), …, c(n) is the historical 
capacity data, ‾c(n + 1) represents the predicted capacity data, τ, and m are in 
phase-space reconstruction, respectively. In this paper, τ = 1, m = 6, and time 
window length 6 are selected to reconstruct capacity data. 

3 RUL Prediction by PSO MK RVM 

3.1 MK RVM Algorithm 

MK RVM can have the advantage of multiple kernel functions at the same time. For 
example, it can reflect not only local trends but also global trends. For simplicity, this 
paper first uses the hyperparameter determination method of the SK function to build 
the RVM model of each SK function for training before combining kernel functions, 
so as to determine relatively good hyperparameters. On the basis of keeping the 
setting of single kernel hyperparameters unchanged, kernel functions are combined, 
focusing on optimizing the coefficient of a linear combination of kernel functions. The 
MK RVM model after optimization is compared with the SK RVM model constructed 
by different kernel functions. 

The mathematical expression of the MK kernel function is as follows: 

K5(x, z) = w1K1(x, z) + w2K2(x, z) + w3K3(x, z) + w4K4(x, z) (4) 

Among them, w1, w2, w3 and w4 are the weight. k1, k2, k3, and k4 are the Gaussian 
kernel, the Linear kernel, the Sigmoid kernel, and the Polynomial kernel respectively. 
The method to improve the prediction accuracy is to select the appropriate weight 
coefficient. Considering many situations, PSO is chosen to realize self-optimization 
of weight coefficients.
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3.2 PSO Algorithm 

The main idea of the PSO algorithm is information sharing, from the local optimum 
to the global optimum. 

The particle’s velocity vi is updated: 

vd 
i = wvd 

i + c1r1(pd i − xd i ) + c2r2( pd g − xd i ) (4) 

The particle’s position xi is updated: 

xd i = xd i + αvd 
i (5) 

Among them, i = 1, 2, 3 . . .  M , d = 1, 2, 3 . . .  N , r1 and r2 are random numbers, 
α is the constraint factor, w is inertia factor, pi and pg are the optimal values, c1 and 
c2 are acceleration constants. 

3.3 RUL Prediction Experimental Method of MK RVM 

Figure 3 is the flow chart of the MK RVM model. The calculation method of root 
mean square error (RMSE) is as follows: 

RM  SE  =
[\\\1 

n 

nΣ

i=1 

(x(i ) − x(i ))2 (6)

Among them, x(i ) represents the actual capacity value, n is the capacity cycle 
number, and x(i ) represents the capacity predicted result. 

The RUL prediction of MK RVM is similar to that of the SK method. PSO can 
optimize the weight of functions on the capacity degradation data before the starting 
point of training, to construct the MK RVM model of particle swarm optimization. 

4 Prediction Simulation 

4.1 The Experimental Data 

The lithium-ion battery data used in this article came from NASA’s datasets. The 
dataset contains charge and discharge data for batteries 5, 6, 7 and 18. All four 
batteries have a rated charging capacity of 2Ah and a constant charging current. Select 
the battery capacity as the indicator of battery performance degradation. When the
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Fig. 3 Block diagram of MK RVM model

capacity degrades to 70%, the battery life is over. The battery capacity degradation 
curve is shown in Fig. 4.

4.2 Analysis of Experimental Results 

Taking the No.6 battery as example, the expected starting point has a great influence 
on the prediction effect. The lifetime of the lithium-ion battery is predicted when SP 
is 40, 60, and 80 cycles. In order to reflect the predictive effect, this paper compares 
the results of SK and MK RVM. The prediction effects are shown in Table 1.

Among them, SP is the predicted starting point, EP is the predicted lifetime 
endpoint, RP is the remaining life of prediction, RE is the real error, MAE is the 
mean absolute error, and RA is the relative accuracy.
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Fig. 4 Battery capacity 
degradation curve

Table 1 Comparison of prediction results of MK and SK RVM 

SP algorithm EP RP RE MAE RMSE RA 

40 SK 104 64 4 0.0417 0.0474 94.1% 

MK 110 70 2 0.0258 0.0351 97.1% 

60 SK 102 42 6 0.0512 0.0560 87.5% 

MK 107 47 1 0.0234 0.0309 97.9% 

80 SK 96 16 12 0.0854 0.0927 57.1% 

MK 102 22 6 0.0266 0.0348 78.6%

MAE  = 
1 

n 

nΣ

i=1 

|x(i) − x(i )| (7) 

In Table 1, no matter MAE or RMSE, the value of particle swarm optimization 
MK RVM is lower, and its prediction effect is better than that of SK RVM. 

Focus on the comparison of the prediction effect when SP = 60. The solid red, 
dashed blue and solid black lines are the real value of capacity degradation data, the 
predicted value of capacity degradation data and the failure threshold respectively. 
The 3σ confidence interval is the light blue shaded area. 

In Fig. 5, when the SP is 60, the EP is 102, the RP is 42, the true endpoint of life 
is 108, the true RUL is 48, and the 3σ confidence interval is [88,119], and the RA of 
prediction is 87.5%.

In Fig. 6, when the SP is 60, the EP is 107, the RP is 47, the true endpoint of life 
is 108, the true RUL is 48, and the 3σ confidence interval is [89,126], and the RA of 
prediction is 97.9%.
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Fig. 5 SP = 60, SK RVM prediction

Fig. 6 SP = 60, MK RVM prediction 

5 Conclusion 

In this paper, an RUL prediction method of MK RVM based on PSO is proposed. MK 
can have the advantage of multiple kernel functions and reflect not only local trends 
but also global trends. To reduce the coupling between kernel functions, multiple 
kernel functions are combined linearly. The RMSE of the training set is taken as the 
fitness function of the PSO to realize the self-optimization of the weight coefficient 
of the MK function. MK prediction method has achieved better prediction results
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than SK RVM. The PSO algorithm is one of the intelligent optimization algorithms. 
The fusion of an intelligent optimization algorithm and MK RVM can effectively 
improve prediction accuracy, which will also become the topic of my subsequent 
research. 
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Capacity Optimization 
of Haolebaoji-Ji’an Railway Freight 
Transportation 

Kai Xu and Xiaoning Zhu 

Abstract Under the guidance of national policies, China Railway tries to take advan-
tages of Haolebaoji-Ji’an railway, one of the north-to-south heavy-haul railway in 
China, to carry out "freight increment" and "road to railway" target. Based on the 
analysis of Haolebaoji-Ji’an railway, this paper analyzes the influence on the trans-
portation corridor capacity from three perspectives. First, the service area covered 
by traffic flow path is limited and the trains make a detour in some areas. Second, the 
capacity of the collection and distribution system cannot fit the demand of railway 
coal transportation. Third, the management of the empty wagon dispatching is still 
disorganized leading to the lack of empty wagon in some stations. According to the 
drawbacks, this paper proposes some strategies and suggestions for enhancing the 
transportation capacity. 

Keywords Haolebaoji-ji’an Railway · Capacity Optimization · Traffic Flow 
Path · Collection and Distribution System · Empty Wagon Dispatching 

1 Introduction 

In China, coal production is mainly located in the northwest, while consumption 
is distributed in the east and south. Due to the unbalanced layout of resource and 
industry, the supply and demand of coal are separated geographically, resulting in 
the transportation situation of "Coal from the north to the south" and "Coal from 
the west to the east". As the main mode of coal transportation in China, railway has 
formed seven vertical and five horizontal transportation corridors. The seven vertical
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corridors include Jiaozuo-Liuzhou Railway, Beijing-Kowloon Railway, Beijing-
Guangzhou Railway, Baotou-Xi’an Railway, Haolebaoji-Ji’an Railway, Nanning-
Kunming Railway, the part of Lanzhou-Chongqing Railway and Lanzhou-Xinjiang 
Railway in Xinjiang. The five horizontal corridors include northern corridor, middle 
corridor and southern corridor in "San Xi" area, Shanghai-Kunming Railway, the 
part of Xilinhaote-Wulanhaote Railway and Bayanwula-Xinqiu Railway in Inner 
Mongolia. As a vital north-to-south heavy-haul railway, Haolebaoji-Ji’an Railway 
catches more and more attention with the growing freight volumes. 

The researches mainly concentrate on the analysis of Haolebaoji-Ji’an Railway 
transportation organization and system, including how to reduce the cost and improve 
the capacity. Based on the transportation market of Haolebaoji-Ji’an Railway, Li 
analyzed the factors and challenges on constructing collection and distribution 
system. Then the strategies were proposed from four aspects: accelerating the 
construction of strategic loading sites along the line, building the coordinated system 
for multi-modal transportation, improving the yard distribution and facilities and 
building the fourth-party logistics platform, so as to promote further development 
of the collection and distribution system for Haolebaoji-Ji’an Railway [1]. Wu et al. 
analyzed the current situation of Haolebaoji-Ji’an Railway transportation capacity 
from the loading station and corridor capacity, rolling stock and unloading equipment, 
collection and distribution system, impact of restricted sections. In order to further 
release the transportation capacity, this research put forward some suggestions such 
as improving the construction of infrastructure, promoting disciplinary operation of 
freight transportation, focusing on the restricted section including Jingbian-Shenmu 
Railway and Xiangyangbei station [2]. Based on the analysis of Haolebaoji-Ji’an 
Railway attraction area and the coal freight market status, Dong and Fu proposed 
the influence of Haolebaoji-Ji’an Railway on China’s coal freight market from the 
following three aspects: the existing layout of coastal coal transportation, the change 
in the coal transportation pattern, and the new trend of the coal transportation reform. 
As a result, Haolebaoji-Ji’an Railway has intensified competition in some regions. 
According to the statistics of China Energy Investment, this research studied on two 
main coal transportation modes including “sea-to-river” transportation and through 
railway transportation. Then this research analyzed the potential transfer of coal 
transportation volume of these two methods to Haolebaoji-Ji’an Railway [3]. 

At present, the researches about Haolebaoji-Ji’an Railway are just at the begin-
ning. The specifical optimization still need to refer to the existing researches about 
heavy-haul railway transportation. Bondin et al. established a nonlinear integer 
programming model based on the through traffic flow marshalling problem caused 
by high traffic density and inefficient transportation capacity to solve the optimal 
problem of the through traffic flow direction [4]. Marin et al. studied the interac-
tion between traffic flow and train, also defined train operation frequency and the 
method of traffic flow path segmentation [5]. Zhang, based on the situation of Baotou-
Shenmu Railway, established an optimization model for the multi-path traffic flow 
organization to calculate the optimized train operation plan [6]. Zhou analyzed the 
defects of the collection and distribution system of Datong-Qinhuangdao Railway, 
and put forward the plan of rebuilding and constructing the corridor to improve



Capacity Optimization of Haolebaoji-Ji’an Railway Freight Transportation 1317

the capacity [7]. Wang studied the collection channel and the construction of 
loading station based on Datong-Qinhuangdao Railway transportation organiza-
tion mode, and proposes a suitable construction scheme for the collection system 
[8]. According to the background of German railway, Cordeau et al. regarded the 
empty wagon allocation problem as a job-shop scheduling problem and established 
a model with the goal of minimizing the dispatching cost of empty wagons [9]. 
Haghani [10] and Beaujon et al. [11] regards the empty wagon allocation problem 
as an inventory problem for each freight operation station to calculate the number of 
the empty wagons needed in the operation. 

How to guarantee the utilization of corridor capacity has become the most impor-
tant issue for Haolebaoji-Ji’an Railway. In this paper, we provide some specific 
suggestions on the optimization of Haolebaoji-Ji’an Railway transportation, on the 
basis of problem analysis. We divide the problem analysis into three parts. In Sect. 2, 
we focus on the traffic flow path. In Sect. 3, the collection and distribution system 
are studied. In Sect. 4, we concentrate on the dispatching of empty wagon. Section 5 
provides strategies for the issues and Sect. 6 includes the paper. 

2 Traffic Flow Path  

Haolebaoji-Ji’an Railway originates from Haolebaojinan railway station in Ordos, 
Inner Mongolia and terminates at Ji’an station on the Beijing-Kowloon Railway, 
which passes through seven provinces and regions, including Inner Mongolia, 
Shanghai, Henan, Hubei, Hunan and Jiangxi. It is one of the Class I railway lines 
in Chinese national railway system and the possesses the total length of 1813.5 km. 
With the operation of Haolebaoji-Ji’an Railway, “San Xi” area and “Liang Hu Yi 
Jiang” area is directly connected by railway which result in more convenient coal 
supply. However, the problems in traffic flow path will lead to insufficient capacity. 
The main problems are as follows. 

2.1 Limited Service Coverage 

Based on the loading statistics in 2022, Haolebaoji-Ji’an Railway covered 15 railway 
bureaus and 22 provinces. The specific proportion of train destination is shown in 
the Table 1 below.

As shown in the table, the central regions in China, such as Hubei, Jiangxi, Hunan 
and Henan, is the main direction of Haolebaoji-Ji’an Railway transportation. The 
provinces surrounding the railway corridor, such as Anhui, Jiangsu, Chongqing and 
Sichuan, is the secondary direction. While some provinces far away from the line, 
such as Qinghai, Gansu, Jilin, Heilongjiang, Hainan and Tibet, have not been covered 
yet. Therefore, Haolebaoji-Ji’an Railway still has great potential in the coal trans-
portation with further development through the optimization and adjustment of traffic 
flow path.
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Table 1 Loading direction of Haolebaoji-Ji’an Railway in 2022 

Index Province Percentage(%) Index Province Percentage(%) 

1 Hubei 38.51 12 Ningxia 0.54 

2 Jiangxi 20.88 13 Shanxi 0.39 

3 Hunan 14.84 14 Fujian 0.25 

4 Henan 12 15 Yunnan 0.21 

5 Anhui 2.88 16 Zhejiang 0.19 

6 Jiangsu 2.32 17 Shaanxi 0.1 

7 Chongqing 1.77 18 Guangdong 0.09 

8 Sichuan 1.4 19 Hebei 0.02 

9 Shandong 1.1 20 Shanghai 0.01 

10 Guizhou 1.09 21 Liaoning 0.01 

11 Guangxi 0.72 22 Xinjiang 0.005

2.2 Angular Wagon Flow 

The connecting line between Baotou-Xi’an Railway and Haolebaoji-Ji’an Railway 
has a negative influence on the traffic flow path. If a train from Baotou-Xi’an Railway 
want to get to Haolebaoji-Ji’an Railway, it need go to Taiyuan-Zhongwei-Yinchuan 
Railway by transferring at Suide station first and then pass through Yangqiaopan 
station and Jingbiandong station. The whole traffic flow path produces a large number 
of detours and generates serious angular wagon flow problems. 

(1) Repeated occupation of equipment. 
The angular wagon flow means that the circuitous transportation exists which 

will occupy the up and down equipment respectively and have an impact on the 
transportation capacity. The more angular wagon flow in the traffic flow path, 
the more waste of railway station capacity. 

(2) Affecting other traffic operations in the rail exchange yard. 
Railway stations generally have lines dedicated to special operations in the 

rail exchange yard, such as filling the refrigerated truck with ice. The occupation 
of the rail exchange yard by the angular wagon flow will interfere with these 
operations and increase the dwell time of these vehicles at the station. 

(3) Increasing the station transit time and reducing transport efficiency. 
The operation procedures of adapting the angular wagon are as below: arrival, 

disintegration in the first system before the transition, aggregation before tran-
sition, transition, second disintegration, aggregation, grouping and departure. 
Therefore, the vehicle operation time is additional. 

(4) Increasing transportation costs and consuming railway station adaptation 
capacity.



Capacity Optimization of Haolebaoji-Ji’an Railway Freight Transportation 1319

Angular wagon flow makes the shunting operation and dwell time increased 
which will bring substantial cost such as operation expenses, cargo detention 
fees and Infrastructure costs in railway stations. If there are many angular wagon 
flows, the economic losses in operation and engineering can be considerable. 

3 Collection and Distribution System 

The concept of “insisting on integrated planning and supporting the construction of 
the collection and distribution system” was proposed in the beginning of Haolebaoji-
Ji’an Railway project. In fact, the construction of the collection and distribution 
system is obviously slower than the main line. The slow construction progress of the 
special railway lines and coal bases around the railway line leads to the lack of the 
capacity. 

3.1 Inadequate Supply in Collection 

The main coal supply for Haolebaoji-Ji’an Railway comes from "San Xi" area. Inner 
Mongolia has a coal production capacity over 70 million tons, but most of the volume 
is transported by water rather than railway. It is estimated that the coal supply will 
be about 20 million tons in 2021 and about 35 million tons in the long term. Coal 
supply in Shaanxi is more than 100 million tons. While due to the relatively slow 
construction of coal mines, the actual production capacity is limited. It is estimated 
that in 2021, Yulin will supply about 40 million tons of coal for transportation by 
Haolebaoji-Ji’an Railway, and about 60 million tons in the long term. The annual 
output of Shanxi coal is about 6 million tons, which is mainly for local sales at 
present. After connecting with Haolebaoji-Ji’an Railway in the future, it is estimated 
that the coal supply will be about 3 million tons. 

Because Haolebaoji-Ji’an Railway is a new planned coal transportation corridor, 
there are a lot of disadvantages such as development condition, coal supply and 
transportation distance. The slow construction progress of infrastructure leads to the 
loss of originally planned coal supply. At present, the construction of the main line 
and connecting line is at normal process. While the construction progress of the 
collection station and special railway line is obviously lagging, which results in the 
lack of collection capacity. In summary, it is necessary to speed up the development of 
direct connection projects of coal sources to ensure the long-term coal transportation 
indicators.
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3.2 Inadequate Capacity in Distribution 

With the decline of the coal production capacity in “Liang Hu Yi Jiang” area, the 
coal consumption demand has gradually increased. The annual coal consumption 
in Hubei Province is about 120 million tons, with 115 million tons imported from 
other provinces, of which about 57 million tons are imported by railway. The annual 
coal consumption in Hunan Province is about 100 million tons, with 82 million 
tons imported from other provinces, of which about 33 million tons are imported by 
railway. The annual coal consumption of Jiangxi Province is about 82 million tons, 
with 78 million tons imported from other provinces, of which about 33.5 million 
tons are imported by railway. 

The coal bases supporting the line are mostly in the stage of planning, design 
and construction because of the aspects such as land and environmental, resulting 
in the lack of capacity in the short term. As of 2020, only Hubeihuadianjiangling 
Electric Power Plant and Guodiantoufenyi Electric Power Plant have been opened 
in the distribution system. While the demand requires the coal to be transferred to 
other lines in order to get to the destination, the current capacity cannot satisfy the 
demand of "Liang Hu Yi Jiang" area. Restricted by the existing railway line capacity, 
Haolebaoji-Ji’an Railway cannot be utilized fully. 

4 Empty Wagon Dispatching 

In the process of railway transportation production, transportation organization must 
insist on the principle of "unloading-Wagon plan-loading" which means sending out 
loaded wagons and recycling empty wagons. Therefore, empty wagon is an impor-
tant factor affecting transportation efficiency. Empty wagon dispatching involves the 
whole links of the transportation system including rolling stock, unloading equipment 
and so on. 

The collection and distribution system of Haolebaoji-Ji’an Railway is relatively 
scattered which may bring challenges on transportation organization. At present, the 
empty wagon dispatching plan of Haolebaoji-Ji’an Railway is given by China State 
Railway Group. The empty wagons mainly come from Wuhan Bureau, Nanchang 
Bureau and Guangzhou Bureau to meet the demand of Taiyuan Bureau and Xi’an 
Bureau through some boundary stations such as Goulinnan, Yueyangbei and Xinyuxi. 
And Xi’an Bureau also offers some empty wagons to Hohhot Bureau. Without fixed 
train marshalling for empty wagons, the whole dispatching is filled with randomness 
which means the railway bureau can get the empty wagons in case of shortage without 
schedule. In another word, the unreasonable utilization of the empty wagon leads to 
the insufficient capacity.
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And due to the inconsistent rolling stock model, there are all kinds of unloading 
equipment which may affect the unloading efficiency of the arrival station. Without 
the supporting of advanced equipment, just unloading by manual work or ordinary 
dumper will result in a backlog of the wagons at the station. For example, Jiangling 
Station use the single hook unloading dumper which can only unload one vehicle at 
a time in the initial stage. The low efficiency has a direct effect on the whole corridor 
capacity. 

5 Capacity Optimization Strategy 

In view of the above problems, this paper proposes the following constructive 
suggestions for the capacity optimization of Haolebaoji-Ji’an Railway freight 
transportation. 

5.1 Traffic Flow Path Adjustment 

(1) Expanding the scope of services 
The premise of expanding the scope of services is to enhance the railway 

capacity. With the boom of the economic, railway freight transportation get 
the development opportunities. Haolebaoji-Ji’an Railway corridor can connect 
with Dongsheng-Wuhai Railway, Taiyuan-Zhongwei-Yinchuan Railway, Datong-
Puzhou Railway, Lanzhou-Lianyungang Railway, Nanjing-Xi’an Railway, Jiaozuo-
Liuzhou Railway, Beijing-Kowloon Railway, Shanghai-Kunming Railway, Beijing-
Guangzhou Railway by the connecting line to cover the coal transportation network 
of “nine vertical and six horizontal”. 

And with the development of the connecting line, the traffic flow path will update. 
Haolebaoji-Ji’an Railway can get the coal from Shanggao-Xinyu Railway through 
Wushenqinan connecting line and Taolimiaonan connecting line. The traffic flow path 
is the coal mine in Ordos-Wushenqi station-Wushenqinan connecting line/Taolimiao 
station-Taolimiaonan connecting line-Haolebaoji-Ji’an Railway. The whole traffic 
flow path of Taiyuan-Zhongwei-Yinchuan connecting line is the coal mine in 
Ningxia- Taiyuan-Zhongwei-Yinchuan Railway-Yangqiaopan station-Jingbiandong 
connecting line-Haolebaoji-Ji’an Railway. And Baotou-Xi’an connecting line brings 
the coal mine in Shaanxi, Lanzhou-Lianyungang connecting line sends the coal from 
Haolebaoji-Ji’an Railway to the center and east of China, Zilin station connecting 
line connects Haolebaoji-Ji’an Railway and Jiaozuo-Liuzhou Railway. 

(2) Optimization of angular wagon flow 
First, choose a reasonable location for the railroad station. Yan’andong station, an 

intersection between Baotou-Xi’an Railway and Haolebaoji-Ji’an Railway, can be set 
up as a technical station to eliminate the angular wagon flow. And select the direction 
of the line into the station appropriately for the angular wagon flow is generated by
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mismatching between railway line and station. When setting up the line, we should 
not only pay attention to the safety and the capacity of the receiving operation but 
also reduce the conflict with other operation. In summary, use the straight line to 
replace the angular wagon flow in the traffic flow path. 

Meanwhile, it is effective to enhance the capacity by planning long-distance 
through transportation and making long-distance through train marshalling. The 
long-distance through train need fewer number of uncoupling and less cost. In another 
word, with the sufficient line conditions, the long-distance through transportation can 
reduce the number of angular wagon and remarshalling operation. When the capacity 
is not enough, diversion of operation to other auxiliary stations is quite useful. This 
method is suitable for large and scattered traffic flow and the direction of the diversion 
should minimize conflict as much as possible. 

5.2 Collection and Distribution System Construction 

(1) Push forward the construction progress of collection and distribution project. 
Among the planned collection and distribution projects, less than half of the 

projects have been started, and only a few have been completed. As to the collec-
tion system, it is necessary to accelerate the process of constructing collection 
station and special railway line projects such as Nalinhe and Yankuangyingpanhao. 
Meanwhile, it is also important to focus on the construction of the connecting line 
between Haolebaoji-Ji’an Railway and other railway such as Baotou-Xi’an Railway 
and Xilinhaote-Wulanhaote Railway. And the focus of the distribution system is 
the construction situation of Huarong coal railway-water intermodal logistics base, 
Yueyang coal railway-water intermodal base and Xinyu coal storage base and other 
projects. By putting the project into operation, Haolebaoji-Ji’an Railway can estab-
lish the connection with the existing railway to increase the transportation direction 
and volume. 

With the construction of collection and distribution project, building a unified 
information platform for railway, coal supply and demand becomes more and more 
important. The transparent collection and distribution information can promote trade 
development, reduce coordination cost, realize the seamless connection and improve 
the efficiency. 

(2) Focus on logistics system construction 
Traditional railway station is difficult to adapt to the development of modern 

logistics if not considering warehousing, packaging, processing, distribution facil-
ities and information system. In order to develop railway logistics, railway freight 
yards should be professionalized, standardized, scaled and marketed. The logistics 
station is capable of handling coal transportation, storage and processing opera-
tions, while also providing personalized service for costumers, with loading and 
unloading, measuring, safety testing, information systems and other equipment.
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And relying on the stations around the coal mining areas, the pressure of 
single coal source from Jingbian-Shenmu Railway can be relieved by constructing 
strategic cargo-loading spots such as Haizetan and Wushenqinan. In the region 
with rich coal resources and output capacity such as Taolimiao, Jingbian, Yan’an 
and Hancheng, the construction of the collection and transportation facilities can 
stimulate the coal market demand and adapt to the future development. 

5.3 Empty Wagon Dispatching Strategy 

(1) Make a scientific empty wagon dispatching plan 
China Railway Group need to make a scientific and effective empty wagon 

dispatching plan for solving the problem of random adjustment. Before formulating 
the plan, it is necessary to consider the daily loading demand and the difference 
between the loading station on the line in order to calculate the number of empty 
wagons that should be sent back more accurately from the perspective of the whole 
corridor. Under the premise of guaranteeing the number of the empty wagon and the 
transportation distance, empty wagon dispatching can consider proximity principle 
which means sending the empty wagons to the demand area from the stations around 
the line first. 

According to the unbalanced supply and demand, the empty wagon dispatching 
plan for Haolebaoji-Ji’an Railway can be based on the through empty wagon train 
and the empty and loaded wagon mixing composition train. The through empty 
wagon train can transport empty wagons quickly and in large quantity. The empty 
and loaded wagon mixing composition train need less assembly time and can also 
supplement some empty wagons. 

(2) Reinforce the railway management 
The railway bureaus operating the coal transportation network should divide 

the responsibilities clearly and exchange the relevant information fluently based on 
the existing management model. For example, the stations in the charge of Xi’an 
Bureau are mostly loading station, while the stations in the charge of Wuhan 
Bureau are mostly unloading station. Therefore, Xi’an Bureau need the empty 
wagons from Wuhan Bureau sufficiently and steadily. 
(3) Improve infrastructure conditions 

The capacity of the railway is determined by the restricted sections on the 
line which means some sub-lines may affect the capacity of the whole line. The 
cargo from Taiyuan-Zhongwei-Yinchuan Railway and Shanggao-Xinyu Railway 
account for about 40% of the collection volume and the cross-line cargo account 
for about 70% of the distribution volume. Therefore, the restricted sections of 
the other railway will still have an impact on the capacity of Haolebaoji-Ji’an 
Railway. It is necessary to improve the infrastructure conditions and upgrade the 
equipment. For example, building the double track railway, increasing the station 
track and use the same wagon model.
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6 Conclusion 

This paper discusses the issues of Haolebaoji-Ji’an Railway from three perspec-
tives: traffic flow path, collection and distribution system, empty wagon dispatching. 
And then this paper analyzes the harm of each issue to the whole corridor. At 
last, some strategies and suggestions are put forward in order to optimize the 
freight transportation organization and enhance the corridor capacity for the further 
development. 
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Electric Field Simulation 
and Optimization of Environmentally 
Friendly ±400 kV DC Wall Bushing 

Xiaohui Duan, Sai Liu, Yinghui Chai, Shuai Du, Xian Cheng, 
and Xiangyuan Dong 

Abstract SF6 is still widely used as insulation medium for DC wall bushing, 
although it possesses strong greenhouse effect. C4F7N/CO2 mixture gas has attracted 
attention as a potential SF6 alternative gas. In this paper, the dielectric strength of the 
4% ~ 6% C4F7N/CO2 mixture gas is calculated. When the gas pressure is 0.6 MPa, 
the breakdown field strength is about 18.03 kV/mm under power frequency voltage 
and about 21.56 kV/mm under lightning impulse. Secondly, a 3-D model of the DC 
wall bushing is established, and the internal electric field distribution is simulated 
and calculated. The maximum field strength is 25.24 kV/mm at the end of the shield. 
Finally, the shield structure is optimized by BP neural network, the maximum value of 
the field strength is reduced by 7.9 kV/mm and the electric field nonuniformity coef-
ficient is reduced to 3.2 after optimization. Based on the breakdown field strength, 
liquefaction temperature and other factors, the 4% ~ 6% C4F7N/CO2 gas mixture at 
0.6 MPa has the potential to be applied to ± 400 kV DC wall bushing. 

Keywords ± 400 kV DC wall bushing · C4F7N/CO2 mixture gas · Electric field 
optimization · BP neural network
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1 Introduction 

China clearly puts forward that carbon emissions will reach the peak by 2030 and 
be carbon neutral by 2060, and the whole industry must strive to achieve. In HVDC 
transmission project, DC wall bushing is one of the most critical and important 
equipment, which is often called the "throat" of HVDC transmission project [1]. 

There have been many successful cases of researches on DC wall bushing in 
China. The ± 800 kV DC wall bushing developed by China XD Group and Xi ’an 
Jiaotong University has passed the test. The bushing is capacitive bushing. China 
Electric Power Research Institute has successfully developed ± 1100 kV DC wall 
bushing, which has played an important pioneering role in China [2].Pinggao Group 
has carried out research on key technologies of ultra-high voltage DC wall bushing 
and completed the development of ± 550 kV DC wall bushing [3]. However, SF6 is 
widely used as insulating gas for the above bushings. 

The DC breakdown characteristics of C4F7N are also widely concerned. Some 
researchers reported that SF6 insulation performance is 30% higher than 7.8% C4F7N/ 
CO2 gas mixture at 0.4 MPa air pressure [4–7]. Others pointed out that under quasi-
homogeneous electric field, the positive and negative DC breakdown field strength 
of C4F7N/CO2 mixture increases with pressure [8]. The gas mixture has good insula-
tion recovery performance. Under highly non-uniform electric field, the breakdown 
voltage of positive polarity decreases with the increase of pressure, which means 
C4F7N/CO2 has obvious polarity effect [9–11]. 

At present, there is little research on the application of environmental protection 
gas in DC wall bushing. In this paper, the physical properties of C4F7N/CO2 mixture 
gas were analyzed firstly, and the insulation strength threshold values under different 
mixing ratios and air pressures were obtained. Secondly, the structure of DC wall 
bushing is studied, its 3-D simulation model is established, and the electric field 
simulation analysis is carried out to obtain the overall electric field and voltage 
distribution inside the DC through wall bushing. Finally, according to the electric 
field simulation results, BP neural network is used to optimize the shield to obtain 
the optimal solution of the electric field distribution. 

2 Characteristic Analysis of C4F7N/CO2 Gas Mixture 

2.1 Insulation Strength of C4F7N/CO2 Gas Mixture 

According to paper data, the conversion ratio of 4% ~ 6% C4F7N/CO2 gas mixture 
to SF6 under the same air pressure is 0.75. Taking lightning impulse voltage and 
power–frequency AC voltage as an example, the formulas of SF6 power–frequency 
AC voltage and lightning impulse voltage is shown as follows: 

Edt  = 65(10 p)0.73 kV/cm (1)
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Fig. 1 Breakdown field 
strength curve under 
lightning impulse voltage 
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Edt  = 75(10 p)0.75 kV/cm (2) 

where p is the absolute pressure of SF6 and Edt is the breakdown field strength. 
According to the existing empirical formula of SF6 insulation characteristics, the 

insulation characteristic curve of 4% ~ 6% C4F7N/CO2 mixture gas is shown in 
Fig. 1. 

Based on the empirical formulas and the curves in these figures, it can be concluded 
that the insulation breakdown field strength of 4% ~ 6% C4F7N/CO2 mixture presents 
a slightly saturated trend with the increase of air pressure. The value of Edt for a gas 
mixture of 4% ~ 6% C4F7N/CO2 at gas pressure of 0.6 MPa is 18.03 kV/mm for 
power frequency voltage and 21.56 kV/mm for lightning impulse, as an example. It 
should be noted that the conclusion data obtained from formula (1) and formula (2) 
are the lower limit values obtained by integrating multiple groups of data. The result 
calculated by the formula is on the small side, which may lead to the problem of over-
insulation during selection. The formula is only applicable to quasi-homogeneous 
electric field and has no practical reference effects for highly non-uniform electric 
field. 

3 Calculation Model 

The DC wall bushing consists of five main parts, including the hollow composite 
insulator, the through-wall cylinder, the shield, the central conductor and the grading 
ring, as shown in Fig. 2. Both sides of the through wall cylinder are respectively 
connected with indoor and outdoor hollow composite insulators, which are coaxial. 
The length of outdoor insulator is longer than that of indoor insulator. The shielding 
cover structure is set inside the cylinder, fixed on the inner wall of the through wall 
cylinder, and the two are directly connected. The through wall cylinder is embedded 
on the wall and directly connected with the earth to achieve zero potential. Therefore,
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Fig. 2 3-D model of a DC wall bushing 

the overall shielding cover is also zero potential, which plays a role in shielding and 
optimizing the electric field. The central conductor is directly fixed with the grading 
ring and does not contact any other parts inside the bushing. The bushing is mainly 
protected by the inner insulating gas. 

Table 1. lists the material parameters of the DC wall bushing, which is used for 
simulation. The bushing operation needs to be tested by various forms of voltage and 
current. To simplify the simulation process and check the validity, the most stringent 
lightning surge voltage of 1255 kV was selected as the applied voltage value. 

Table 1 Material parameters of DC wall bushing 

Material relative dielectric 
constant 

specific 
conductance(S/m) 

Critical breakdown field 
strength(kV/mm) 

Air 1.0005 - 3.0 

SF6 1.002 - ≥ 6.5 
Silicone rubber 
umbrella skirt 

11.7 10–12 22 

Epoxy glass tube 4.2 10–14 18 

Metallic conductor 1010 5.81 × 107 -

Wall 6 - -
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Fig. 3 Initial potential and 
field intensity distribution of 
± 400 kV DC wall bushing 

V-potential distribution E-field intensity distribution 

4 Analysis of Electric Field Simulation Results 

4.1 Analysis of Electric Field and Potential Simulation 
Results 

The calculated results are shown in Fig. 3. From the thermal diagram of potential, 
it can be seen that the central conductor and the grading ring at both ends are in the 
region with the highest potential and gradually diffuse to the middle. The potential 
distribution is shaped like a letter K. The distribution of electric field is relatively 
balanced, but the peak value is too high, and the maximum field intensity is within 
the arc region at the end of the shield, which is 25.2441 kV/mm. A large electric field 
is also formed on the outer surface of the arc at both ends, which is the weakness of 
the whole ± 400 kV DC wall bushing. 

4.2 Analysis of Electric Field Nonuniformity 

For the complex electric power equipment, the electric field nonuniformity inside 
the bushing is an important basis for selecting the environment-friendly internal 
insulating gas. The electric field nonuniformity coefficient f is introduced, and f 
represents the ratio of the maximum field intensity Emax to the average field intensity 
Eavg in the selected analysis area. The specific formula is as follows: 

f = Emax 
Eavg 

(3) 

In the formula, f is the coefficient of electric field nonuniformity, Emax is the 
maximum field intensity, and Eavg is the average field intensity.
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Fig. 4 Equivalent electrode structure of ± 400 kV DC wall bushing electric field nonuniformity 

As shown in Fig. 4, the  ±400 kV DC wall bushing is divided into five regions. 
The middle area of the through-wall cylinder can be approximately equivalent to a 
spherical-plate electrode, which is a quasi-homogeneous electric field. The middle 
of the insulating tubes on both sides can be approximately equivalent to a plate-
electrode, which is a uniform electric field. The shield cover is the area with the 
largest nonuniformity of the electric field of the whole bushing, with the maximum 
field strength of 25.2441 kV/mm, located at the arc end of the shield cover. The 
average field strength is 4.59 kV/mm, and the calculated electric field nonuniformity 
is 5.5, which is highly non-uniform electric field. 

5 Optimization of Shield Structure 

5.1 Parametric Design of Shield Structure 

It can be seen from the above that there is a maximum field intensity at the arc at 
the end of the shield. In order to explore the law of structure of the two-section arc 
and the peak field intensity, parametric design of the arc is carried out. As shown in 
Fig. 5, the first segment of the arc is tangent to the line, with the outer radius set to r2 
and the termination angle set to θ2. The second segment of the small arc is initially 
angled tangent to the large arc, with the outer radius set to r1 and the termination 
angle set to θ1. The absolute positions of the arcs at both ends can be determined by 
these four parameters, and the electric field relationship under different structures 
can be simulated by setting the combination of different parameters.

When r1 = 14 mm and r2 = 58 mm, θ1 and θ2 are set at different angles. Partial 
results are shown in Fig. 6. When θ2 = 150◦, the maximum electric field increases 
with θ1, and the strong electric field is distributed at the tip. When θ2 = 120◦, the  
strong electric field diffuses to the epoxy glass tube, which increases the internal 
field intensity of the glass tube. As can be seen, the arc parameters can significantly 
change the distribution of the surrounding electric field, which in turn affects the 
selection of environmentally friendly insulating gases, and it is necessary to find the 
optimum solution for the peak field strength.
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Fig. 5 Setting of arc 
parameters of the shield

Fig. 6 Influence of partial structural parameters on electric field distribution 

5.2 Optimization Method Based on BP Neural Network 

There is a mapping F between the maximum value of the internal field strength of 
the ± 400 kV DC wall bushing and the structural parameters of the circular arc at 
the end of the shield. 

Emax = F(r1, r2, θ1, θ2) (4) 

In the above formula, Emax is the maximum field intensity inside the bushing. 
The objective of optimization is to obtain a set of values of r1, r2, θ1 and θ2 to 

minimize the target object Emax . Because this mapping relationship is multidimen-
sional and non-linear, it is impossible to obtain the expression from a few simple sets 
of data. It is common practice to select the domain of definition of each variable and 
then compose all permutations of the variables and input them into the simulation 
software for computational solution. Although the process is clear and the method 
is simple, this enumeration method needs to consume a lot of computing power and 
time, because there are too many combinations of variables, it is impossible to find 
out the rule between variables and the objective function. Take this ± 400 kV DC 
wall bushing shielding optimization task as an example. When r1, r2, θ1 and θ2 values 
range from [12, 22], [58, 70], [-60, 60] and [120, 180] respectively, and the length 
step is 1 mm and the angle step is 2, a total of 270,413 sets of solutions need to be 
solved. Each set of simulation solutions takes 20 s, and a total of 1502 h are needed. 
Clearly this cost of calculation and time is huge and undesirable.
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Fig. 7 BP neural network model and training loss and accuracy 

5.3 Optimization Model and Result Analysis 

In recent years, artificial intelligence has developed rapidly, and BP neural networks 
are widely used in the engineering field because of their powerful fitting and general-
ization capabilities. Figure 7(a) shows the established neural network model, which 
includes input layer, hidden layer and output layer. The input layer is the four vari-
ables of the shield, the hidden layer is designed with three layers and the number 
of neurons is 18, 40 and 40 respectively, only one layer is drawn in the figure for 
brevity, and the output layer is the maximum internal field strength. 

After the design of the network and the pre-processing of the data, the training 
of the BP neural network is started. Adam was selected as the optimizer of network 
training, the initial learning rate was 0.01, and the number of training epochs was 
200. After 100 training epochs, the learning rate was lowered to 0.001, and the loss 
function was selected as MSE (Mean Square Error). In this way, when the initial state 
is fitted with a larger learning rate, it is helpful to skip the local optimal solution and 
converge more quickly. In the later training period, it is helpful to find the optimal 
solution and improve the accuracy of the model by lowering the learning rate to a 
smaller one. To quantify the accuracy metrics of the model, the model prediction 
error of less than 0.2 kV/mm is defined as accuracy_0.2 and the model prediction 
error of less than 0.5 kV/mm is defined as accuracy_0.5. The loss and accuracy curves 
for the model training process are shown in Fig. 7(b). 

As can be seen from Fig. 7, the loss decreased significantly in the first several 
rounds of training, and finally stabilized near zero. Accuracy_0.2 and Accuracy_ 
0.5 showed an upward trend of fluctuation, and there was an obvious segmenta-
tion near the 100 epochs, because the learning rate Settings near the 100 epochs 
were different and the adjustment ranges of parameters were different. The best 
models after training accuracy_0.2 and accuracy_0.5 were 80.4% and 94.4% respec-
tively, which achieved a high accuracy requirement. Using the trained model to solve 
for the minimum of the target object, all possible cases were searched for directly.
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A total of 532,103 sets of solutions were calculated, and as the minimums were very 
close, the ten smallest of these were listed and the Emax truth values were found 
using COMSOL, as shown in Table 2. 

As can be seen from the Table 3, when r1 is 14 ~ 15 mm and θ2 is 180, the values of 
r2 fluctuate. This is because when θ2 is 180°, the central Angle of the first arc is only 
8°. The length of the arc is very small, so r2 has little contribution to the geometric 
shape of the arc. It is between 58 and 70. θ1 is the end Angle of the second arc. The 
value ranges from −20 to 60. It can be seen from the table that the predicted value of 
the model is basically equal to the calculated value of COMSOL simulation, and the 
error is completely within the range that can be ignored. With the initial design, Emax 

is 25.2441 kV/mm. After optimization, the results generally decrease about 7.9 kV/ 
mm, and the minimum value of Emax is around 17.3 kV/mm. The average electric 
field intensity in the shield area is 5.43 kV/mm, so the electric field nonuniformity 
f decreases from the initial 5.5 to 3.2, and the highly non-uniform electric field 
is optimized to quasi-homogeneous electric field, with a very obvious optimization 
degree. 

Figure 8 shows the comparison of the field strength along the shield before opti-
mization and after optimization. After selecting appropriate parameters, the overall 
field strength along the surface is optimized, especially at the maximum, the initial 
"double peak" is transformed into "single peak", and the maximum value drops 
from 9.14 kV/mm to 8.2 kV/mm. After optimization, the curve is smoother and the 
ascending gradient is significantly reduced. Therefore, it is recommended to choose 
the above typical values for the shield cover structure of ± 400 kV DC wall bushing.

According to the insulation strength analysis of 4% ~ 6% C4F7N/CO2 mixture gas, 
the breakdown field strength of 4% ~ 6% C4F7N/CO2 mixture gas under lightning 
shock is 18.81 kV/mm at 0.5 MPa. Therefore, if 4% ~ 6% C4F7N/CO2 mixture gas 
is used as internal insulation, the internal air pressure inside the bushing must be 
higher than 0.5 MPa. Because the formula is the breakdown lower limit of multiple

Table 2 Analysis table of model calculation results 

r1(mm) r2(mm) θ1(°) θ2(°) Predicted value of Emax(kV/ 
mm) 

True value of Emax(kV/mm) 

15 70 −24 180 17.31246 17.302 

15 70 −26 180 17.31261 17.316 

15 69 −26 180 17.31309 17.335 

15 69 −24 180 17.31334 17.292 

15 68 −26 180 17.3137 17.313 

14 58 −56 180 17.31418 17.288 

15 68 −24 180 17.31436 17.307 

14 58 −58 180 17.31439 17.3 

15 67 −26 180 17.3144 17.301 

15 70 −28 180 17.31442 17.331 
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Fig. 8 Comparison of the 
field strength along the 
shield before optimization 
and after optimization

groups of tests, a part of the margin has been left, 0.5 MPa can be used as the pressure 
limit. However, in order to fully ensure the safe and stable operation of the ± 400 kV 
DC wall bushing, it is still recommended to set the internal pressure of the bushing 
at about 0.6 MPa under the condition that the internal mechanical structure of the 
bushing can bear it. 

6 Conclusion 

• In order to cooperate with the insulation of ± 400 kV DC wall bushings. Through 
simulation calculation, it is recommended to choose 4% ~ 6% C4F7N/CO2 mixture 
gas at 0.6 MPa. At this time, the power–frequency breakdown field strength of 
the gas mixture is 18.03 kV/mm, and the breakdown field strength of lightning 
breakdown field strength is 21.56 kV/mm. 

• Under the initial DC wall bushing structure, the maximum field strength is located 
at the end of the shield and is 25.24 kV/mm, which is significantly higher than 
the insulation strength of 4% ~ 6% C4F7N/CO2 mixture gas under 0.6 MPa. The 
nonuniformity coefficient of electric field is 5.5, which is highly non-uniform 
electric field, so the initial structure design is unreasonable. 

• Two arcs at the end of the shield are optimized based on BP neural network, 
and the optimal solutions of the radius and rotation angle of the two arcs are 
obtained. Compared with the initial design structure, the maximum electric field 
after optimization is generally reduced by 7.9 kV/mm, and the minimum value is 
around 17.3 kV/mm. The peak value on the surface of the shield is weakened. The 
nonuniformity coefficient of electric field is decreased from 5.5 to 3.2 indicating 
the obvious optimization effect. 
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