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Preface 

Smart and sustainable transportation systems are becoming increasingly important in 
the face of growing concerns over climate change and air pollution. Advanced tech-
nologies such as electric vehicles, connected and automated vehicles, and big data are 
at the forefront of the evolutions of improving efficiency, safety, and accessibility of 
transport systems. Electric vehicles, in particular, have gained widespread attention 
as a sustainable alternative to traditional fossil fuel-powered vehicles. Connected and 
automated vehicles offer the potential to improve safety, efficiency, and sustainability, 
while big transport data provides a wealth of information that can be used to opti-
mize transportation systems in a data-driven way. However, there are still challenges 
that need to be addressed, such as breakthroughs in methodologies and applications 
to fully leverage the potentials of abovementioned techniques and ensuring equi-
table access to transportation services. Innovative solutions and collaboration among 
various stakeholders, including industry, academia, and government, are essential 
to fully facilitate the prosperous development of smart and sustainable transporta-
tion systems. In this regard, the 6th International Symposium on Smart Transport 
Systems is going to be organized in June 2023 to provide a favorable communication 
environment, exchanging knowledge and collaborative platforms among researchers 
and practitioners in the fields of smart transport systems. The vision is to facilitate 
complementary collaborations among academic and industrial communities in terms 
of research, implementation, and applications. 

In 2023, the international symposium finally accepted 21 papers from research 
institutions and countries worldwide. Each paper underwent a comprehensive peer-
review process consisting of two rounds and at least two external reviewers and 
one editorial member. Reviewers and authors engaged in joint dialogues to improve 
papers jointly from different perspectives. The accepted papers cover a wide range 
of topics on smart and sustainable transportation systems. Three papers focus on 
optimizing and managing electric vehicle operation and speed controls to reduce 
operational costs and improve energy efficiency. Another four papers address traffic 
safety analysis and behavior modeling, including human drivers’ speeding behavior, 
user interface, and traffic accident analysis. Four papers investigate the advancement

v



vi Preface

in utilizing autonomous vehicles, consisting of research about environmental percep-
tions, coordination strategy, and speed controls. Meanwhile, another four papers 
investigate the data requisition using emerging data collection tools and utilizing 
trajectories data to predict vehicles’ trajectories, which are indispensable inputs 
for the control of autonomous vehicles. Two more papers examine traffic conges-
tion prediction using big data and machine learning. The remaining papers cover 
different topics in the field of smart transport systems such as on-demand public 
transit, activity-based modeling for transport planning, efficient operations of trucks, 
etc. The authors, mainly scholars and practitioners from Sweden, Germany, Mexico, 
China, and Tunis, had the opportunity to present their research outcomes, exchange 
knowledge, and network in a relaxed and pleasant atmosphere during the symposium. 
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Chapter 1 
Research Progress on Key Technologies 
of Environmental Perception 
and Detection of Transport System 
in Goaf of Coal Mine 

Bo Lu , TaiXue Bei , Zhiwei Meng, Ying Luo, Lei Zhao, Nan Xu, 
Jianhua Liu, and Fayi Yan 

Abstract A large number of mined out areas have been formed after the continuous 
mining of minerals, resulting in many potential safety hazards. With the contin-
uous development of artificial intelligence and machine learning in recent years, 
many researchers have put forward many creative ideas on the intellectualization of 
goaf transportation system. Lidar is widely used in three-dimensional imaging tech-
nology in recent years because of its advantages of small size, high accuracy, and 
fast imaging. This paper systematically summarizes the contributions and problems 
of researchers in recent years from three aspects: autonomous navigation of UAVs, 
point cloud processing, and radar accuracy improvement. The development direction 
of goaf detection technology in the future is summarized to provide a reference for 
the research in related fields. 

1.1 Domestic and International Status Quo 

The goaf formed after the mining of mineral resources is one of the main sources of 
mine disasters. The goaf is a “cavity” caused by artificial mining or crustal movement. 
It is difficult to predict the situation below the surface. During the mining period, 
people and equipment may fall into the goaf at any time. Therefore, it is imperative to 
accelerate the research on the detection technology of the goaf and quickly master the 
internal structure of the goaf with modern technology [1]. At present, the traditional 
drilling method is mainly used for the detection of mined-out areas, high-density
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resistivity surveying [2], Engineering geophysical prospecting [3]. The drilling 
method uses drilling equipment and drilling tools to detect the preset exploratory 
hole location, which is labor-intensive and time-consuming. The high-density resis-
tivity method is affected by such complex factors as the goaf environment and elec-
tromagnetism, which leads to the problems of limited signal propagation distance, 
interference, and refraction of signals. Geophysical prospecting refers to the applica-
tion of geophysical exploration technology to the exploration of goaf. Li Yongming, 
Pan Dongming, et al., proposed that ground penetrating radar with different frequen-
cies is used to detect the goaf, and the general shape of the goaf is obtained from the 
reflected image of electromagnetic wave. Li Guangxu, Gu Hanming, et al., described 
that the ground penetrating radar method and seismic imaging method are compre-
hensively used to detect the karst cavity, and the occurrence state of the cavity is 
obtained. 

In Europe, America, and other countries, there are much researches on the detec-
tion technology of underground goaf, mainly focusing on physical exploration. 
The main technical means used include the high-density resistivity method, three-
dimensional seismic method, transient electromagnetic method. In Britain, France, 
Italy, and other countries, there are many researches on ground penetrating radar 
and laser detection technology, and the microgravity method and shallow seismic 
method are also widely used. In Russia, the seismic reflection wave method, a tran-
sient electromagnetic method, gas emission measurement method, and cross-well 
electromagnetic wave transmission are commonly used in geophysical exploration 
technology. The above methods are conducive to rapid and automatic data acquisi-
tion, but they are easily affected by the location of the mining area, the distribution 
distance of the detection equipment, and the depth of the goaf, resulting in poor 
detection results. 

Compared with traditional detection methods, 3D laser scanning technology 
can effectively improve the work efficiency and detection accuracy of goaf safety 
detection. The 3D laser scanning technology adopts the laser ranging method. By 
measuring the 3D coordinate value, reflectivity, and texture information of each point 
in the goaf, it can quickly scan the surface of the goaf to obtain the 3D point cloud data. 
It has the characteristics of fast detection speed, high accuracy, and a strong sense of 
reality of the goaf model. It has great development prospects in many fields. Miller 
et al. [4] in 1992 proposed that an automatic laser scanning system was installed on 
the probe rod for the first time to detect the excavated area; Li Jielin et al. [5] in 2020 
presented that the lidar will be carried on the UAV (Unmanned Aerial Vehicle) for 
the first time to detect the goaf with complex shape. 

The way of using UAVs to carry detection equipment is gradually applied to the 
field of coal mine detection. Different from the indoor environment mapping, the coal 
mine environment is bad, the signal is poor, and there is much dust. These adverse 
factors put forward higher requirements for UAV autonomous navigation, point cloud 
quality, and radar accuracy. This paper analyzes the tasks and challenges faced by the 
navigation and positioning technology, point cloud processing technology, and radar 
accuracy improvement technology at this stage, and looks forward to its development 
trend in the goaf environment.
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1.2 UAV Autonomous Navigation 

1.2.1 Navigation and Positioning Technology 

Autonomous navigation technology refers to the real-time positioning and envi-
ronment perception of UAVs based on the goaf environment. In recent years, 
with the development of synchronous positioning and map building (SLAM) tech-
nology, multi-sensor fusion SLAM, semantics-based and depth-based learning 
SLAM technology have been derived from traditional SLAM technology, which 
greatly improves the positioning accuracy and robustness [6]. The technical frame-
work for autonomous navigation of UAV in goaf is established through the study of 
SLAM technology, as shown in Fig. 1.1. 

At present, the positioning technology applicable to the goaf environment is 
mainly divided into the following categories: positioning technology based on 
wireless communication, positioning technology based on machine vision, and 
positioning technology based on multi-sensor fusion [7]. 

Nikhil Deshpandea et al. [8] proposed that in the environment a wireless sensor 
node and a wireless sensor network are built. The directional antenna on the robot 
receives the signal strength. Finally, the orientation estimation based on the particle 
filter is used for positioning. The robot successfully realizes autonomous navigation 
and obstacle avoidance, which provides a reference for UAV flight. Lv Hualong of 
Tianjin University designed a UAV autonomous perception and positioning system 
based on binocular vision and improved the algorithm, which can improve the speed

Fig. 1.1 UAV autonomous navigation technology framework 
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Table 1.1 Comparison of positioning methods 

Signal 
carrier 

Positioning method Accuracy Advantage Shortcoming 

Visual 
signal 

Visual positioning 
[10] 

Submicron scale Wide detection 
range 

High processor 
requirements 

Inertial 
navigation 

Dead reckoning Meter Data stability With accumulated 
error 

Bluetooth Ranging 
intersection method 

Meter Simple principle 
and low power 

Limited 
positioning range 

WIFI Fingerprint 
matching method 

Meter Low cost and easy 
to build 

Limited 
positioning range 

Radar Pole method [11] Submicron High precision Low application 
and high cost  

and accuracy of UAV trajectory planning [9]. At present, indoor positioning can 
be roughly divided into two categories, positioning based on the external signal 
source and positioning based on the natural signal source. External signal source 
positioning includes WiFi, Bluetooth, RF with low positioning cost and convenient 
and fast deployment. Natural signal source positioning includes inertial navigation 
positioning and geomagnetic field positioning. Table 1.1 shows the comparison of 
positioning methods. 

When using a single positioning method, there are some shortcomings, such as 
low efficiency, poor accuracy, being greatly affected by the environment, and poor 
robustness. In recent years, many researchers began to use multi-sensor fusion posi-
tioning technology to ensure the reliability of UAV operation and maximum obstacle 
avoidance [12]. 

1.3 Laser 3D Imaging Radar Technology 

1.3.1 Principle and Composition 

The laser 3D imaging system is mainly composed of a 3D laser scanner, a computer, 
power supply, and bracket. Its main component is a three-dimensional laser scanner, 
which is composed of a laser transmitter, a receiver, a timer, a filter, a circuit board, 
and a CCD. It was used initially in the field of surveying and mapping. Because it 
can quickly acquire the three-dimensional coordinate data of the target surface, many 
experts and scholars have gradually transferred the three-dimensional laser scanning 
technology from single-point measurement to surface measurement in recent years, 
in the coal mining, construction, and military fields. Accident handling and other 
fields have been widely used. Its principle is laser ranging. The principle of three-
dimensional laser scanner based on the pulse method is shown in Fig. 1.2, with a
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measuring range of up to 5 km. UAVs are often used to carry out goaf detection. The 
detection platform is shown in Fig. 1.3. Through a large number of point cloud data, 
a three-dimensional coordinate reflectivity and other information on the surface of 
the object to be measured, the three-dimensional model of the object to be measured 
can be quickly presented. 

Fig. 1.2 Schematic diagram of pulse laser ranging 

Fig. 1.3 UAV detection platform
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1.3.2 Point Cloud Processing 

A large number of data points on the surface of the empty area obtained in the UAV 
detection and mapping are called point clouds. With the continuous improvement of 
the performance of the lidar, the efficiency of obtaining point clouds is also increasing. 
The complex environment of the mined-out area and the accuracy of the equipment 
will make the obtained point cloud data noisy, so it is necessary to denoise and 
register the point cloud. 

1.3.2.1 Point Cloud Denoising Technology 

The noise of the point cloud will cause the loss of image edge details. The noise 
reduction of the point cloud is an effective method to improve detection accuracy. 
Three-dimensional point cloud denoising algorithms mainly include methods based 
on partial differential equations, methods based on signal processing, methods based 
on neighborhood filtering, and methods based on projection. Table 1.2 shows the 
common denoising methods and their differences. Abbreviations: MLS (Moving 
Least Squares), LOP (Local Optimal Projection), WLOP (Weighted Locally Optimal 
Projection), FLOP (Feature-preserving Locally Optimal Projection operator), NPD 
(Neural Projection Denoising).

Noise reduction of point clouds has been studied by most scholars, but most of 
them are grid models. The grid model itself will also generate some noise, and the 
algorithm itself will lead to distortion and contraction of the results, so it is not 
ideal. Establishing a 3D point cloud model for direct filtering has certain advantages 
over the Grid model, and how to improve the robustness of its filtering algorithm 
still has great challenges. With the rapid development of in-depth learning in recent 
years, since in-depth learning is data-driven and not controlled by a single model, it 
has significant advantages in processing point cloud data. Some scholars convolute 
the volume grid of the point cloud transformation process, while others propose 
to convolute point cloud data directly, such as PointNet、PointNet++ [13], NPD is 
precisely trained in the early stage by means of deep learning, which greatly improves 
the noise reduction accuracy and is the future development trend. 

1.3.2.2 Point Cloud Registration Technology. 

Point cloud registration is also called point cloud splicing, which is the primary 
work in the data processing. In order to get a complete 3D point cloud model, point 
cloud registration technology is needed because part of the real image information 
is also removed when point cloud denoising is performed to remove interference 
points. At present, there are two popular algorithms: the iterative closest point (ICP) 
algorithm and the normal distributions transform (NDT) algorithm. Tables 1.3 and 
1.4 respectively list their research progress and make a summary and comparison.



1 Research Progress on Key Technologies of Environmental Perception … 7

Table 1.2 Comparison of common noise removal methods 

Classification Literature Usage 
method 

Performance 

Methods based on partial differential 
equations 

Clareng Local finite 
element 

Ideal for surface light 
adaptation 

Lange et al mcvf Better enhancement of 
set features 

Xiao Dynamic 
mean 
curvature 
flow 

Superior to bilateral 
filtering method 

Method based on signal processing Taubin Laplace 
filtering 

Ensure amplitude and 
phase 

Pauly and 
Gros 

Spectrum 
analysis 

Ensuring boundary 
curvature and stability 

A method based on neighborhood 
filtering 

Fleishman Improved 
bilateral 
filtering 

Suppressing shrinkage 

Choudhury Trilateral 
filtering 

Better than non-local 
noise reduction 

Miu Y Non-local 
denoising 
methods 

Feature preservation 

Projection-based approach Lipman LOP Better than MLS 

Huang WLOP No normal estimation 

Liao FLOP Accelerate LOP 

Duan C NPD Low mean square error

A single algorithm has more or fewer shortcomings. For example, the ICP algo-
rithm takes too much time and has too many iterations, which leads to the algorithm 
falling into the local optimal problem. When the initial position and attitude are not 
ideal, only the local optimal configuration can be achieved, and it is also vulnerable 
to noise. Compared with the ICP algorithm, the NDT algorithm has faster speed, a 
larger convergence domain, and better robustness, but it has the problem of unreliable 
attitude solutions due to sparse point clouds. A single radar also has some disadvan-
tages, such as fewer data and sparse point clouds. Therefore, algorithm fusion and 
sensor fusion are hot research directions in the future.
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Table 1.3 ICP and its improved algorithm 

Literature Algorithm Year Improvement points 

Besl [14] ICP 1992 Point to point 

Masuda ICP 1996 LMedS replace LS 

Lu F [15] IDC 1997 User polar coordinate distance 

Trucco [16] RICP 1999 Adopt random sampling method 

Godin [17] ICPIF 2001 Take color and curvature as European invariant features 

Luo xianbo ICP 2004 Incoming label point 

Minguez J [18] MbICP 2006 New distance metric 

Yoshitaka H [19] Intensity-ICP 2007 Introducing point cloud strength information 

Segal G-ICP 2009 Face to face, use the covariance matrix 

Hong S VICP 2012 Data distortion correction 

Yang J L GO-TCP 2013 Branch and bound method 

Alismail H CICP 2014 A continuous time estimation method 

Serafin J NICP 2015 Highlight local characteristics 

Li Renzhong ISS-ICP 2017 Feature extraction using ISS algorithm 

Pavlov AA-ICP 2018 Introducing Anderson acceleration 

Liang Siyao SICP 2021 Adding dynamic iteration factor 

Table 1.4 NDT and its improved algorithm 

Literature Algorithm Year Improvement points 

Biber et al. [20] NDT 2003 2D planar point cloud data matching 

Magnusson M 3D-NDT 2007 Apply to 3D space 

Magnusson M P2D-NDT 2009 Gaussian distribution 

Stoyanovy D D3D-NDT 2012 Normal distribution 

JariSaarinen et al NDT-OM 2013 Recursive update strategy 

Zhang xiao et al NDT 2014 SURF algorithm 

Chen Qingyan 3D-NDT 2015 Introducing curvature features 

Fu Yiran NDT 2018 Improved ICP fusion NDT 

Mu Lili NDT 2021 Genetic algorithm with NDT fusion

1.3.3 Radar Accuracy Improvement 

The high concentration of dust particles in the goaf environment refracts the laser 
energy to a certain extent, which is the main reason for the decline of the lidar accu-
racy. In addition to improving the accuracy of point cloud processing, some scholars 
have also done a lot of research on the lidar itself. Li Xianglian effectively combined 
the liquid crystal phased array and the single slit streak tube for the stability of the 
mechanical beam, which improved the scanning accuracy and distance. Chen Zhen



1 Research Progress on Key Technologies of Environmental Perception … 9

put forward the concept of polarization modulation, using this method to transmit a 
pulse can obtain a complete three-dimensional map. Wu Yuhao used UAV to carry 
lidar, IMU, and GPS to detect the shoal environment and used OpenCV to extract 
stripes from the collected images, which improved the average resolution to the 
centimeter level, providing a new idea for goaf detection. Cui Zihao considered the 
variability of the marine environment and studied the triangulation method and streak 
tube method of airborne lidar. Among them, the triangulation method is applicable 
to short distances, and the streak method is applicable to long distances. Westfeld 
et al. [21] proposed that underwater 3D laser detection has been studied, and the 
results show that triangulation distance measurement has higher accuracy for short-
range imaging, which can reach above a millimeter level. Yao Jinliang proposed a 
method to improve ranging accuracy by registering and superimposing range image 
sequences for airborne radar. 

1.4 Development Trend 

For the unmanned working face in the goaf, it is necessary to ensure the real-time 
transmission of information and the accuracy of positioning. At present, positioning 
technology at home and abroad has great limitations. The main development trends 
can be summarized as follows: 

(1) UAV dynamics model. The goaf environment is complex and changeable and 
faces the risk of machines falling into the goaf at any time. Therefore, when 
building the dynamic model, it is necessary to reasonably determine the instan-
taneous speed, acceleration, and other motion parameters of the detector, and 
improve the endurance time. Before conducting field detection, it is necessary to 
establish a dynamic model that can position itself, and then apply it to practice 
after a successful simulation. 

(2) Algorithm Fusion and Multi-sensor Fusion. There are more or less shortcom-
ings in a single algorithm or sensor. Developing a UAV detection system with 
multi-sensor algorithm fusion technology and combining machine learning can 
improve the reliability and stability of the system. 

(3) Study on the navigation system of goaf. At present, the positioning of the detec-
tion system is mainly realized through global path planning. When there are 
unpredictable obstacles in the path, it is impossible to avoid them in time. 
Therefore, the research on the local path planning of the underground UAV 
in the future is very important. Multi-sensor fusion and point cloud fusion are 
the trends of future research. 

(4) Multi-machine collaboration. Although a single UAV has been widely used in 
various fields, the underground environment of the mining area is complex, 
and a single UAV cannot meet its detection needs. Multi-machine systems can
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significantly improve detection accuracy and efficiency. In the future, multi-
machine cooperative detection and its fusion algorithm will be a hot research 
direction. 

1.5 Conclusions 

The goaf structure is complex and the environment is uncertain, so it must be surveyed 
and the internal structure must be mastered before the formal development. The key 
technologies and basic principles of goaf environment perception and detection are 
summarized. 

UAV plays an important role in the field of goaf detection, pushing the mining 
area exploration technology to “unmanned,” avoiding the problem of personal safety 
faced by traditional detection. This paper systematically summarizes the early mine 
exploration technology and key technologies of UAV detection, clarifies the devel-
opment of navigation positioning and point cloud processing technology in recent 
years, and gives the research trend of UAV detection technology, which provides a 
reference for related fields. 

It is the basis of goaf detection to use multi-sensors and lidar to sense the envi-
ronment. It is a more efficient and faster way to use multi-computer cooperation to 
make visual modeling. Single detection method cannot meet the requirements of the 
new situation, and it is often difficult to determine the nature of geological anoma-
lies. Therefore, a combination of multiple detection methods should be carried out 
according to different engineering characteristics. 
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Chapter 2 
LSTM-Based Vehicle Trajectory 
Prediction Using UAV Aerial Data 

Baozhen Yao, Qian Zhong, Heqi Cui, Sixuan Chen, Chuanyun Fu, Kun Gao, 
and Shaohua Cui 

Abstract Accurately predicting the trajectory of a vehicle is a critical capability for 
autonomous vehicles (AVs). While human drivers can infer the future trajectory of 
other vehicles in the next few seconds based on information such as experience and 
traffic rules, most of the widely used Advance Driving Assistance Systems (ADAS) 
need to provide better trajectory prediction. They are usually only of limited use in 
emergencies such as sudden braking. In this paper, we propose a trajectory prediction 
network structure based on LSTM neural networks, which can accurately predict 
the future trajectory of a vehicle based on its historical trajectory. Unlike previous 
studies focusing only on trajectory prediction for highways without intersections, our 
network uses vehicle trajectory data from aerial photographs of intersections taken 
by Unmanned Aerial Vehicle (UAV). The speed of vehicles at this location fluctuates 
more frequently, so predicting the trajectory of vehicles at intersections is of great 
importance for autonomous driving.
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2.1 Introduction 

In recent years, research on autonomous driving technology has become very popular. 
For autonomous vehicles, reasonable behavioral control is significant. Cui et al. [1] 
proposed a cooperative constrained control algorithm based on the backstepping tech-
nique to improve AVs’ stability. Of course, reasonable control depends not only on 
the current state of surrounding vehicles but also their future trajectories. It is essen-
tial to develop trajectory prediction techniques. Although many results have been 
achieved in current trajectory prediction-related research, there are still many chal-
lenges, such as complex traffic environments and the uncertainty of human drivers. 
Human-driven vehicles and autonomous vehicles will coexist on the road for a long 
time, and the control of autonomous vehicles in mixed traffic environments is crucial 
for traffic safety and traffic flow stability, which has been thoroughly studied by many 
scholars [2–5]. 

Vehicle motion prediction models have been extensively studied by many. Lefevre 
et al. [6] provided a comprehensive overview of trajectory prediction methods. 
Vehicle trajectory prediction methods can be divided into three types: physical 
model-based, maneuver-based, and interaction-based. 

The Gaussian noise method reduces the vehicle to a simpler physical model. 
Polychronopoulos et al. [7] proposed a novel approach based on Switching Kalman 
Filters (SKF), which represents the uncertainty of the corresponding vehicle state 
under different driving behaviors using a Gaussian distribution with multiple peaks. 
The Monte Carlo method randomly samples the inputs to the physical model of the 
vehicle, then inputs the physical model to generate possible future trajectories of the 
vehicle, and finally filters the generated trajectories according to vehicle dynamics, 
road structure, and other conditions [8]. The direct method takes the current state 
parameters of the vehicle into the kinematic and dynamic models of the vehicle and 
calculates the vehicle state at the next moment [9]. 

Maneuver-based vehicle trajectory prediction methods generate matching future 
trajectories of vehicles based on the driver’s behavioral intention estimated by the 
prediction model. Dizan Vasquez et al. [10] used the trajectory graph method to 
represent all prototype trajectories as multiple graphs. They learned the prototype 
trajectories corresponding to different driving behaviors using a Topology Learning 
Network (TGN). Hu et al. [11] argued that drivers’ operational intentions would 
differ in traffic scenarios, resulting in different driving strategies. Therefore, vehicle 
trajectory prediction research was conducted based on the combination of motion 
information and classification intentions. 

The interaction-based vehicle trajectory prediction method models the interaction 
between vehicles and generates predicted future trajectories of the target vehicle 
based on the obtained multi-vehicle historical trajectories. Goli et al. [12] proposed a 
Gaussian Process Regression (GPR) model that learns from the historical trajectory 
data of the target vehicle and the surrounding environment vehicles and shares the 
trained data among vehicles using a vehicle cloud by collecting vehicle information
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through static sensors and information communication between the vehicle and the 
infrastructure. 

Deep learning methods based on Long- Short-Term Memory (LSTM) neural 
networks have been frequently used in recent years to study the trajectory predic-
tion of autonomous vehicles. The network model could perform a long sequence of 
information processing and was effective for the long-term prediction of autonomous 
vehicle trajectories [13]. Pan et al. [14] used LSTM and attention mechanism to 
learn vehicle intention and position change for trajectory prediction. Hsu et al. [15] 
proposed a convolutional-cyclic framework (CNNLSTM) combining a convolutional 
LSTM and deep convolutional neural networks (CNN) to predict vehicle intentions 
by detecting the tail light status of surrounding vehicles. 

2.2 Problem Statement 

Our data is the trajectory of vehicles within an intersection. The intersection is small, 
so we only consider the process of a vehicle waiting for a signal at the intersection 
and then starting to leave. Our goal is to predict the future trajectory of the vehicles at 
the intersection based on the historical trajectory information detected by the sensors, 
which can then be used for future autonomous vehicle control. For convenience, we 
use a fixed coordinate system with the top left corner of the road center as the origin, 
as shown in Fig. 2.3. 

The inputs to our model include the historical trajectory of the vehicle and several 
processed features. 

X = [
X (t−tn ) , ..., X (t−1) , X (t)

]
(2.1) 

where 

X (t) = [
x (t) , y(t) , v(t) 

x , v(t) 
y , a(t) 

x , a(t) 
y

]
(2.2) 

Tn is the number of frames before moment t, i.e., n time steps of data. x and y are 
the predicted vehicle’s coordinates at time t. vx , vy , ax , and ay are the velocity 
and acceleration at the corresponding coordinates after processing at moment t, 
respectively. 

The output of the model is the future speed of the target vehicle. 

Y = [
y(t+1) , ..., y(t+tm )

]
(2.3) 

where 

y(t) = [
v(t) 
x , v(t) 

y

]
(2.4)
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We use a deep learning approach to complete the mapping between inputs and 
outputs. We train a function f (X ) that reveals the intrinsic connection between the 
inputs and outputs so that the predicted result Y

∧

= f (X ) is as close as possible to 
the actual result while ensuring that it is not over-fitted. 

In this paper, we do not consider the target vehicle’s interaction with other vehicles 
as there is little lane changing, overtaking, etc., in the relatively small area of the 
intersection, and the goal of our approach is to train a network to predict the future 
trajectory of an individual vehicle. A significant difficulty in trajectory prediction 
is designing models that generalise historical trajectory information well [16, 18, 
19]. A second difficulty is trajectory prediction for complex driving environments, 
such as intersection vehicle trajectory prediction, where speeds change frequently or 
continuously. 

2.3 Data Presentation 

This paper uses vehicle trajectory data at the Beijing Guanggu Avenue—Weishan 
Road intersection. The video was captured at the intersection utilising a UAV, and 
then all vehicle trajectory data was extracted from the video recordings using high-
accuracy video processing aids. For the intersection vehicle trajectory point data 
analysis, the south inlet lane stop line of the following intersection was uniformly 
set as the x-axis of the coordinate system, the west inlet lane stop line was selected 
as the y-axis of the coordinate system, and the origin of the coordinate system was 
the intersection point of the two stop lines, as shown in Fig. 2.1. We measured the 
physical extent of the central area of the intersection (the rectangle BDHJ in Fig. 2.1), 
which has a length and width of 33 m and 24.7 m, respectively.

We collected five minutes of vehicle trajectory data, containing over 250 trajec-
tories at 0.1 s intervals. The processed data is presented as (X, Y ) coordinates, and 
based on the coordinate information and the corresponding number of frames, it is 
easy to identify the trajectories of vehicles in the same lane and to match the vehicles 
in front of and behind them. 

As we are using a UAV to capture video and analyze it through software to 
obtain the vehicle trajectory, this trajectory contains much noise. Therefore, the 
vehicle velocity calculated with the noisy position information will have large fluc-
tuations, affecting the acceleration calculation. It is, therefore, necessary to smooth 
the data obtained by the video processing software. A third-order Savitzky-Golay 
filter smooths the entire trajectory data [17]. The window length of the filter is 21, and 
the smoothed data is used to calculate the corresponding velocities and accelerations.
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Fig. 2.1 Intersection coordinates diagram

2.4 Introduction to the Model 

LSTM is a special implementation of Recurrent Neural Network (RNN), which is 
considered to be decisive in time series prediction. The main feature of an LSTM cell 
is the presence of a cell memory inside this node which makes the cell effective in 
slowing down the data loss rate. The LSTM cell contains internal input gates, output 
gates, forgetting gates, and various input nodes, etc. 

Input gate: At moment t, when information is input from the input layer, it will first 
pass through the input gate, which will make a judgment and then decide whether to 
input the information into the memory cell, and the specific calculation formula is 
shown as follows. 

it = α(
wi

[
ht−1, xt

] + bi
)

(2.5) 

ωi is the bias term of the input gate and represents the weight matrix of the input 
gate. 

Output gate: The role of this gate is to decide whether the information at the 
current moment should be extracted from the memory cell. 

ot = σ (
Wo

[
ht−1, xt

] + bo
)

(2.6) 

Forgetting gate: All the memory cells at moment t will be decided by the forgetting 
gate. This decision will update the values in all memory cells. A part of the values
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will be retained, while a part of the values will be forgotten. 

ft = α(
w f

[
ht−1, Xt

] + b f
)

(2.7) 

ω f is the weight matrix of the forgetting gate,
[
ht−1, Xt

]
represents the joining of 

two vectors, which in turn form a new vector, b f is the bias term of the forgetting 
gate, α represents the sigmoid function, and is the weight matrix of the forgetting 
gate. 

After passing through the three gates inside the LSTM, the essential features will 
be saved, and the smaller ones will be cleared. This approach can help the system to 
increase the memory length and thus improve the ability to handle long-time series 
problems. 

In this paper, we use the network structure shown in Fig. 2.2. The network struc-
ture consists of three layers of LSTM networks with 64, 32, and 32 LSTM cells, 
respectively, with a dropout layer in the middle of each LSTM layer. The dense layer 
is used at the end of the network. 

Input LSTM(64) LSTM(32) 

LSTM(32) 

Dropout 

Dropout 

Output 
Dense 

Fig. 2.2 The proposed LSTM model 

Fig. 2.3 Comparison of predicted and actual trajectories
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2.5 Results 

In this section, we divide the UAV aerial photography data into a training and test set, 
accounting for 80% and 20%, respectively. Only the training set is used in the model 
training process; we use the root of the mean squared error (RMSE) of the predicted 
trajectory relative to the actual future trajectory to evaluate the training results. A 
test set is used to test the training results. The ultimate goal is that the trained model 
can accurately predict vehicles’ continuously changing trajectories at intersections. 

The input to the model is the historical trajectory for the first twenty frames of 
the current moment, and the output is the trajectory information for the next 1 s. 
Given the small size of the aerial photography dataset, the data were divided into 
batches of 20 trajectories each, and the trajectory data within a batch was shuffled. 
The data from each batch was then fed into the model for training. Our proposed 
prediction model was implemented using TensorFlow. The RMSE converged after 
about 30 epochs of training. We use the r2-score as the evaluation criterion for the 
test set. The r2-score takes the value of [0,1], and the r2-score for the test set is 
calculated to be 0.9, indicating that the predicted trajectory is very close to the actual 
trajectory and the model has good prediction results. The prediction result of one 
of the trajectories is shown in Fig. 2.3. It should be added that the velocities in the 
vertical coordinates in Fig. 2.3 are the values after normalisation, so the velocity 
range is limited to between 0 and 1. The speed range in m/s is 0–12.1 m/s. 

2.6 Conclusions and Future Work 

In this paper, we trained a deep learning network based on LSTM to predict the 
future trajectories of vehicles at the intersection. The model shows good prediction 
results. Accurate prediction of future trajectories within one second makes perfect 
sense for autonomous vehicles, especially at intersections where the speed of the 
vehicles varies widely and is susceptible to interference. 

In this paper, we only considered the historical trajectory information of the target 
vehicle and did not consider the influence of other factors on the trajectory. Therefore, 
future work will incorporate more info to cope with more scenarios, such as vehicle 
interactions, traffic lights, and traffic signs. 
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Chapter 3 
Dynamic Pricing for Mobile Charging 
Service Considering Electric Vehicles 
Spatiotemporal Distribution 

Baozhen Yao, Heqi Cui, Qian Zhong, Bin Shi, Yongjie Xue, and Shaohua Cui 

Abstract As mobile charging service has the advantages of flexible charging and 
simple operation, it is selected by more and more users of electric vehicles. However, 
due to the differences in road network density and traffic flow distribution, the uneven 
distribution of charging demand occurs in different regions. It reduces the service 
efficiency of mobile charging vehicles during the peak charging demand period, thus 
affecting the final revenue of operators. In order to solve this problem, this paper 
proposes a dynamic pricing strategy considering the spatiotemporal distribution of 
charging demand to induce users to transfer between different regions, which can 
alleviate the phenomenon that users wait too long during peak demand. In order to 
realize the city-level operation of mobile charging service, we divide the region into 
hexagons and make statistics on the charging demand in each region. The established 
demand updating model can reflect the impact of charging price on users’ charging 
behavior. Finally, we simulate the generation of charging demand in Haidian District, 
Beijing. According to the demand of each area, a thermodynamic diagram of charging 
demand is generated.
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3.1 Introduction 

Electric vehicles (EVs) are considered to be an effective tool to replace petroleum-
driven vehicles in the future because of their environmental protection, high effi-
ciency, and low use cost [1–3]. At present, governments are vigorously promoting 
the popularization and development of the electric vehicle industry. By the end of 
2018, the number of EVs in the world had reached 1.2 million. This figure had 
increased by 50,000 compared with 2017 [4]. EVs need to be driven by batteries, 
which means that the charging problem of EVs must be solved. At present, there 
are two main charging methods for EVs. Firstly, drivers use fixed charging piles to 
charge their electric vehicles. Secondly, the drivers arrive at the battery exchange 
station to replace the batteries for the electric vehicle, so as to realize the power 
supplement. Although recharging time can be greatly reduced by replacing batteries, 
this charging method requires large installation space, and there are still many prob-
lems to be solved in related technologies. Therefore, fixed charging pile is still the 
most widely used charging mode. The problem with the mode is that the charging 
time is too long, and it will cause a greater burden to the power grid when it is in 
the peak period of power consumption. In addition, the electric vehicle industry is 
developing rapidly, the corresponding basic charging facilities are also improving. 
But there is still a big gap between them. According to the survey of relevant depart-
ments, by the end of 2020, the ratio of the number of electric vehicles in China to 
the number of charging piles is 3 to 1. At the same time, some users of fuel vehi-
cles park irregularly and occupy charging spaces, which also leads to a significant 
decline in the utilization efficiency of charging piles. Therefore, electric vehicle users 
urgently need a novel charging mode to alleviate the difficulty of charging during the 
peak period. Against this background, many companies have begun to vigorously 
promote mobile charging services [5], and some scholars have also begun to pay great 
attention to the direction of mobile charging and conducted research [6–9]. Unlike 
fixed charging posts, mobile charging users can send personal positioning, expected 
power, expected charging time, and other information to the system center through 
mobile APP. After receiving information, the system will send instructions to the 
mobile charging vehicle. Although mobile charging can effectively make up for the 
shortcomings of traditional charging methods, in the actual operation process, due to 
the free floating of EVs and the frequent clustering in some hot areas [10], it will lead 
to the mismatch between the charging demand and the actual charging capacity that 
can be provided by the region during the peak charging period, that is, the problem 
of uneven supply and demand. Users in these areas sometimes need to wait for a long 
time before charging, or even have to give up the mobile charging service because 
of the long waiting time. Therefore, it is very important for mobile charging opera-
tors to formulate intelligent charging strategies and reasonably regulate the charging 
behavior of users.
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Charging price will greatly affect the driving behavior of users and the revenue of 
operators. It is beneficial to set charging price reasonably to promote the development 
of EVs. Therefore, researchers attach great importance to the charging price setting 
of EVs. Li and Ouyang [11] studied from the perspective of charging station, and 
calculated the pricing range based on real-time energy price, charging station load, 
etc.. Lu et al. [12] proposed a cost–benefit analysis model on the basis of considering 
various factors affecting charging pricing. In order to reduce the charging cost as 
much as possible and meet the charging demand of users, Arif et al. [13] used dynamic 
pricing strategy and proposed three scheduling algorithms for plug-in vehicles. Based 
on the valley filling effect of suppliers and user costs, Zou et al. [14] and Hu et al. 
[15], respectively, designed optimization models for pricing. Shi [16] analyzed the 
interest relationship between the power system and electric vehicle users with the 
power demand side management theory and electricity price theory. 

These studies are all carried out for fixed charging posts. However, the previous 
pricing method with a single charging station as the minimum pricing unit cannot 
be completely migrated to mobile charging services. Because each mobile charging 
vehicle can be regarded as an independent charging station, if each mobile charging 
vehicle is priced, it will not only lead to a decline in user satisfaction, but also make the 
subsequent pricing problem too complex to be reasonably realized. Therefore, this 
paper proposes a novel pricing mechanism based on the characteristics of mobile 
charging. Firstly, the mobile charging service area is divided into hexagon areas, 
then the number of charging demands in each hexagon area is counted. Finally, 
set a reasonable charging price for the region according to these data. When EVs 
generate charging demand, users can obtain the charging price of the current region 
and neighborhood. Figure 3.1 illustrates the user’s selection process in these areas. 
The process that users make choices under the influence of price is the process that the 
system adjusts the supply and demand relationship of each region through dynamic 
pricing. Figure 3.1 shows that when users generate charging demand, they will send 
personal charging information to the cloud server. The system will provide users 
with optional charging sets and charging prices for each area. Users will select the 
most suitable service area under the influence of the charging price. This process is 
also a process in which the system adjusts the supply–demand relationship between 
regions through dynamic pricing.

The main contributions of this paper are summarized as follows: Firstly, according 
to the characteristics of mobile charging service, a novel pricing mechanism is 
proposed to help operators relieve the working pressure of mobile charging vehi-
cles (MCVs) in different time intervals. Secondly, a method for dividing mobile 
charging service area is proposed. On this basis, reasonably count the charging 
demand in the region to provide data support for the subsequent regional pricing. 
Thirdly, considering the impact of charging price setting on user charging behavior, 
a demand updating model is established to clearly define the relationship between 
user demand, charging price, and user behavior.
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Fig. 3.1 Mobile charging service process

We organize the rest of the paper as follows: In Section 3.2, the division method 
of mobile charging service area and the advantages of choosing hexagon as the 
division area shape are introduced. In addition, based on the queue length of each 
region, the dynamic pricing model of the region is introduced Finally, through the 
analysis of user behavior, a charging demand update model is established under the 
influence of charging price. In Section 3.3, taking Haidian District of Beijing as an 
example, the service area is divided, and a thermal diagram reflecting the distribution 
of charging demand is designed. In Section 3.4, the research contents of this paper 
are summarized. 

3.2 System Model 

In the actual operation process, the mobile charging service demand in each region 
has a self-balancing mechanism. This is mainly reflected in the longer waiting time 
required by users when there are more charging demands in the area. The longer 
the waiting time is, the lower the user satisfaction will be, and the subsequent 
charging demand rate will also be reduced. Therefore, in order to avoid this problem, 
a dynamic pricing mechanism is introduced to balance the supply and demand rela-
tionship among regions. The advantage of this is that it does not only rely on the 
self-adjustment of the system, but also helps operators increase service revenue, 
while ensuring that users have a high degree of satisfaction.
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Before introducing a specific pricing mechanism, it is necessary to divide the 
service areas of mobile charging services. When selecting the graph used to divide 
the service area, consider that only three kinds of polygons can ensure that the service 
area can be completely divided without overlapping. They are equilateral triangles, 
equilateral hexagons, and squares. Compared with the other two kinds of figures, the 
equilateral hexagon has its unique advantages [17]. The specific advantages are as 
follows: 

(1) Equilateral hexagons have a smaller edge area ratio. This is because compared 
with the other two shapes, the equilateral hexagon has shorter perimeter under 
the same unit area, which is beneficial to reduce the deviation caused by the 
edge effect. At the same time, the statistical accuracy will also be improved 
when calculating the outflow and inflow of EVs between different regions. 

(2) The neighborhood type of equilateral hexagon is more uniform. The region 
divided according to the square has two kinds of neighbors: the orthogonal 
neighbors are connected by the side; the square with the opposite corner is 
connected by only one point. In our research, we need to obtain the transfer of 
users between different regions, which is unfavorable. All the neighbors of a 
region divided by a hexagon are connected by adjacent edges. In addition, for 
an equilateral hexagon region, the distance from it to all its neighbors is equal, 
which can greatly simplify the cost setting of users moving between different 
regions. 

In practical applications, equilateral triangles are rarely used as the shape of region 
division because of their large edge area ratio. Although in the orthogonal coordinate 
system, the square division method is the easiest to achieve, it is the most widely 
used. However, equilateral hexagon is still widely used in many fields, including 
geography, computer vision, ecology, and so on, depending on its unique advantages. 

Considering that in the actual operation process of mobile charging service, there 
will be peak time and off-peak time of demand, we will divide the whole day into 
24 intervals with 1 hour as a time interval. At the same time, it is assumed that the 
average charge demand generation rate in each time interval is a fixed value, and 
the demand rate in different time intervals is variable. Generally, the generation of 
charging demand in each time interval follows the Poisson process [18]. Let time 
t, t = 1, 2, . . . ,  T represent the T time gap, and the generation rate λt of charging 
demand during the time gap t , so the probability of generating n charging demands 
during the time gap t is as follows: 

P{n} = 
eλt (λt )

n 

n! , n = 0, 1, 2, . . . (3.1) 

In the process of charging, the electric quantity to be supplemented for general 
EVs follows the logarithmic normal distribution [19], the average value of the electric 
quantity demanded is E , and the standard deviation is Ed . In this paper, in order to 
simplify the solution process, it is assumed that the charging requirements of all EVs 
need to be E [20]. Using the relevant knowledge of queuing theory, the queue length
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waiting for mobile charging service in each sub-region is 

Qi,t = max{0, Qi,t−1 + λi,t − Vi,t − Li,t } (3.2) 

The queue lengths of region i at times t −1 and t are Qi,t−1 and Qi,t , respectively. 
Vi,t indicates the number of MCVs that have not started to work within the time gap. 
In addition, Li,t represents the number of EVs that have completed recharging within 
this time interval [21]. When the system collects the queue length in each area of the 
current time gap, it will judge the supply and demand situation in the area according 
to the queue length [22], so as to set an appropriate charging price to induce users to 
charge orderly. For region i , the charging price adjustment scheme is as follows: 

P
∧

i,t = P
∧

i,0 + eα×Qi,t − 1 (3.3) 

P
∧

i,0 refers to the initial charging pricing of area i , P
∧

i,t represents the updated 
charging price at time t according to the average waiting time of users in region 
i , and α represents the adjustment proportion of the price according to the length 
of the queue. In addition, when formulating the charging price, it is also necessary 
to consider the basic charging cost and the highest acceptable charging price in 
the market. Therefore, the charging price in this paper should meet the following 
requirements: 

Pmin < P
∧

i,t , P
∧

i,0 < Pmax (3.4) 

where Pmax and Pmin are the maximum and minimum charging prices allowed by 
the system during dynamic pricing. When users consider the selection of charging 
area, they will only consider their current area and its surrounding neighborhood. 
Figure 3.2 demonstrates the neighborhood that users can select. The reason for this 
setting is determined by the target users of the mobile charging service; the mobile 
charging mode is still a supplement to the traditional fixed charging mode. When 
the owners of EVs choose to use mobile charging, the main reason may be that the 
residual power of EVs is not enough to move too much distance or users do not 
want to move too far to get power supplement [23]. In addition, it is the result of a 
combination of many factors that affect the user’s choice of charging area. Because 
this needs to consider the user’s charging cost, the mobile cost between different 
regions, the time cost, etc. Only when the price difference between different regions 
is greater than the users’ time cost and mobile cost between different regions, users 
will choose to move to other regions for charging, and the corresponding charging 
demand rate of each region will also be updated. The influence of charging price 
on the charging demand rate of each region can be shown in Fig. 3.3. The updated 
charge demand rate for the region is 

λi,t= λ
∧

i,t − λout 
i,t + λin  

i,t (3.5)
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where λ
∧

i,t represents the estimated charging demand of region i based on historical 
data statistics, λi,t is the updated final charging demand affected by the price between 
regions. λout 

i,t represents the outflow of expected users from region i , and λin  
i,t represents 

the demand quantity of expected users flowing into the region from the neighborhood 
of region i . The  value of  λout 

i,t is obtained according to the following formula: 

λout 
i,t = 

⎛ 

⎝ 
max{

(
p
∧

i,t − p
∧min 

j,t − p0
)
, 0} 

p
∧

i,t 

⎞ 

⎠ · λ
∧

i,t (3.6) 

where p
∧min 

j,t refers to the charging price corresponding to the area i with the lowest 
charging price in all the neighborhood j of the region and p0 refers to the driving 
value of the user’s movement between different regions [24]. That is, only when the 
price difference between regions is greater than this value, the user will have the 
tendency to transfer, otherwise the user’s transfer will not occur. p

∧

i,t is solved by the 
dynamic pricing model. λin  

i,t is obtained by summing up the outflows of all regions. 

Fig. 3.2 Target area and its 
neighborhood 

Fig. 3.3 Regional response 
model based on charging 
price



30 B. Yao et al.

3.3 Case Analysis 

As the mobile charging mode is a novel charging mode, at present, the relevant data 
on mobile charging is mainly mastered by a few operators. It is difficult to obtain this 
part of data, but it is worth noting that the generation of charging demand is often 
related to the regional traffic flow distribution. This is mainly because the higher the 
traffic flow, the more likely the charging demand will be generated. Therefore, in 
this paper, we calculate the traffic flow data in the divided area, and then convert 
it according to a certain proportion, so as to indirectly reflect the mobile charging 
demand in this area. We use the car hailing data provided by Didi. These data include 
GPS data, track data, vehicle speed, and other data of vehicles at different times. The 
order form contains 4153,586 orders dated November 29, 2016 and December 18 
(3 weeks). The longitude of the investigated area is between 116◦03′

and 116◦23′
E 

and the latitude is between 39◦53′
and 40◦09N . 

We simulate Haidian District of Beijing as the operation area of MCVs, and then 
divide the area according to the hexagon. Figure 3.4 illustrates the results of the 
region division. After dividing the regions, we can quickly master the supply and 
demand of each region by making statistics on the charging demand in each hexagon 
region. In order to make the distribution of charging demand more intuitive, we use 
statistical data to generate the thermal diagram of demand distribution. It can be seen 
from Fig. 3.5 that there is a large demand for charging in the area close to the city 
center. This is because the traffic network in this area is densely distributed, so the 
travel probability of EVs is large and the corresponding potential charging demand 
is also large. Therefore, it can be considered that this sub-region will be the key 
research area for pricing problems. Due to the scattered distribution of EVs in urban 
fringe areas, there will be less demand for charging in these areas.

The statistics of charging demand in each region can not only guide operators to 
reasonably set the number of MCVs in each region, but also help operators to know 
whether the peak charging demand in each region is within a reasonable range. In 
the subsequent research, we will also verify whether the dynamic pricing model for 
the region is in line with the reality based on these data. 

3.4 Conclusion 

Mobile charging mode can effectively make up for the shortage of traditional fixed 
charging, but it is worth noting that with the increase of mobile charging demand, the 
supply and demand relationship between different regions may be unbalanced. This 
situation will not only affect the service efficiency of the system, but also reduce user 
satisfaction, and even cause users to give up mobile charging service. Therefore, in 
order to solve this problem, this paper proposes a dynamic pricing method that adapts 
to the characteristics of mobile services. By dynamically adjusting the charging 
price of the region, users can move between different regions. This will improve



3 Dynamic Pricing for Mobile Charging Service Considering Electric … 31

Fig. 3.4 Schematic diagram of regional hexagonal division

the problem that the charging demand is too concentrated during the peak charging 
period. In addition, this paper also provides a hexagonal division method for mobile 
charging services. Operators can adjust the prices of different regions according to 
the demand of the divided regions. In this paper, we take Haidian District of Beijing 
as an example to divide the service areas, and on this basis, we make statistics on the 
demand of different regions. The dynamic pricing model and demand updating model 
are established. They reflect that when there are demand differences and charging 
price differences between different regions, these differences will affect the final 
behavior of users. Finally, Haidian District of Beijing is simulated as a designated 
area for mobile charging service, and the regional division and demand statistics are 
carried out. These works can help operators to provide data support when setting the 
number of MCVs in different regions, and can also lay a foundation for subsequent 
research on pricing issues.
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Fig. 3.5 Thermal diagram of charging demand based on data
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Chapter 4 
Guidance Method of Connected 
Autonomous Vehicles Under Automatic 
Control Intersections 

Lichao Wang, Jiaming Wu, Min Yang, Jiyang Zhang, and Zhiwei Meng 

Abstract In this study, a guidance method for connected autonomous vehicles 
(CAVs) passing through automatic control intersections (ACI) is proposed. The 
approach favors a new mode of intersection control in an autonomous driving envi-
ronment. Based on the modeling of automatic control intersections, the functional 
delineation of the approach lanes was eliminated, and a conflict resolution method for 
CAVs within the intersections was established considering the objectives of safety 
and efficiency, and pre-assignment of lanes for CAVs through ACI was realized. 
Based on the lane pre-assignment results to achieve space–time resource allocation 
among CAVs, the final passing strategy is determined and back to each CAV. The 
simulation results show that the method proposed in this study can ensure the safe 
and efficient passing of CAV through ACI. 

4.1 Introduction 

As an important means to relieve traffic congestion, reduce traffic pollution, and 
improve traffic efficiency, intelligent transportation system (ITS) has been widely 
used in the construction and development of transportation [1]. For the further 
development of urban transportation, the innovation and applicability of ITSs are 
crucial [2, 3]. Intersections are an important basic component of urban transportation 
facilities. With the breakthrough development of technologies such as autonomous
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driving and vehicle-to-infrastructure (V2I) cooperation system [4, 5], the way vehi-
cles passing various traffic hubs is expected to undergo a disruptive transformation 
in an autonomous environment [6, 7]. 

The transformation is characterized by two main points: one is the elimination 
of intersection signals, and the other is the elimination of intersection approach lane 
function delineation[7, 8]. In other words, the basis for whether a vehicle can pass 
an intersection in an autonomous environment is no longer signal, but relies on the 
transmission of information between the vehicle to vehicle (V2V), and V2I, so as to 
obtain the best timing and the best speed for the vehicle to pass the intersection. At 
the same time, vehicles approaching the intersection approach lane no longer need 
to change the lane they are currently in and then enter the lane with the designated 
driving function, i.e. all the approach lanes have the arbitrary turning function. In 
order to distinguish it from the current intersection control mode, it is thus defined as 
an automatic control intersection (ACI). Researchers have conducted some relevant 
studies in this area, and the literature [9] has built a validation environment for 
traffic management at automated intersections, achieving efficiency improvements 
and energy savings in intersection control schemes. Literature [10] optimally controls 
the passing process of a connected autonomous vehicle (CAV) passing a signal-free 
intersection, ensuring the travel time and safe intervals in the control area. Amir et.al 
have established an effective cooperative mechanism between connected autonomous 
vehicles and traffic infrastructure, have constructed a dynamic planning model for 
signal-free intersections to improve the throughput and increase the efficiency of 
vehicle passing while ensuring safety [11]. Based on the above, He et.al designed a 
signal-free automatically controlled intersection with all-direction turn lanes in an 
automated environment, which has a high passing efficiency compared to signal-
controlled intersections [8]. The study by He et al. has been an important inspiration 
for further ITS. However, in the existing study, He et al. only used the first-in-first-out 
(FIFO) rule to decide the sequence of vehicles passing the intersection, and this rule 
may lose its optimal effect during actual operation due to the degree of conflict or 
the traffic volume in different directions [12, 13]. 

In an automated driving environment, there are significantly more conflict points 
within intersections due to the mentioned transformations. In order to improve the 
above transformation, regulate the order of traffic, reduce vehicle conflicts, and 
improve the efficiency of passing. It is necessary to propose conflict resolution 
methods for CAVs within automated controlled intersections to promote the safe 
operation and to bridge the gaps and deficiencies in the development of existing 
technologies. 

4.2 Method 

The technical problem to be solved in this study is to reduce the impact of conflicts 
inside signal-free intersections and improve the safety and passing efficiency of CAVs 
passing intersections in an automated driving environment.
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4.2.1 The Process of CAV Pass ACI 

The whole process of CAV passing the ACI is divided into 3 parts. The first step is 
to collect the request of each CAV to passing the target intersection, then make the 
corresponding passing decision according to the passing request of each CAV, and 
finally return the passing strategy of each CAV. 

Where the collection process of each CAV through request is realized at a prede-
fined detection period. Each detection period is continuous so that the continuous 
control of the intersection can be ensured. The process of developing the passing 
strategy for each CAV is the core of this study. The objective function is established 
by considering the time, efficiency and distance of CAV passing the ACI, and the 
CAV departure lane pre-assignment is realized according to the objective function. 
According to the pre-assigned lane results to determine whether there is a time–space 
conflict of each CAV, the CAV departure lane is optimally adjusted, so as to finally 
determine the passing decision of each CAV, the above specific decision process will 
be developed in the ACI modeling section. 

Finally, the passing strategy will be back to each CAV, and each CAV will pass the 
ACI strictly according to the strategy. In particular, the passing strategies of each CAV 
are solved before the next detection period, the communication delay will be ignored, 
and each passing strategy can be received and executed by the CAV immediately. 
The specific operation process is shown in Fig. 4.1. 

Fig. 4.1 The whole process 
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Fig. 4.2 ACI modeling 
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4.2.2 ACI Modeling 

The ACI needs to be modeled before the conflict resolution model can be constructed. 
A regular intersection with an equal number of approach and departure lanes is 
selected as the model base. Define the approach direction of the intersection as A. 
Let the approach lane of coordinate direction S be A1, rotated counterclockwise, and 
the other three approach lanes be A2, A3, A4, respectively. Define the exit direction 
as B, corresponding to the approach lane number so that the four departure directions 
are numbered B1, B2, B3, B4. Take the road centerline as the reference from left to 
right for the approach lanes numbered 1, 2, · · ·  , M , from right to left for the departure 
lanes numbered 1, 2, · · ·  , N , M(1 ≤ m ≤ M) is the number of lanes at approach 
lane, and N (1 ≤ n ≤ N ) is the number of lanes at departure lane. The ACI modeling 
process is shown in Fig. 4.2. 

4.2.3 Conflict Resolution Process 

The trajectory of the CAV between the approach lane and the departure lane is defined 
as channel (cha) for each CAV’s motion process inside the ACI. In each detection 
period, ACI will collect the passing requests of each CAV and establish the objective 
function of CAV passing ACI. 

minZ =
Σ

i 
(ωli + ωti + ωθi ) (4.1)
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where ωli is the channel length resistance of the CAVi in selecting a certain departure 
lane; ωti is the channel time resistance of the CAVi in selecting a certain departure 
lane; and ωθi is the steering angle resistance of the vehicle CAVi in selecting a certain 
departure lane. The constraints are: 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

ωli,(Im−On) = li,(Im−On)−min(li,cha ) 
max(li,cha )−min(li,cha ) , li,(Im−On) ∈

{
li,cha

}

ωti,(Im−On) = ti,(Im−On)−min(ti,cha ) 
max(ti,cha )−min(ti,cha ) , ti,(Im−On) ∈

{
ti,cha

}

ωθi,(Im−On) = θi,(Im−On)−min(θi,cha ) 
max(θi,cha ) , θi,(Im−On) ∈

{
θi,cha

}

li,(Im−On) = length(AIm  − BOn) 
ti,(Im−On) = li,(Im−On) 

vi,cha ,(I /=O,I +O=4or6,vi,cha=vturn  ,else,vi,cha=vstraight) 
θi,(Im−On) = degree(∠( A(4−I )m AIm  BOn)) 

(4.2) 

where I is the number of the approach direction, m is the approach lane number, 
1 ≤ m ≤ M , O is the number of the departure direction, n is the approach lane 
number, 1 ≤ n ≤ N . Im  − On is the channel indicating the approach direction as 
I , the approach lane as m, the departure direction as O , and the departure lane as n. 
li,(Im−On) is the length of the channel for Im− On. ti,(Im−On) is the channel Im− On 
passage time of CAVi . θi,(Im−On) is the steering angle of CAVi when the channel is 
Im  − On. 

li,cha is the length of all selectable channels of CAVi . ti,cha is the passage time of 
all selectable channels of CAVi . θi,cha is the steering angle all selectable channels of 
CAVi . vi,cha is the travel speed of CAVi passing the channel, vturn  is the travel speed 
of CAVi passing the turning channel, and vstraight is the travel speed of CAVi passing 
the straight channel, where I /= O. According to the results of the above optimal 
control problem, the pre-assigned lanes AIm  − BOn of each CAV passing the ACI 
can be obtained. 

Based on the pre-assigned channels AIm  − BOn of each CAVi , the  set  Y of pre-
assigned channel trajectories of all CAVi is obtained. Based on the starting coor-
dinates

(
xi( AIm  ), yi (AIm  )

)
when CAVi enters the ACI and the ending coordinates(

xi(BOn ), yi(BOn )

)
when it leaves the ACI, the trajectory of CAVi ’s channel inside 

the ACI can be obtained as: 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

yi = yi(BOn )
−yi(AIm  ) 

xi(BOn )
−xi(AIm  ) 

xi + yi(AIm  ) xi(BOn )
−yi(BOn )

xi(AIm  ) 
xi(BOn )

−xi(AIm  ) 
, Turn  

xi = n, xi ( AIm  ) = xi(BOn ), Straight (north − south) 
yi = n, yi(BOn ) = yi( AIm  ), Straight (east − west) 

xi ∈ [−M, M], yi ∈ [−M, M] 

(4.3) 

Then we determine whether there is space-conflict between each CAV by iter-
atively solving whether there is a common solution between the channel trajec-
tories of each CAV. If there is a space-conflict, the conflict coordinate points(
xi,con f lict , yi+,con f lict

)
need to satisfy the following conditions.
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{
xi,con f lict 
yi+,con f lict 

, i /= i+, i, i+ ∈ C{1, 2, 3, 4, ...}, xi,con f lict , yi+,con f lict ∈ Y (4.4) 

The relationship between the common solution of each CAV channel trajectory 
and the conflict classification is: 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

unsolvable : No conflict 

Solvable 

⎧ 
⎨ 

⎩ 

Innumerable solutions : cha duplication conflict 
Unique solution

{
x, y ∈ (−M, M) : cha cross conflict 

x = ±M, or, y = ±M : cha merge conflict 
(4.5) 

Based on the above conflict distance results, the moment when the CAV reaches the 

beginning of the conflict region is further derived as t start  i(i+),con f lict = ti(i+),I+ dstart  
i (i+ ),con f lict 
vi (i+ ),cha 

, 

where t start  i (i+),con f lict is the moment when the CAVi (i+) reaches the conflict region. ti(i+),I 

is the moment when CAVi(i+) reaches the ACI boundary. dstart  
i(i+),con f lict is the distance 

from CAVi(i+) to the conflict region. vi (i+),cha is CAVi(i+)
, s speed travels in the cha. 

Time-conflict judgment is performed here. If
|||t start  i,con f lict − t start  i+,con f lict

||| ≥ 
dsa f  e  

min{vi,cha ,vi+ ,cha} then it indicates that there is no time conflict in the space-conflict 

region. If
|||t start  i,con f lict − t start  i+,con f lict

||| <
dsa f  e  

min{vi,cha ,vi+ ,cha} then indicates the existence of 
time-conflict in the space-conflict region where t start  i,con f lict is the moment when the 
CAVi reaches the conflict region. t start  i+,con f lict is the moment when the CAVi+ reaches 

the conflict region. dsa f  e  is the safe distance between two CAVs. min
{
vi,cha, vi+,cha

}

is the minimum operating speed of CAVi and CAVi+ within cha. If there is a conflict 
between pre-assigned lanes, a departure lane change is made to theCAVi(i+). Replace 
the departure channel of CAVi and CAVi+ from BOn toBOn, . The exit channel coor-

dinates are converted to
(
x

,
i(i+), y

,
i(i+)

)

B
On

,
, wheren /= n ,

. Repeat the above conflict 

judgment process until there is no conflict between CAVs and then the passing 
strategy can be determined. 

4.3 Experimental Analysis 

In this study, a regular intersection is selected as the reference model of ACI in the 
NETLOGO simulation environment, and each road is 6 lanes in both directions, 
i.e.M = N = 3. The width of the lane is 3.5 m. Assuming that all vehicles are 
CAVs, effective information transfer can be achieved between CAVs and between 
CAVs and intersections. The CAV sends a pass request to the control center when 
it is 100 m away from the ACI boundary. The detection period is set to 1 s. Let
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vi,cha = 10 km/h , vstraight  = 20 km/h, dsa f  e=7 m.The acceleration of each CAV is 
between

[−5m/s2, 3m/s2
]
. 

To verify whether the solution speed of the proposed method in this study can be 
completed before each next detection period. We analyzed the solution capacity of 
the algorithm at the detection period (1 s), and the results are shown in Fig. 4.3. 

The pass strategy proposed in this study is fundamentally a multi-objective 
dynamic optimization problem. In general, the solution time of multi-objective 
dynamic optimization problems increases with the complexity of the problem as 
well as the problem scale [14]. With Fig. 4.3, the solution time is proportional to the 
number of CAVs. When the number of CAVs is more than 12, the solution time also 
exceeds the detection period (1 s). The maximum capacity of ACI can be estimated 
to be 32,000 pcu/h based on the maximum solution capacity during the detection 
period, but this data is obtained under fully ideal conditions. 

Based on the above idealized maximum capacity and detection period, the process 
of traffic flow passing ACI is simulated. The probability of generating CAV per lane 
in each approach direction is 1 pcu/5 s. The probability of each CAV going straight 
is 0.75, the probability of turning left is 0.15, and the probability of turning right is 
0.1. Figure 4.4 illustrates the data statistics of all lanes of CAV entering and exiting 
ACI for a single inlet with a time accuracy of 0.1 s and a simulation time of 6 min.

Each CAV sends a pass request to ACI before passing through ACI, and ACI 
develops a pass strategy based on the pass request and returns it to each CAV. Each 
CAV receives the return strategy and starts the corresponding lane selection and 
speed adjustment. Figure 4.4 shows that the CAV speed was adjusted from higher to 
lower during the process of passing the ACI, and then speed recovery was achieved
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after passing the ACI, and passing the ACI at a lower speed also ensured the safe 
operation of the CAV. The above results show that the ACI ensured that each CAV 
passed the intersection with as little stopping as possible, indicating that the method 
proposed in this study can provide an effective coordination strategy for CAVs to 
pass the ACI. Not only that, this study also improves the passing efficiency of ACI 
and transforms the control mode of traditional signal intersections. 

4.4 Conclusion 

This study further deepens the transformation of the existing signal intersection 
control model by combining the initial ideas of ACI presented in the existing studies. 
We propose a control strategy for CAV to pass the intersection safely and efficiently, 
establish the corresponding dynamic optimization problem, analyze the solution time 
of this control problem, ensure the continuous execution of the control strategy, and 
finally also prove the effectiveness of the proposed control strategy in this study. 
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Chapter 5 
Multivariate Sequence Clustering 
for Driving Preference Classification 
Based on Wide-Range Trajectory Data 

Shuli Wang, Ruo Jia, and Lanfang Zhang 

Abstract Accurate driving preferences classification is a crucial component for 
autonomous connected vehicles in making more safety and more efficient driving 
decisions. Most existing studies identify drivers’ driving preferences based on the 
historical data of the individual vehicle, and the selected variables are limited to the 
mechanical motion of the vehicle, which seldomly takes the influence of road traffic 
conditions and surrounding vehicles into account. This study proposes a driving pref-
erences classification method by multivariate sequence clustering algorithm based 
on wide-range trajectory data. Based on the specific range of road sections, the 
selected variables for each trajectory are converted from the time domain to the 
space domain separately, to capture the dynamic changes of the features along the 
road area. Multivariate time series clustering combining a weighted Dynamic Time 
Warping (WDTW) and the k-medoids algorithm is used to classify driving prefer-
ences into different levels, and a popular internal evaluation metric is employed to 
determine the optimal cluster result. This study also investigates the heterogeneity 
of driving behaviors at different driving preference levels. The results show that the 
proposed method could better recognize drivers’ internal driving preferences. 

5.1 Introduction 

Drivers’ driving preferences refer to the behavioral choices of drivers with a great 
difference under the same traffic condition due to their internal driving styles and 
driving skills. Accurately understanding and recognizing different driving prefer-
ences of surrounding vehicles is essential for autonomous connected vehicles in
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making more safety and more efficient driving decisions [1, 2]. However, the majority 
of driving preference classifications apply the historical behavioral data of the indi-
vidual vehicle to identify driving preferences, ignoring the influence of road traffic 
conditions and surrounding vehicles [3]. Actually, position-relevant traffic factors 
significantly affect drivers’ driving preferences, such as road geometric alignment 
and fixed-point speed limit [4]. Besides, in real-world traffic scenarios, drivers are 
diverse and usually make different behavioral choices, even under the same traffic 
condition [4, 5]. Therefore, analyzing different drivers’ driving trajectories under 
specific road sceneries and traffic flows is necessary to classify drivers’ preferences 
accurately. 

This study proposes a driving preferences classification model based on specific 
road sections. Using wide-range trajectory data which contains all trajectory data 
that belong to all the vehicles passing the areas covered by Millimeter-wave (MMW) 
radars, frame-series-based variables (velocity, acceleration, and time headway) for 
each trajectory within the specific road sections are extracted. Then the selected 
variables are converted from the time domain to the space domain separately, to 
capture the dynamic changes of the features along the road area. Multivariate time 
series clustering combining a weighted Dynamic Time Warping (WDTW) and the 
k-medoids algorithm is used to classify driving preferences for driving safety into 
different levels. The proposed driving preference classification model could better 
recognize drivers’ internal driving preferences for driving safety. 

5.2 Literature Review 

There are plenty of works on long-term driving style classification, which require 
considerably long observations of historical data of the individual vehicle [6, 7]. 
However, it is widely acknowledged that a driver may vary his/her driving style 
as the traffic environment changes [8]. Thus, this paper investigates drivers’ short-
term driving preferences based on short-term observations of specific road sections, 
which would be more suitable for real-time application. With the development of 
data acquisition and the increase in feature quantity, researchers tend to employ 
multivariate sequences classification methods to classify drivers’ driving preferences 
into multiple groups with different driving profiles. Due to the characteristics of 
high dimensionality and dynamics of multivariate sequences, principal component 
analysis (PCA) [9], wavelet analysis [10], and dynamic time warping (DTW) [11] 
are commonly applied to the clustering analysis. Among these, DTW can solve the 
non-spherical distribution of multivariate sequences data well. Moreover, Artificial 
Neural Network (ANN) [12] also is adopted to improve the driving style classification 
performance but suffer from high learning effort. 

The variables used to capture drivers’ driving preferences are limited to the 
velocity, acceleration, and mechanical motion of the vehicle [13]. There are no 
parameters related to traffic conditions that have been taken into account. Actu-
ally, traffic conditions can affect drivers’ driving preferences significantly. To this
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end, this study investigates driving preferences based on all vehicle trajectories of 
specific road sections. Besides, domain conversion has also been adopted to improve 
classification accuracy. Some works converted the time domain to the frequency 
domain to deal with the problem of the variant length of each trajectory in the time 
domain [14]. Also, some scholars also converted the time domain into the space 
domain to analyze the influence of position-related traffic factors on driving prefer-
ences [15]. Motivated by the above works, this paper uses time-domain conversion 
on data preprocessing and proposes a driving preferences classification model based 
on the multivariate sequences clustering method. 

5.3 Methodology 

In this study, a driving preference classification model is proposed based on the 
short-term trajectory data of multiple vehicles. Considering position-relevant traffic 
factors and different trajectory lengths in the time domain, the selected features 
(speed, acceleration, and time headway) are converted from the time domain to the 
space domain separately. Then multivariate time-series clustering algorithms are 
applied to classify drivers’ driving preferences into multiple groups (see Fig. 5.1). 

5.3.1 Domain Conversion 

According to the literature [4], position-relevant traffic factors significantly affect 
drivers’ driving preferences, such as road geometric alignment and fixed-point speed 
limits. Therefore, the trajectories in a given road section will be applied in the driving 
preference classification. Besides, each trajectory’s length in the time domain is 
different on account of the travel time of each vehicle through a given road area is 
different. To this end, the selected variables for each trajectory are converted from 
the time domain to the space domain separately, to capture the dynamic changes of 
the features along the road area.

Fig. 5.1 Overall methodology flowchart 
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In the conversion process, due to the sampling frequency of raw trajectory data in 
the time domain being time-invariant (Δt = 0.1s), the sampling scale of these trans-
ferred features in the space domain might be deformed. To deal with this problem, 
the cubic spline interpolation is applied to interpolate the missing data for selected 
features based on a specific spatial frequency, ensuring that every desired space point 
along the road has data for each trajectory. 

5.3.2 Multivariate Sequences Clustering Algorithms 

Based on the selected features for each trajectory in the space domain, the drivers’ 
driving preferences are classified into several groups. Thus, the driving preference 
classification task could be regarded as a multivariate time-series clustering problem. 
Multivariate time-series clustering combining a weighted Dynamic Time Warping 
(WDTW) and the k-medoids algorithm is employed. 

Weighted Dynamic Time Warping (WDTW) 

The WDTW is a distance measurement method to measure the similarity between 
two given sequence data [16]. A greater WDTW distance suggests a more significant 
difference between the two sequences. Compared to the DTW, the WDTW incor-
porates different weights into each child distance ||(ai − b j )||2 , where ai and b j are 
two points from two different sequences (A and B). Thus, the distance is computed 
as 

dw(ai , b j ) = ||w|i− j |(ai − b j )||2 (5.1) 

where the weight w|i− j | is related to the phase difference Δp = |i − j |, the further 
the two points ai and b j are in phase, the larger the value of Δp is, the greater the 
effect of the weight w|i− j | on the distance dw(ai , b j ) is. In the study, the weight value 
is defined as 

wΔp = wmax/(1 + exp(−g(Δp − mc))) (5.2) 

where wmax is a predefined parameter and is often set to be one. The parameter g is 
a penalty factor that is applied to control the penalization level for the child distance 
between points with a large phase difference. The parameter mc is the median value 
of the sequence. 

According to the dynamic programming method, the cumulative cost matrix R 
can be figured out as follows: 

R(i, j ) = dw(i, j ) + min{R(i, j − 1), R(i − 1, j), R(i − 1, j − 1)} (5.3)
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where R(0, 0) = 0, R(i, 0) = ∞, and R(0, j ) = ∞. Therefore, WDTW (A, B) is 
equal to the cumulative distance R(n, m), where n and m are the lengths of sequences 
A and B, respectively. 

K-medoids method 

The k-medoids method is a clustering algorithm similar to the well-known k-means. 
Different from the k-means uses the mean of the cluster, the k-medoids method 
applies the medoids of the cluster to update the cluster center, which, thus, is one of 
the actual members. The criterion function for selecting a medoid of the cluster is 
that the sum of the distances from the remaining member points in the current cluster 
to that medoid is minimized. Due to this difference, the k-medoids method is more 
robust to noise and outliers in the dataset [17]. 

WDTW distance-based k-medoids method 

Given a multivariate sequences (MVS) dataset S = {S1, S2, . . . ,  SN }, where Si is 
the ith MVS from the ith vehicle. Each of the Si consists of m component univariate 
sequences (CUVS) S p i , p = 1, 2, . . . ,  m, where S p i is regarded as the pth feature 
sequence of the ith vehicle. WDTW is applied to measure the similarity distance 
between two MVSs Si and Sj : 

Di j  = WDTW(Si , Sj ) (5.4) 

However, MVSs have high-dimensional component sequences, which make it 
hard to calculate the similarity. Since each dimension of the MVS Si can be regarded 
as the CUVS, the similarity between any two MVSs can be calculated as the sum of 
the similarity of the same CUVS by the WDTW. 

Di j  = 
mΣ

p=1 

WDTW(S p i , S 
p 
J ) (5.5) 

From Eq. (5.5), the similarity matrix can be established between any two Si and Sj . 
Then, the k-medoids method is applied to cluster based on the similarity matrices 

and builds up the correlation matrices for various components and the whole 
information of multivariate time series. 

5.3.3 Evaluation of Clustering 

Due to the ground-truth data (e.g. class labels) are unavailable for external validation 
in this study, internal clustering needs to be applied for clustering validation. A 
popular internal evaluation metric is employed: the Silhouette Coefficient (SC) [18]. 
Given a clustering result with k clusters, the SC (s(i)) for trajectory i is given by:
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s(i ) = b(i ) − a(i ) 
max{a(i ), b(i )} (5.6) 

where a(i ) is the average intra-cluster WDTW distance in the same cluster, and b(i ) 
is the smallest average WDTW distance in the second nearest neighboring cluster. 
Finally, the average s(i ) of all trajectory clusters is the measure of the overall quality 
of clustering results. The SC is given by: 

SC = 
1 

K 

KΣ

k=1

(
1 

|Ck |
Σ|Ck | 

i=1 
s(i )

)
(5.7) 

where |Ck | denotes the number of trajectories belonging to cluster k. The SC values 
range from −1 to +1, where a high value indicates a great cluster configuration. 

5.4 Data Preparation 

5.4.1 Dataset Description 

This study uses the real-world vehicle trajectory data of Hangzhou Xifu Freeway 
provided by the TJRD TS platform [18]. The data were collected by MMW radars, 
which are installed on both sides of the road section with the detection set of a two-
radar combination. The range for equipment installation is around 1.0 km in length. 
The dataset contains all frame-series-based data for each track that potentially belong 
to all the vehicles passing the covered area. The data collection frequency is 10 Hz. 

The data recordings with a duration of 15 min corresponding to steady flow are 
utilized. Thus, 527 trajectory samples of vehicles passing through the study area are 
extracted to study the driving preferences classification in this work. 

5.4.2 Data Preprocessing 

Due to the measurement errors of object detection and tracking from MMW radars, 
there was missing data and some noise in the raw data, such as velocity and accel-
eration suddenly dropping to zero. To solve these problems, the missing times-
tamp data were interpolated, and the duplicate timestamps were deleted. The actual 
velocity and acceleration were repaired and smoothed. The time headway between 
two consecutive vehicles pair was calculated to estimate the rear-end collision risk. 
The raw variables (longitudinal velocity, acceleration, and time headway) were finally 
collected.
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(a) Road section one (b) Road section two 

Fig. 5.2 Examples of speed profiles in the time and station domains in different road sections 

The trajectories were segmented into two sections, 500 m each. For each section, 
the collected features for each trajectory were then converted from the time domain 
to the station domain separately according to Sect. 5.3.1. Considering the sampling 
frequency in the time domain (0.1 s) and travel speed (about 24 m/s), each road 
section was discretized with a step size of 2 m. For instance, Fig. 5.2 presents several 
examples of velocity trajectories in the time and station domains. As can be seen from 
the velocity trajectories in the space domain, the velocity of most vehicles decreases 
in the specific range of the road section (150–200 and 750–800 m), which is attributed 
to the speed limit sign at these locations, while these phenomena occur at different 
time points in the time domain. Finally, the selected features in the space domain for 
each trajectory were standardized for the multivariate sequence clustering. 

5.5 Results and Discussion 

5.5.1 Classification Results of Driving Preferences 

To find the optimal number of clusters for each road section, different values of K 
were tested ranging from 2 to 6. According to Fig. 5.3a, for road section one, it is 
concluded that the optimal K is 3 where SC reaches its maximum. Similarly, for road 
section two, it is concluded that the optimal K is 4 for clustering.

Table 5.1 shows the summary statistics for each cluster for two road sections, 
including mean values and standard variances (in brackets) of velocity, acceleration, 
and time headway. In general, for cluster A, it can be observed that drivers prefer to 
be more aggressive with greater velocity, and larger variance in velocity. Conversely, 
for the last cluster, drivers in this driving preference are more cautious with lower
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Fig. 5.3 The relationship between the number of clusters and the evaluation metric

Table 5.1 The clustering results 

Clusters Velocity (m/s) Acceleration (m/s2) Time headway (s) Driving preferences 

Road section one 

A 28.43 (0.92) −0.06 (0.54) 6.02 (2.18) Prefer high velocity 

B 25.08 (0.71) −0.07 (0.42) 5.92 (2.52) Prefer medium 
velocity 

C 19.84 (0.72) −0.06 (0.40) 5.33 (3.02) Prefer low velocity 

Road section two 

A 26.65 (0.81) −0.03 (0.54) 6.32 (2.18) Prefer high velocity 

B 24.14 (0.71) −0.07 (0.42) 5.52 (2.52) Prefer medium 
velocity 

C 22.52 (0.72) −0.06 (0.47) 5.73 (3.25) Prefer slightly low 
velocity 

D 19.87 (0.75) −0.09 (0.45) 5.43 (2.92) Prefer low velocity 

velocity. According to the significance test, only the velocity values between clusters 
are significantly different ( p = 0.01). Thus, driving preferences are defined as the 
level of preference for speeding driving. 

5.5.2 Characteristics of Different Driving Preferences 

Specifically, for road section one, the drivers are classified into three levels of driving 
preferences. Cluster C is the most cautious profile, which shows a low velocity that 
is lower than average traffic velocity. Meanwhile, the drivers’ driving preferences are 
classified into four levels for road section two. Compared to the other three clusters, 
drivers in Cluster A prefer to travel at a high velocity with a larger variance (see 
Fig. 5.4).
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Fig. 5.4 Velocity trajectories by cluster for different road sections 

5.6 Conclusion 

In this study, a novel driving preference classification method is proposed to label 
drivers’ different preference levels for speeding driving by classifying short-term 
trajectory observations within the specific road section. Using wide-range trajectory 
data which contains all trajectory data that belong to all the vehicles passing the study 
areas, the main findings could be summarized as follows: 

Considering the influence of road conditions, the selected frame-series-based vari-
ables (velocity, acceleration, and time headway) for each trajectory within the specific 
road sections are converted from the time domain to the space domain separately. 
It could deal with the problem of the variant length of each trajectory in the time 
domain and capture the dynamic changes of the features along the road area. 

The driving preferences are classified into different levels by classifying short-
term trajectory observations by multivariate time series clustering combining a 
WDTW and the k-medoids algorithm, which would be more suitable for real-time 
application. 

This work provides a novel method to achieve a great classification of drivers’ 
internal driving preferences excluding the influence of external traffic environments. 
For future work, the proposed method will be employed on continuous sections along 
the path to capture the dynamic transitions of driving preferences facing different 
surrounding environments. It will enable dynamic evaluation of the driving behaviors 
of surrounding vehicles (especially human-driven vehicles) to enhance the driving 
safety of autonomous connected vehicles. 
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Chapter 6 
Optimizing the Deployment 
of Automated Speed Camera 
at the Intersections Using GPS 
Trajectories 

Hua Liu, Chuanyun Fu, and Kun Gao 

Abstract The economical and rational deployment of automated speed camera is 
a critical issue for traffic police department to implement speed management effi-
ciently. Based on taxi GPS trajectories collected from Chengdu, 2016, this study 
optimizes the deployment interval and number of ASCs at the intersections by using 
K-means clustering and kernel density estimation according to the critical mixed 
distance halo effect and the delta speed distribution, respectively. Results illustrate 
that speeding is more likely to happen within the speed limit of 40 km/h rather 
than 60 km/h. From the whole perspective, with the growing deployment number of 
ASCs, the upstream distance halo effects gradually increase, while the downstream 
distance halo effects gradually decrease within the range of about 4500 m. Given that 
the interaction between two adjacent ASCs, the critical mixed distance halo effect 
of ASCs is about 215 m and 529 m corresponding to the smaller and larger values of 
critical delta speed in the northeast direction respectively, and about 315 m and 585 m 
in the southwest direction. Generally, one ASC should be deployed every 500 m and 
600 m within the speed limit of 60 km/h, and every 200 m and 300 m within the 
speed limit of 40 km/h in the northeast and southwest directions, respectively.
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6.1 Introduction 

Speeding is a globally serious issue of road traffic safety, which always increases 
the probability and severity of traffic accidents [1]. In China, the number of traffic 
accidents and the loss of lives and properties caused by speeding have been among the 
forefront compared with traffic accidents related to other traffic violations [2]. The 
proper speed management is crucial to reducing the severity of road traffic accidents 
and preventing the occurrence of speeding [3]. 

Existing literature mainly focuses on three aspects. Firstly, the vehicle speeding 
warning system and intelligent speed adaptation system have been investigated, 
however, it is still in the stage of experiment [4, 5]. Secondly, traffic control measure-
ments such as adjusting values of speed limit [6], setting warning signs of anti-
speeding [7], and releasing advertisements of anti-speeding [8] are adopted. Thirdly, 
speed enforcements including the traffic police patrol and automated speed camera 
(ASC) are employed [9–12]. Currently, the intervene measures of speeding in China 
mainly focus on the ASCs and sometimes combine with other above-mentioned inter-
vention measures. Nevertheless, the occurrence of speeding is still higher [13], which 
is mainly due to the lack of theoretical basis for deploying ASCs more economically 
and rationally. 

At present, the application of installing ASCs to manage traveling speed of vehi-
cles is usually based on the recorded accident threshold, terrain, visibility, and other 
environmental conditions by engineers, planners, and designers on the spot. However, 
the low quality and accuracy issues of traffic accident records [14–16] always disturb 
the identification of deterrence range of ASC. Fortunately, the GPS trajectory data 
can be used to analyze the influence of ASCs on the vehicle traveling speed and then 
ensure the positions of ASCs where the maximum deterrence effect of ASCs can be 
achieved. 

To the best of authors’ knowledge, few researchers explore the deployment condi-
tions of ASCs and there is only one research [17] that optimizes the deployment 
of ASCs based on the prediction models of traffic accidents, however, ignores the 
deterrence ranges (i.e., distance halo effect) of ASCs. Current researches pay much 
attention to the distance halo effect of ASCs along the segment rather than at the inter-
sections, which is usually carried out by measuring the traveling speed at multiple 
locations in the upstream and downstream of ASCs [9, 14, 18]. This method is 
cumbersome and inaccurate that the distance halo effect of ASCs varies from hundred 
meters [19] to several thousand meters [11], or even further [10, 20], which can also 
be solved by GPS trajectory data. Commonly, the deployment of ASCs is involved in 
the deployment number and interval. To be specific, the traveling speed distribution 
reflects various driving habits within the range of different speed limits. Addition-
ally, the relative distances of ASCs deployment intervals at the intersections are 
always shorter than along the segments. Hence, a mixed deterrence effect between 
two adjacent ASCs should be considered. 

In general, there are two knowledge gaps in current researches for optimizing 
the deployment of ASCs at the intersections. One is that the distance halo effect of
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ASCs at the intersections is uncertain. Another gap involves that the ASC deployment 
only depends on the historical experience and lacks the theoretical basis. Therefore, 
this study is conducted to optimize the deployment interval and number of ASCs 
according to the critical mixed distance halo effect and the delta speed distribution 
at the intersections, respectively. 

6.2 Methodology 

6.2.1 Data Collecting and Processing 

As presented in Fig. 6.1, six intersections located on the Red Star Road in Chengdu, 
China were selected as the research scope in this study. The coordinates of the 
start and end points of the selected road are (104.0892, 30.66468) and (104.1144, 
30.6985), respectively. There were 891,533 and 1,007,224 trajectory points at six 
intersections in the northeast and southwest direction from November 5th to 18th 
in 2016, respectively. Since the obtained speed in the raw dataset was instantaneous 
speed, the average speed was then calculated to ensure the accuracy of data, followed 
by map matching and each trip identifying.

Combing the panorama map (2016) from Baidu website with its Developer Plat-
form Coordinated Picker, the relative positions of ASCs at the intersections in the 
two traveling directions are shown in Table 6.1. Besides, there were two speed limits 
at six intersections in the two traveling directions, respectively. To be specific, the 
speed limit is 60 km/h (i.e., in the upstream of fourth ASC and in the downstream 
of the sixth ASC) and 40 km/h (i.e., from the downstream of the fourth ASC to the 
upstream of the sixth ASC) in the northeast direction. In the southwest direction, the 
speed limit in the upstream of the second ASC and in the downstream of the fourth 
ASC is 60 km/h, and the speed limit is 40 km/h from the downstream of the second 
ASC to the upstream of the fourth ASC.

6.2.2 Delta Speed Distribution 

In order to extract the characteristics of speed distribution to avoid the disturbance 
of changed and different speed limits at the intersections, the delta speed (�V ) was 
proposed, which is defined as the difference between the traveling speed and speed 
limit. 

As presented in Table 6.2, the delta speed distributions in the northeast and south-
west directions between on weekdays and weekends are almost consistent. In the 
northeast traveling direction, the peak value of kernel density estimation on the delta 
speed of GPS trajectory points within the range of 60 km/h is −18 km/h both on 
weekdays and weekends. However, this peak value of kernel density estimation is
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Fig. 6.1 Study area

positive (i.e., 12 km/h on weekdays and 10 km/h on weekends) within the range of 
40 km/h. In the southwest traveling direction, the distribution of delta speed is similar 
with that in the opposite traveling direction.

In general, the probability of speeding is higher within the range of lower speed 
limit, which is consistent with previous studies [10]. Furthermore, the temporal 
stability of delta speed distribution is obtained, since the peak values of kernel 
density estimation on the delta speed of GPS trajectory points are consistent both on 
weekdays and weekends. 

6.2.3 K-Means Clustering 

In this study, the method of K-means clustering was employed to quantify the deter-
rence range of ASC according to the critical delta speed obtained by the clustering 
center of delta speed. 

Firstly, the normalization of original dataset is applied due to the discrepancies 
of inter-column in different measuring units. After that, the data are divided into k
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Table 6.1 Relative position of ASCs at the intersections 

In the northeast direction In the southwest direction 

Order of ASCs RPFA (m) Order of ASCs RPFA (m) 

1st intersection −68 1st ASC 0 

1st ASC 0 2nd ASC 185 

2nd ASC 134 1st intersection 239 

2nd intersection 369 3rd ASC 283 

3rd ASC 598 4th ASC 500 

4th ASC 917 2nd intersection 606 

5th ASC 1166 5th ASC 1273 

3rd intersection 1207 3rd intersection 1320 

6th ASC 1449 6th ASC 1608 

7th ASC 1674 7th ASC 1708 

4th intersection 1704 4th intersection 1817 

8th ASC 2346 8th ASC 2099 

5th intersection 2418 9th ASC 2361 

9th ASC 2746 5th intersection 2655 

6th intersection 2785 10th ASC 2877 

10th ASC 2839 11th ASC 3031 

11th ASC 3024 6th intersection 3092 

Note The site of the first ASC is considered as the benchmark, and RPFA refers to the relative 
position of the first ASC

Table 6.2 Distribution of delta speed 

Variables In the northeast direction 
(km/h) 

In the southwest direction 
(km/h) 

Weekdays Weekends Weekdays Weekends 

Speed limit (km/h) 60 −18 −18 −18 −25 

40 12 10 12 10 

60 −18 −18 −18 −18

clusters by using the elbow method, in which the location of a bend (i.e., the curve of 
the total within-cluster sum of square errors for each k) in the plot is often selected 
as an indicator of the optimal number of clusters. The similarity between any two 
pieces of data is quantified based on Euclidean distance [21]. 

Given that clustering results, the deterrence ranges of ASC (i.e., distance halo 
effect) in the upstream and downstream both on weekdays and weekends were then 
determined according to the positions where the critical delta speed appeared. More-
over, the mixed distance halo effect of ASCs was also further explored, since there
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existed an overlapped area formed by the downstream of one ASC and the upstream 
of its adjacent ASC in the same traveling direction. 

For installing ASCs more economically and rationally, the ASCs should be 
deployed in the case of achieving the maximum deterrence effect of adjacent ASCs. 
In other words, when the deterrence range of mixed distance halo effect of ASCs is at 
the critical value of disappearing, this value (�Dcritical) can be used as the deployment 
interval of ASCs. It is expressed as:

�Dcritical =
∣
∣�Ddownstream − �Dupstream

∣
∣ (6.1)

�Ddownstream=D j,downstream − D j+1,upstream (6.2)

�Dupstream=D j+1,upstream − D j,downstream (6.3) 

where�Dcritical denotes the critical value of mixed distance halo effect of two adjacent 
ASCs; �Ddownstream is the difference between the downstream distance halo effect 
of the jth ASC and the upstream distance halo effect of the j + 1th ASC, when the 
downstream deterrence effect of the jth ASC is higher than the upstream deterrence 
effect of the j + 1th ASC; �Dupstream refers to the difference between the upstream 
distance halo effect of the j + 1th ASC and the downstream distance halo effect of 
the jth ASC, when the downstream deterrence effect of the jth ASC is lower than the 
upstream deterrence effect of the j + 1th ASC. 

On the whole, the deployment interval of ASCs is determined by the critical value 
of mixed distance halo effect of adjacent ASCs, and the deployment number of ASCs 
is considered by the distribution of delta speed. 

6.3 Results and Discussions 

Figures 6.2 and 6.3 present the critical delta speed and its corresponding distance 
halo effect in the upstream and downstream between on weekdays and weekends in 
the northeast and southwest directions, respectively. In addition, the mixed distance 
halo effect with both larger and smaller critical delta speed between one ASC in the 
downstream, and its adjacent ASC in the upstream is also observed.

Although there exist two critical delta speeds for one ASC, their corresponding 
distance halo effects are consistent, which also verifies the accuracy of the deterrence 
range of ASC. From the whole perspective, with the growing deployment number of 
ASCs, the upstream distance halo effects gradually increase, while the downstream 
distance halo effects gradually decrease within the range of about 4500 m in this 
research scope. This is consistent with one study [22] that multiple ASCs are more 
effective than a single ASC within its research scope of 500 m. 

In terms of the interaction between two adjacent ASCs, the mixed distance halo 
effect should be paid more attention. In the northeast direction, the difference between
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Fig. 6.2 Distance halo effect in the northeast direction
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Fig. 6.3 Distance halo effect in the southwest direction
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the downstream distance halo effect of one ASC and the upstream distance halo effect 
of its adjacent ASC gradually decreases until disappearing, and then this difference 
increases from the sixth and seventh ASCs. In other words, the downstream deter-
rence effect of one ASC is stronger than the upstream deterrence effect of its adjacent 
ASC within the range of the upstream of the sixth and seventh ASCs. After that, the 
opposite trend appears within the range of the downstream of the sixth and seventh 
ASCs. In the southwest direction, the trend of the difference between the distance 
halo effect of two adjacent ASCs is similar to that in the northeast direction. 

To be specific, the mixed distance halo effects of ASCs are about 1674 m in 
the northeast direction and 1608–1708 m in the southwest direction, respectively. 
Though previous studies are not involved in the mixed distance halo effect of ASCs, 
the values of mixed distance halo effect of ASCs are almost consistent with one 
study [23] that the range of distance halo effect of ASC is up to 1.5 km from the ASC 
location. However, the values are much longer than most previous studies where 
the distance halo effect varies from 300 m to 1.1 km [19, 22, 24–26], since these 
researches mainly focus on the distance halo effect of ASC in the upstream and 
downstream, respectively, rather than the mixed distance halo effect of two adjacent 
ASCs. 

In the northeast direction, the critical values of mixed distance halo effect of ASCs 
are about 215 m and 529 m corresponding to the smaller and larger values of critical 
delta speed, respectively. In the southwest direction, these values are about 315 m 
and 585 m, respectively. 

As per above-mentioned critical values of mixed distance halo effect of ASCs, 
the deployment interval of ASCs can be determined. For further identifying the 
deployment number of ASCs, the distribution of delta speed is also considered. 
In other words, one ASC should be deployed every 500 m within the speed limit of 
60 km/h and every 200 m within the speed limit of 40 km/h in the northeast direction. 
Similarly, one ASC should be deployed every 600 m within the speed limit of 60 km/ 
h and every 300 m within the speed limit of 40 km/h in the southwest direction. 

6.4 Conclusions 

The objective of this study is to optimize the deployment of ASCs at the intersections 
using GPS trajectories more economically and rationally rather than only depending 
on the historical experience. Combing with the distribution of delta speed within the 
range of different speed limits and the critical mixed distance halo effect of ASCs, 
the deployment number and interval of ASCs are then determined. 

Results in this study demonstrate that speeding is more likely to happen within 
the range of lower speed limit. Therefore, more ASCs should be deployed within 
the speed limit of 40 km/h. In terms of the interaction between two adjacent ASCs, 
the mixed distance halo effects of ASCs are about 1674 m and 1608–1708 m in 
the northeast and southwest direction, respectively. The critical mixed distance halo 
effect of ASCs can be used as the deployment interval of ASCs, which are about 215 m
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and 529 m in the northeast direction, and 315 m and 585 m in the southwest direction 
corresponding to the smaller and larger values of critical delta speed, respectively. In 
the northeast direction, one ASC should be deployed every 500 m within the speed 
limit of 60 km/h and every 200 m within the speed limit of 40 km/h. In the southwest 
direction, one ASC should be deployed every 600 m within the speed limit of 60 km/ 
h and every 300 m within the speed limit of 40 km/h. 

However, there are several limitations of this study that deserved to be further 
explored. Firstly, the characteristic of taxi drivers needs to be further investigated. 
Secondly, the mixed distance halo effect of ASCs can be extended to encompass a 
larger number of ASCs, rather than being limited to only two adjacent ones. Finally, 
other advanced methods for optimizing the deployment of ASCs at the intersections 
are also deserved to explore in future research. 
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Chapter 7 
Examining the Effect of Speeding 
Patterns on Speeding-Related Harsh 
Decelerations for Commercial Drivers 
with Survival Analysis 

Yue Zhou, Chuanyun Fu, Xinguo Jiang, and Haiyue Liu 

Abstract Commercial drivers are usually observed with more speeding behaviors 
than other cohorts. Some of their speeding behaviors occurring under specific condi-
tions may cause more hazards. Hereby, there is a need to verify the hazard caused 
by different categories of speeding and benefit the anti-speeding countermeasures. 
This study treats the speeding-related harsh decelerations (SHDs) as a surrogate 
measure of safety. The speeding distance ratios in different categories (i.e., speeding 
patterns) and operational attributes are modeled as the risk factors. An Accelerated 
Failure Time (AFT) model is developed to relate the risk factors to the safe operation 
hours which means the average duration between the adjacent SHDs. The results 
indicate that speeding greater than 50% in daytime and speeding greater than 20% 
on peak hours/at night significantly decrease the safe operation hours on roads with 
a high-speed limit (≥60 km/h). In addition, it is difficult to keep long safe operation 
hours when commercial drivers speeding on nighttime roads with a lower speed limit 
(≤50 km/h). Conversely, speeding less than 20% is not linked to the deterioration of 
driving safety in all the scenarios. 

7.1 Introduction 

Commercial drivers (taxis drivers, buses drivers, trucks drivers, etc.) usually have 
a higher probability of speeding [1, 2], which also raises the likelihood of being 
involved in accidents. Authorities worldwide have come up with a variety of regu-
lations to prevent commercial drivers from unsafe speeding, including punishment 
of license point, speed camera, and educational campaigns [3–5]. These efforts have
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improved the driving safety, but commercial drivers still suffer from extensive crashes 
caused by speeding in recent years [6]. An important reason could be that some coun-
termeasures are less effective, because they may fail to prevent the speeding of certain 
patterns that contribute to the risk most [7]. 

Speeding pattern typically includes the information on where and when the 
speeding occurs, how serious the speeding is, and relevant attributes of the behavior. 
Although speeding behaviors of all patterns are viewed as hazardous in common 
sense, the threat to road safety may vary substantially across the speeding patterns. 
Several studies have reported the discrepancy among ordinary drivers. For example, 
Fitzpatrick [8] and Cooper [9] found that not all speeding behaviors were related to 
crashes. Also, a statistic in 2010 showed that only 6% of fatal crashes were attributed 
to high-level speeding in France, while 9% and 13% were caused by medium-level 
and low-level speeding, respectively [10]. Such mixed effects of speeding may also 
be observed in the group of commercial drivers. Unfortunately, the issue is not suffi-
ciently explored so far. To provide better safety guidelines for commercial drivers, it 
would be instructive to link the effect of speeding patterns to the actual driving risk. 

Evaluating the driving safety of commercial drivers with a reliable crash data is 
difficult because of the shift work and enforcement avoidance [11, 12]. Fortunately, 
the use of surrogate measures of safety (SMoS) and the large GPS trajectory data 
light up a direction for the purpose. SMoS can replace the accident likelihood with 
highly crash-related indicators, such as conflicts, speed attributes, and harsh driving 
behaviors (e.g., harsh deceleration, harsh acceleration) [13, 14]. Among the SMoS, 
harsh deceleration performs as a good indicator of the crash risk, as it implies that 
drivers are dodging an unexpected incident [15]. This indicator can be measured 
during a short-term period and further used in a subsequent safety evaluation. In order 
to detect the harsh decelerations, past studies used GPS trajectories collected by smart 
phones and vehicular GPS devices [14, 15]. Meanwhile, the large GPS trajectories can 
help identify the speeding behaviors of commercial drivers in various situations [16]. 
These superiorities make it easy to simultaneously analyze the speeding attributes 
and harsh decelerations of a certain driver. 

Based on the GPS trajectories of commercial drivers, the current study aims 
to enrich the knowledge of the relationship between speeding in different patterns 
and the driving risk reflected by average duration between speeding-related harsh 
decelerations (SHDs). Our study makes several contributions: (i) the relationship 
between speeding in different patterns and SHDs is investigated; (ii) the AFT models 
with different probability distributions are compared in fitting the safe operation 
hours; and (iii) the study identifies the speeding patterns that are significantly related 
to the SHDs.
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7.2 Data Collection and Analysis 

7.2.1 Data Collection 

The current study collects the trajectories through vehicular GPS recorders from 
3,130 commercial vehicles (i.e., taxis) in Chengdu, China. The GPS recorders are 
installed in the taxis and able to collect the position, instant speed, and other driving 
information of the taxi with a frequency of 0.1 Hz. The study period ranges from 
Nov. 5, 2016, to Nov. 25, 2016 (3 weeks). No festivals or special events are found 
during the period. 

7.2.2 Identification of Speeding Behaviors and SHDs 

The study first identifies the speeding behaviors and SHDs with GPS trajectories. A 
map-matching algorithm is used to correct the GPS positioning error [2, 16] before the 
identifications. The speeding behaviors are defined as whether the average driving 
speed of each pairwise GPS point exceeds the posted speed limits. The speeding 
level is an important norm for law enforcement when penalizing speeders in China. 
It is classified as Level-1 (i.e., exceeding the speed limit by 3–10%), Level-2 (i.e., 
exceeding the speed limit by 10–20%), Level-3 (i.e., exceeding the speed limit by 
20–50%), and Level-4 (i.e., exceeding the speed limit by 50% or greater). 

Harsh deceleration is typically defined as a braking behavior with an extremely 
large deceleration velocity (represented with a negative sign). The identification of 
harsh decelerations requires the comparison between the decelerated velocity of the 
vehicle and a threshold. The threshold varies across the studies due to the traffic 
and environmental conditions. Generally, past studies adopted a range of threshold 
between −0.75 and −0.2 g (g is the gravity acceleration i.e., 9.8 m/s2). We use 
a minimum acceptance of −0.2 g as the threshold in our cases [17] to avoid any 
inaccurate measurement. The steps to identify harsh decelerations and SHDs are 
[15]: 

(i) Calculate the average deceleration velocity of each pairwise GPS point by 
dividing the speed difference between the adjacent points by the corresponding 
travel time; 

(ii) Compare the average deceleration velocity with the threshold of −0.2 g. If it 
is less than the threshold, then it is defined as a harsh deceleration; 

(iii) Examine whether the previous adjacent trajectory of a harsh deceleration is 
a speeding trajectory (Case 1 in Fig. 7.1); or whether the harsh deceleration 
itself is recognized as a speeding trajectory (Case 2 in Fig. 7.1). Mark the harsh 
deceleration as “speeding-related harsh deceleration” (i.e., SHD) if Case 1 or 
Case 2 is yes; and

(iv) Summarize the attributes of speeding behaviors and record the SHDs.



70 Y. Zhou et al.

Fig. 7.1 The cases that can be defined as a SHD

The process was conducted for each taxi and we extracted a total of 1,757,680 
speeding behaviors and 5,427 SHDs from their trajectories. 

7.2.3 Variable Description 

The speeding distance ratio is adopted to be the risk factor as it can properly reflect 
the risk of speeding behaviors [18]. The speeding distance ratio represents the percent 
of speeding distance to the total driving distance on drivers’ routes. The speeding 
distance ratios are sorted by different speeding patterns and multiplied by 100 to 
reflect the effect of each 1% change on driving hazard in further models, expressed 
as 

R(t,s,r) = 
d(t,s,r ) 

D(t,s) 
× 100 (7.1) 

where the footnote (t, s, r ) means the speeding pattern with marks t, s, and r, which 
represents the speeding behaviors are level r, occurring in time of day t and on roads 
with a speed limit of s. R(t,s,r ) is the speeding distance ratio with the speeding pattern 
(t, s, r ), d(t,s,r) is the cumulative speeding distance yielded by the pattern (t, s, r ) 
speeding, and D(t,s) is the total driving distance in time of day t and on roads with 
a speed limit of s. Each mark can be represented with one of the tags to denote a 
specific speeding pattern. The details of the speeding pattern are listed in Table 7.1.

The taxi drivers are observed with repeated speeding behaviors and encounters 
of SHD. Thus, the SHDs can be treated as recurrent consequences of speeding. Our 
study describes the hazards of speeding by calculating the safe operation hours that 
means the average duration between the adjacent SHDs. It is expressed as 

Ti = Hi 

(mi + 1) 
(7.2)
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Table 7.1 The description of speeding pattern 

Type Index Mark Tag Explanations 

(Time of day, speed limit, 
speeding level) 

Time of 
day 

t Peak Speeding on peak hours (7:00–9:00 
& 17:30–19:30) 

Night Speeding in nighttime (19:30–7:00) 

Day Speeding in daytime (7:00–17:30) 

Speed 
limit* 

s Low Speeding on roads with speed limits 
≤ 30 km/h 

Med Speeding on roads with speed limits 
of 40 or 50 km/h 

High Speeding on roads with speed limits 
≥ 60 km/h 

Speeding 
level 

r 1 Exceed the speed limits > 3% but ≤ 
10% 

2 Exceed the speed limits > 10% but ≤ 
20% 

3 Exceed the speed limits > 20% but ≤ 
50% 

4 Exceed the speed limits > 50% 

Note * The range of speed limits is [20, 100] km/h

where Ti is the safe operation hours for taxi i, Hi is the total operation hours, and mi is 
the number of SHD. For those taxis without any SHD, their safe operation hours are 
equal to the total operation hours. In addition to the speeding distance ratio, several 
operational attributes of commercial drivers are extracted from the trajectories [1, 
2]. Table 7.2 lists the descriptions of the factors. 

Table 7.2 The description for operational attributes 

Variables Description Mean S.D 

RWV The ratio of vehicle kilometers traveled on weekend among the total 
vehicle kilometers traveled 

0.304 0.167 

DNH Daily nap hours during the operation 1.28 1.56 

IPD Income per 24 working hours (100 Yuan, RMB) 8.903 1.952 

LPH The average frequency of lane changes per 1 working hour 3.105 1.449 

LPD The average frequency of long-trip deliveries (the distance of trip > 
10 km) per 24 working hours 

3.823 1.922
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7.3 Method 

Survival analysis models the hazard or survive rate as a function of time and is 
suitable for evaluating the hazard caused by the recidivism of traffic violations or 
crashes [19]. The hazard and survival rate can be affected by risk factors. The Cox 
Proportional Hazard model and AFT model are commonly used to explore the effect 
of risk factors. Although the Cox model is popular in the semi-parametric structure, 
the covariates in a Cox model have to meet the assumption of proportional hazard. 
This assumption is seldom satisfied and therefore restricts the use of the Cox model 
[20]. Conversely, the AFT model is more flexible, powerful in interpretation, and 
more robust in estimates than the Cox model. Hereby, the AFT model is used to fit 
the safe driving hours. 

The AFT model fits the individual survival time with a logarithm form and uses 
a linear relationship to capture the influence of covariates, expressed as 

log(Ti ) = β X + εi (7.5) 

where Ti is the safe operation hours and εi is a random error that needs to be specified 
with a probability distribution. 

If εi is assumed to follow an extreme-value density, then it generates an AFT 
model with exponential or Weibull distribution. If εi follows a Gaussian density, 
then it specifies an AFT model with Lognormal distribution. 

7.4 Results 

7.4.1 Comparison of Goodness-of-Fit 

Table 7.3 presents the model performances. When modeling with exponential and 
Weibull distributions, the AFT models are inferior to the AFT model with Lognormal 
distribution in terms of the Log-likelihood and AIC, indicating that Lognormal 
density is better for fitting the safe operation hours. As such, the AFT model with 
Lognormal distribution is chosen to provide the factor explanations. 

Table 7.3 The 
goodness-of-fit for different 
AFT models 

Model Log-likelihood AIC 

AFT-exponential −2463.40 4950.80 

AFT-Weibull −2457.64 4941.29 

AFT-Lognormal −2431.61 4889.22
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7.4.2 Estimates of the AFT Model 

Table 7.4 lists the estimates from the ATF model with Lognormal distribution. The 
exponent of the coefficients Exp(β) is provided to quantify the effects of covariates 
on safe operation hours. It is found that all the significant coefficients have a negative 
sign, signifying that the increase of the factors leads to shorter safe operation hours. 

To be specific, a 1% increase in the speeding distance ratios of level-3 and level-4. 
speeding occurring on peak hours with a high-speed limit (R(peak, high,3) and 

R(peak,high,4)). 
is found to decrease the safe operation hours by 17.9% and 26.7%, respectively. 

At night, a 1% increase in the speeding distance ratio of level-1 speeding with a low-
speed limit reduces the safe operation hours by 5.3%. Similarly, the reductions are 
5.3%, 4.4%, 10.6%, and 29.8% respectively when increasing the speeding distance 
ratio of level-3 and level-4 speeding occurring on nighttime roads with a medium-
speed limit. 

(R(night,med,3) and R(night,med,4)) and roads with a high-speed limit (R(night,high,3) and 
R(night,high,4)) by 1%. It also shows that, for each 1% increase in speeding distance 
ratio, the level-4 speeding in daytime with a high-speed limit (R(day,high,4)) could 
lower the safe operation hours by 42.8%. 

The estimates also signify that some operational attributes increase the risk of 
encountering SHDs. Every 100 RMB increase for the income and 1 more long-trip 
delivery per 24 working hours can decrease the safe operation hours by 8.8% and 
10.2%, respectively. Moreover, 1 more lane-changing maneuver per one working 
hour will lead to 18.5% lower safe operation hours for taxi drivers.

Table 7.4 The estimates of the AFT model with lognormal distribution 

Variables Estimate S.D 95% CI Exp(β) p-value 

Constant 8.739 0.029 (8.149, 9.327) – <0.001 

R(peak,high,3) −0.197 0.084 (−0.361, −0.033) 0.821 0.019 

R(peak,high,4) −0.314 0.108 (−0.523, −0.101) 0.733 0.004 

R(night,low,4) −0.065 0.022 (−1.088, −0.022) 0.937 0.003 

R(night,med,3) −0.054 0.018 (−0.089, −0.019) 0.947 0.003 

R(night,med,4) −0.045 0.020 (−0.084, −0.006) 0.956 0.024 

R(night,high,3) −0.112 0.041 (−0.192, −0.035) 0.894 0.006 

R(night,high,4) −0.354 0.106 (−0.562, −0.148) 0.702 <0.001 

R(day,high,4) −0.557 0.111 (−0.775, −0.341) 0.572 <0.001 

IPD −0.092 0.028 (−0.146, −0.038) 0.912 0.001 

LPD −0.107 0.025 (−0.157, −0.057) 0.898 <0.001 

LPH −0.205 0.032 (−0.269, −0.142) 0.815 <0.001 

σ 1.871 0.056 (1.765, 1.984) – <0.001 

No. of subjects 3130 
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Fig. 7.2 Cumulative survival rate estimated at mean values of the speeding distance ratios 

7.4.3 Estimates of the Cumulative Survival Rate 

Figure 7.2. illustrates the cumulative survival rates estimated with the mean value 
of the covariates. The survival rate steeply drops from 1 to 78.1% when the drivers 
maintain a safe driving to 100 h, and drops more smoothly from 78.1 to 50.3% if the 
driver could drive safely up to 400 h. This implies that, with the current speeding 
behaviors, some drivers have larger possibility to encounter SHDs, while others may 
not drive with increasing hazard if they have already kept long safe operation hours. 

Meanwhile, we control the speeding distance ratios in different speeding patterns 
and compare their effects on the cumulative survival rates. It is achieved by setting 
all the speeding distance ratios equal to 5% and then estimating the survival rates 
over time (Fig. 7.3a). Among all the speeding patterns, the survival curve drops 
faster in the cases of setting R(peak,high,4), R(night,high,4), and R(day,high,4) as 5% each. 
This result manifests that level-4 speeding with a high-speed limit, especially in the 
daytime scenario, can cause more hazards than other speeding patterns. Additionally, 
Fig. 7.3b compares the effects of R(day,high,4) in different magnitudes on the survival 
rates. With R(day,high,4) increasing from 0 to 5%, the probability of driver keeping a 
500 h safe driving decreases from 47% to merely 5.8%. For each 1% change, the 
most significant drop of the survival rate (−11.5%) occurs when R(day,high,4) increases 
from 0 to 1%.

7.5 Discussion and Conclusion 

Past studies have highlighted the analysis of speeding behavior due to the inherent 
relationship between speeding and crash. The speeding of commercial drivers should 
be especially concerned since these drivers generate more speeding records than other 
cohorts. Meanwhile, the flexible driving styles of these drivers could make the imple-
mentation of anti-speeding countermeasures to be improvident and unsustainable. In
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(a) Speeding distance ratios equal to 5% (b) ( ,  ,4)day highR  varies from 0 to 5% 

Fig. 7.3 Cumulative survival rate estimated at specific values of the speeding distance ratios

order to guide the management approaches, our study identifies the speeding behav-
iors and SHDs by GPS trajectories and relates the effect of different speeding patterns 
on drivers’ safe operation hours through the AFT model. 

As shown by the model estimates, the speeding no more than 20% does not 
decrease the safe operation hours statistically. The primary explanation is that 
commercial drivers typically have better skills in controlling the vehicle and keeping 
alert to the surrounding environment when driving at a low speed. The professional 
driving skills can help them avoid the hazards in their routines by slowing down 
smoother or swerving in advance prior to an unexpected encounter. However, when 
the drivers speeding severely (>50%) at a high-speed limit (≥60 km/h), the driving 
speed could bring about an impaired reaction time and deteriorated ability to control 
the vehicle. Hereby, the drivers could suffer SHDs more frequently. It is also noted 
that speeding severely at night, even on roads with a speed limit equal to or less than 
50 km/h, is the main cause of the SHDs. This is because the drivers may find it hard to 
notice unexpected encounters in advance with inadequate lighting [21]. Also, drivers 
in the nighttime are more likely to fatigue which enlarges their perception-reaction 
time [22]. 

Another insightful explanation refers to the effect of actual driving speed on road 
safety. As suggested by Nillson [23], the relationship between the driving speed 
and accident likelihood can be expressed by a power function. It demonstrates that, 
even for an equally proportional change on speed, the change with a large initial 
speed causes more hazards than that with a small initial speed [24]. For instance, 
increasing speed from 60 to 90 km/h (+50%) is more dangerous than changing from 
40 to 60 km/h (+50%). In our cases, committing level-3/level-4 speeding on roads 
with a medium- or high-speed limit causes a large speed between the driving speed 
and the speed limits (Table 7.5). Logically, such speeding are more likely to trigger 
SHDs.

The study also confirms that income, lane changes, and long trips reduce the 
safe operation hours. Past studies have revealed that commercial drivers with higher
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Table 7.5 The speed mean of speeding levels sorted by different speed limits 

Speed limit (baseline) Speed mean of different speeding levels (km/h) 

Level-1 Level-2 Level-3 Level-4 

Low 20 km/h 21.4 23.1 27.6 37.4 

30 km/h 31.9 34.4 39.6 49.8 

Medium 40 km/h 42.5 45.8 52.1 71.0 

50 km/h 53.2 57.2 64.2 79.9 

High 60 km/h 63.7 68.6 75.9 115.8 

70 km/h 74.3 79.6 92.1 132.6 

80 km/h 84.7 90.7 100.8 164.5 

100 km/h 105.4 113.9 130.5 187.9

revenue tend to commit more severe speeding [1, 2]. Also, they tend to speed in a 
long trip or implement lane changes to keep a superior speed [2]. 

In summary, our study shows that only exceeding the speed limit by 50% or greater 
in the daytime, and 20% or greater during peak hours or at nighttime on roads with 
a speed limit of no less than 60 km/h increase the possibility of encountering SHDs. 
Meanwhile, speeding greater than 20% at night with a speed limit of 40–50 km/ 
h or speeding greater than 50% with a speed limit of 20–30 km/h increases the 
likelihood of encountering SHDs. These findings demonstrate that the hazards are 
merely related to the extremely large speed, rather than being determined by the 
speeding level adopted by the current law enforcements. As such, the police could 
penalize the speeding that really contributes to harsh incidents heavier. If the current 
laws remain unchanged, we recommend that driving auxiliary system, connected 
vehicle, and real-time conflict detection [25, 26] could be considered to improve the 
safety and avoid harsh decelerations of professional drivers. Both measures could 
extent the perceptibility of the drivers and warning the incoming risky events. Also, 
factors such as drivers’ socio-demographic information, traffic conditions, etc., could 
be considered in further SHDs modeling. 
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Chapter 8 
Research and Application Analysis 
of Stepwise Incremental Fine Model 
for Speeding Behavior 

Chuanyun Fu and Jinzhao Liu 

Abstract In order to effectively restrict repeated speeding behaviors, this paper 
first divides the speeding range into three speeding ranges, including low, medium, 
and high speeding according to the law-enforcement in China. Based on this, we 
further build the basic framework of a stepwise incremental fine model (SIFM) and 
a stepped incremental fine model based on the principle of stepped pricing with 
the minimum total number of speeding times as the objective and the economic 
cost as the constraint. In addition, the response of drivers to changes in the fine 
amount was examined using the price elasticity theory. The study also analyzes the 
application of the stepped incremental fine model using Deyang City as an example. 
The results show that the stepped incremental fine model can effectively target the 
speeding drivers and their behavioral characteristics, which then ensures the model 
could be accepted by most speeding recidivists. The setup of the model is scientific 
and reasonable. 

8.1 Introduction 

Speeding behavior is one of the most important factors affecting road traffic safety 
[1, 2]. In order to restrict speeding behaviors, authorities have implemented a large 
number of traffic control approaches, but this traffic violation is still prominent to 
date [3]. One of the major reasons is the failure to constrain speeding recidivists. 

Studies have shown that repeated traffic violations (DUI, speeding, etc.) are 
strongly associated with increased accident rates [4], leading to higher crash severity 
[5]. Speeding recidivists are more likely to be involved in crashes [6–9]. Raising fines 
is a common method of restricting speeding behaviors. A related study in Norway 
found that increasing fines reduced speeding violations [10]. Watson et al. [7] showed  
that increasing the fine reduced the percentage of recidivism and recidivism frequency 
of speeding violations, but there was no significant change in the recidivism interval

C. Fu (B) · J. Liu 
School of Transportation Science and Engineering, Harbin Institute of Technology, Harbin, China 
e-mail: fuchuanyun@hit.edu.cn 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
Y. Bie et al. (eds.), Smart Transportation Systems 2023, Smart Innovation, Systems 
and Technologies 356, https://doi.org/10.1007/978-981-99-3284-9_8 

79

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-3284-9_8&domain=pdf
mailto:fuchuanyun@hit.edu.cn
https://doi.org/10.1007/978-981-99-3284-9_8


80 C. Fu and J. Liu

and the average number of recidivisms. Liu and Xie [11] found that when the dura-
tion of the countermeasure that increasing the cost of the violation increases, the 
deterrence to the offenders decreases and eventually makes the enforcement slack. 
Some of the increased fine mechanisms studied cannot effectively target speeding 
recidivists because they do not reference past speeding counts. Many scholars focus 
on controlling repetitive speeding behaviors. Polinsky [12] showed that incremental 
fines can reduce excessive deterrence and compensate for insufficient deterrence. 
Delhaye [13] found that the optimal fine mechanism depends on the probability of 
detection of speeding behavior and the strength of the relationship between driver 
type and speeding record. 

The incremental penalty mechanism can be formulated by referring to the ladder 
pricing theory first proposed by Taylor [14] in the 1970s. Many scholars believe 
that the mechanism of step pricing can achieve the goal of balanced economic and 
social development to a certain extent [15, 16]. Ruijs [17] argues that the mechanism 
of stepped pricing can increase the welfare of low-income people. Also, studies 
have shown that high prices on the higher step of ladder pricing can effectively 
restrict uncontrolled overconsumption by consumers in this ladder range category 
[18]. Some scholars have already established a stepwise incremental penalty model 
for other traffic violations considering the number of violations. Zeng [19] and Liu 
[20] modeled stepped incremental penalties for parking violations and motor vehicle 
red light violations, respectively. 

In summary, this paper aims to establish a stepped incremental fine intensity 
model to restrict speeding behaviors based on the consideration of both the speeding 
range and frequency of a speeder. The current work could provide support and 
improvements to the speeding control and traffic management of motor drivers. 

8.2 Assumptions and Framework 

8.2.1 Model Assumptions 

(1) Drivers are rational consumers. 
(2) Drivers fully understand the cost of each speeding they commit. 
(3) The cycle of the Stepwise Incremental Penalty Model reset is one year. 

8.2.2 Basic Framework of the Model 

According to the speeding control standards implemented in China, seriously 
exceeding the posted speed limits could suffer in heavier penalties. As such, the 
speeding range is divided into low (less than 20%), medium (greater than or equal 
to 20% but less than 50%), and high (greater than or equal to 50%). The stepwise
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incremental fine model for restricting the speeding behaviors is then built based on 
the classifications of the speeding. 

Let the newly implemented ladder fines under each speeding range be divided 
into m steps according to the number of speeding times, the first ladder speeding 
times range is [0, N1], the second ladder speeding times range is (N1, N2], and so 
on, the mth ladder speeding times range is (Nm−1, +∞); Pi denotes the single fine 
amount under an original speeding range i (i = 1, 2, 3, corresponding to the under 
the low, medium, and high speeding ranges, respectively). The amount of change of 
the fine amount under each speeding range of each level of the newly implemented 
ladder fines is ΔP = [ΔPi1,ΔPi2, . . . ,ΔPi j  , . . . , ΔPim]. Then, the fine amount 
under each speeding range of each level of the newly implemented ladder fines is 
Pa = Pi + ΔP = [Pi + ΔPi1, Pi + ΔPi2, . . . ,  Pi + ΔPi j  , . . . ,  Pi + ΔPim]. 

8.3 Stepwise Incremental Fine Model 

8.3.1 Determine the Number of Steps and the Number 
of Speeding in Each Step 

Based on the characteristics of drivers’ speeding behavior, the lower step should 
cover the majority of the speeders, while the higher step should target a smaller 
proportion of speeding recidivists. As the number of steps increases, the proportion 
of drivers covered by a single step gradually decreases. As such, the proportion of 
speeders covered in each step is shown in Table 8.1. 

Table 8.1 Reference values for the number of steps and coverage rate 

Number of 
steps 

Number of speeding intervals in each order 

First step Second step Third step Fourth step 

2 (0, 1] (1, +∞) – – 

3 Cover 70 or 
80% of 
speeding 
drivers 

Accumulated 
coverage of 90 or 
95% of speeding 
drivers 

Cumulative coverage 
of 100% of speeding 
drivers 

– 

4 (0, 1] Accumulatively 
cover 70 or 80% of 
speeding drivers 

Accumulated 
coverage of 90% or 
95% of speeding 
drivers 

Cumulative 
coverage of 100% of 
speeding drivers
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8.3.2 Stepwise Incremental Fine Model Based on Driver 
Response 

The fines vary across the frequencies of exceeding the speed limit for a driver. If the 
driver’s total expenditure on speeding is a fixed value, which we could treat it as a 
“speeding market.” Then, the fines should increase as the frequency of exceeding the 
speed limit decrease as the amount of the fine increases; otherwise, the frequency 
of exceeding the speed limit should increase as the amount of the fine decreases. 
The price elasticity can be used to represent the driver’s sensitivity to the changes of 
the penalty and the frequency of speeding, according to the theory of elasticity fine. 
Based on the fine elasticity of drivers’ speeding demand and their response to the 
implementation of a stepped incremental fine mechanism, a corresponding stepped 
incremental fine amount optimization model for speeding can be developed. The 
objective of the model is to minimize the number of speeding in the study area after 
implementing the model, so the objective function is 

minQsa = 
3∑

i=1 

(wi Qsai ) = 
3∑

i=1 

wi 

⎡ 

⎢⎢⎢⎣ 

N1{

0 
f (Qi )Qai1dQi + 

N2{

N1 

f (Qi )Qai2dQi 

+ · · ·  +  
+∞{

Nm−1 

f (Qi )QaimdQi 

⎤ 

⎥⎥⎥⎦ 

(8.1) 

The constraints are 
⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

Fsi < Fsai 

Fsai < (1 + b0)Fsi

ΔPi ( j−1) < ΔPi j  < ΔPi( j+1) 
Pi + ΔPim < Pi+1 + ΔP(i+1)1 

Fai j  < (1 + b j )Fi 

(8.2) 

where Qsa is the total speeding frequency for all drivers in the speeding range after 
the implementation of SIFM; wi is the weight of speeding in the speeding range 
i ; Qsai is the total speeding frequency for drivers in the speeding range i after the 
implementation of SIFM; Qi is the speeding frequency for drivers in the speeding 
range i ; Qai j  is the speeding frequency for individual drivers exceeded the speed 
limit under step j of speeding range i after the implementation of SIFM; Fsi and 
Fsai are total amount of fines for drivers in the speeding range i before and after the 
implementation of SIFM, respectively; b0 is the acceptable increase in the amount 
of fines for all drivers before and after the implementation of SIFM; ΔPi j  is the 
increase in the amount of the fine for speeding under step j of speeding range i 
after the implementation of SIFM; Pi is the amount of fines for each speeding under 
speeding range i before the implementation of SIFM; Fai j  is the amount of fines for 
each speeding under step j of speeding range i after the implementation of SIFM;
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b j is the growth rate of the acceptable fine amount for the driver in step j before 
and after the implementation of SIFM; Fi is the total fine amount for the individual 
driver in speed range i before the implementation of SIFM. 

8.4 Case Analysis 

This study conducted a case study on the application of the SIFM to speeding in 
Deyang City, China, to examine the effect of restricting the speeding recidivism. The 
statistics of the number of speeding violations recorded by off-site enforcement are 
shown in Table 8.2, which are offered by the Deyang City Traffic Police Detachment 
in 2017. 

8.4.1 Optimize the Number of Fines at Each Level 

The acceptance of speeding recidivism with a cost of 100 RMB penalty fine was 
set as a benchmark. The ratio of the change in the number of times a driver exceeds 
the speed limit to the change in the fine amount after the fine becomes 200 RMB, 
500 RMB, 1000 RMB, and 2000 RMB are counted, and the resulting fine elasticities 
are assigned weights of 0.5, 0.3, 0.15, and 0.05, respectively. The weighted fine for 
each driver facing different changes in the fine amount Elasticities is calculated. The 
weighted fine elasticities of drivers with the same number of actual speeding were 
averaged to obtain the average fine elasticities of drivers with different numbers of 
speeding, as shown in Table 8.3.

According to the relationship between consumers’ utility and consumption of a 
good in Stone-Gear theory [21], the principle of maximum utility, and the definition

Table 8.2 The number of 
vehicles with different 
speeding times and their 
frequency 

Number of 
speeding 

Vehicle 
number 

Frequency 
(%) 

Cumulative 
frequency (%) 

1 80,230 69.78 69.78 

2 20,810 18.10 87.88 

3 7401 6.44 94.32 

4 3100 2.70 97.01 

5 1483 1.29 98.30 

6 774 0.67 98.98 

7 441 0.38 99.36 

8 251 0.22 99.58 

9 159 0.14 99.72 

10 105 0.09 99.81 
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Table 8.3 The average value 
of the driver’s fine elasticity 
under different speeding times 

Number of 
speeding 

Average fine 
elasticity 

Number of 
speeding 

Average fine 
elasticity 

1 −0.16117 6 −0.31374 

2 −0.19916 7 −0.29721 

3 −0.26819 8 −0.20523 

4 −0.30533 9 −0.15751 

5 −0.33796 10 −0.12832

of the elasticity coefficient of fines, the expression E = (1−a)Q 
Q − 1 for the elasticity 

coefficient of fines for drivers can be introduced [19]. Because off-site enforcement 
data do not record driver characteristics that influence speeding behavior, to facilitate 
subsequent research, the number of speeding Q is used to focus driver characteristics, 
i.e., so that E = E(Q), the elasticity coefficients of fines for different drivers are 
reflected by their speeding times. Fitting the average elasticity of fines for drivers 
with a different number of speeding times gives the following function (8.3). 

E(Q) = 0.0092Q2 − 0.0958Q − 0.0659 · R2 = 0.9242 (8.3) 

The weight of each speeding range is determined. This study determines the weight 
of each speeding range according to the severity of the speed corresponding to the 
speeding range after causing a traffic accident. A study in the United States found a 
linear relationship between vehicle crash speed and the amount of impact pressure 
[5]. The relationship between collision damage and collision speed can be expressed 
by Eq. (8.4), where X is the collision damage; v is the collision speed; ai and bi are 
the two-vehicle stiffness coefficients. 

X = ai v − bi v2 (8.4) 

In this paper, the speed range is defined as low, medium, and high gears, and 
the speed limit value of 60 km/h is taken as the main road in the city, then the 
low, medium, and high-speed ranges are 60 km/h–72 km/h, 72 km/h–90 km/h and 
greater than 90 km/h respectively. The collision speed v is taken as the median speed 
under the three ranges (high range Overspeed is taken as 100 km/h), ai and bi are 
selected as the third level stiffness factor 1.037, and the calculated collision damage 
is −4288.6, −6478.04, and −9897.34 under the low, medium, and high Overspeed 
ranges. Therefore, when the low range Overspeed is used as the benchmark with a 
weight of 1, then w1 = 1, w2 = 1.51, w3 = 2.31. 

The probability density function of the number of speeding under each speeding 
range. When the study area is certain, the number of drivers corresponding to all 
speeding times under each speeding range is fitted to the proportion of all speeding 
drivers in that speeding range, then the frequency distribution function of the number 
of speeding times obtained can be regarded as the probability density distribution
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function f (Qi ) of the number of speeding times of drivers under each speeding 
range, where i = 1, 2, 3. The equation of the probability density distribution of the 
number of speeding under the range of low, medium, and high speeding in Deyang 
2017 is (8.5), (8.6), (8.7). 

Less than 20% of the low Overspeed range 

f (Q1) = 1.154 × 104 exp

[
−

(
Q1 + 13.08 

4.519

)2
]

· R2 = 0.9966 (8.5) 

Medium Overspeed range of 20 ~ 50% 

f (Q2) = 1915exp

[
−

(
Q2 + 11.28 

4.368

)2
]

· R2 = 0.9983 (8.6) 

High Overspeed range of 50% and above 

f (Q3) = 1399exp

[
−

(
Q3 + 10.39 

4.143

)2
]

· R2 = 0.9981 (8.7) 

Optimization model solving. Referring to the speed limit of 50 km or more than 
80 km of road speeding fine standards (Fines of 100 RMB, 150 RMB, and 500 
RMB for exceeding the speed limit by 10%–20%, 20%–50%, 50%–70% respec-
tively), according to the text of the low, medium, and high speed range, take 
P1 = 100, P2 = 150, P3 = 500. It is known that the growth rate of per capita 
consumption level of urban residents in Deyang City in 2018 is 9.0%, and the growth 
rate of the consumer price index (CPI) is 1.8%. The sum of the capita consumption 
level and the CPI (10.8%) can be taken as the maximum growth rate of the total 
amount of fines acceptable to drivers whose speeding times are in the first step 
of the speeding times range. For the convenience of calculation, the approxima-
tion is taken as 10%, that is,b1 = 10%. The second and third levels of the ladder 
corresponding to the driver’s maximum acceptable total fine growth rate can set 
b2 = 50%, b3 = 100%. The growth rate of the maximum total acceptable fine for all 
speeding drivers can also be taken as b0 = 50%. Taking the calibrated parameters 
into the fine amount optimized model equation yields a stepwise incremental fine 
amount optimized model for restricting the speeding recidivism, shown below
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minQsa = 
3∑

i=1 

wi 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ 

+∞{

0 

f (Qi )Qi dQi + 
+∞{

0 

f (Qi )E
ΔPi1 
Pi 

Qi dQi 

+ 
+∞{

1 

f (Qi )E
ΔPi2 − ΔPi1 

Pi 
(Qi − 1)dQi 

+ 
+∞{

3 

f (Qi )E
ΔPi3 − ΔPi2 

Pi 
(Qi − 3)dQ  

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 

(8.8) 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

Fsi < Fsai < 1.5Fsi

ΔPi ( j−1) < ΔPi j  < ΔPi( j+1) 
Pi + ΔPim < Pi+1 + ΔP(i+1)1 

Fai1 < 1.1Fi 
Fai2 < 1.5Fi 
Fai3 < 2Fi 

(8.9) 

The model is solved in MATLAB by using the pattern search method. The results 
of the optimization give the ΔP =[12.055, 31.633, 53.632, 18.078, 54.000, 94.000, 
60.285, 174.562, 316.000]. According to the principle of formulating the stepped 
incremental fines for speeding behavior described in the previous section, the values 
are rounded so the results are ΔP = [10, 30, 60, 20, 60, 100, 60, 200, 350]. The 
corresponding stepped fine amounts for each speeding range under each level are
ΔP =[110, 130, 160, 170, 210, 250, 560, 700, 850]. An illustration is shown in 
Fig. 8.1.

8.4.2 Stepwise Incremental Fine Model Effectiveness 
Analysis 

According to the optimized results of the model, the amount of fines for each step 
under a certain speeding range is significantly increased compared with that before 
the implementation of the fine policy, as shown in Table 8.4.

The increases in the fine amount of the first speeding ladder under each speeding 
range are 10, 13.33, and 12%, which can form a “buffer zone” covering about 70% 
of speeders under each speeding range. The second speeding ladder under each 
speeding range covers about 95% of speeding drivers cumulatively, and the fine 
amount is adjusted upward by 30–40% compared with the original values. For the 
remaining speeders who are on the third speeding ladder and commit speeding more 
than 3 times in the period, the fines are increased by 60–70% compared to the original 
values, values, which represent a “heavy penalty zone.”
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Speeding times 

gnar
gnideep S 

Fig. 8.1 Stepwise incremental fine mechanism for speeding in Deyang

Table 8.4 Changes in the number of fines for each step 

Speeding 
range 

Speeding 
times step 

The number of 
speeding intervals 
of each step 

Original 
fine 
amount 

Adjusted 
fine 
amount 

Fine 
increase 
range (%) 

Cumulative 
coverage 
(%) 

Low 
range 

Level 1 1 100 110 10.00 69.25 

Level 2 2 ~ 3 100 130 30.00 94.12 

Level 3 >3 100 160 60.00 100.00 

Medium 
range 

Level 1 1 150 170 13.33 71.10 

Level 2 2 ~ 3 150 210 40.00 94.77 

Level 3 >3 150 240 60.00 100.00 

High 
range 

Level 1 1 500 560 12.00 73.00 

Level 2 2 ~ 3 500 700 40.00 95.87 

Level 3 >3 500 850 70.00 100.00

In addition, the increase in the fine amount for each ladder under the medium 
and high speeding range is significantly higher than that of the low speeding range, 
which could lower the possibility that a higher speeding range causes a greater injury 
severity. It can be seen that the fine amount is set according to the ratio of the speeding 
recidivism to the total speeding frequency in Deyang City. Hereby, this fine model 
can effectively restrict the recidivists who are likely to commit repeated speeding 
behaviors. 

The speeding frequency in different ranges after the speeder’s response to the 
model can be obtained after the implementation of the stepped incremental fine
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model, as shown in Eq. (8.10). The changes in the speeding frequency in each step 
are shown in Table 8.5. 

Qsai j  = Qi 

N j{

N j−1 

f (Qi )Qai j  dQi (8.10) 

Table 8.5 illustrates that, under each speed range, the number of speeding 
decreases as the speeding steps keep rising. The decrease in the total number of 
speeding times for the first speeding ladder ranges from 1.19 to 1.58% since the 
speeders with only one speeding record are not sensitive to this penalty ladder. The 
second ladder has an average decrease rate of about 4%, which is significantly larger 
than that of the first ladder. The third ladder has a reduced rate of up to 8.57% or 
greater in the total speeding frequency, which shows that the speeders with more 
speeding records are more sensitive to the heavier penalty. 

On the other hand, the rate of decrease in the number of speeding was significantly 
higher in the middle and high Overspeed ranges than in the low Overspeed range, 
especially in the second and third steps of the Overspeed count ladder. As can be 
seen, the step increment effectively reduces the number of repeat speeding drivers 
while affirming that drivers have a certain “basic need to exceed the speed limit.”

Table 8.5 Changes in the number of speeding times in each step 

Speeding 
range 

Speeding 
times step 

The number of 
speeding intervals 
of each step 

Original 
speeding 
times 

Number of 
speeding after 
response 

Rate of change of 
speeding times (%) 

Low range Level 1 1 58,153 57,462 −1.19 

Level 2 2 ~ 3 47,292 45,604 −3.57 

Level 3 >3 26,619 24,337 −8.57 

Medium 
range 

Level 1 1 20,604 20,278 −1.58 

Level 2 2 ~ 3 15,488 14,736 −4.85 

Level 3 >3 8114 7232 −10.87 

High 
range 

Level 1 1 1473 1452 −1.42 

Level 2 2 ~ 3 1043 995 −4.65 

Level 3 >3 435 388 −10.76 

Total – – 179,221 172,485 −3.76 
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8.5 Conclusion and Future Research Directions 

This paper constructs an incremental fine amount optimization model based on the 
ladder pricing theory that aims to minimize the speeding frequency for the speeding 
recidivists. The speeding records collected in Deyang City, China, were used to 
justify the model. Speeding range and frequency were combined to develop the 
penalty ladders in the model. The results show that the stepped incremental penalty 
model can reasonably consider the needs of speeding for the speeders and their 
sensitivity to the penalty. Thus, the model is able to pose a greater deterrence against 
offenders with more repeat speeding behaviors than those with occasional speeding. 

There are limitations in this paper: (1) The paper only evaluates the effect of the 
stepped incremental penalty model on speeding recidivism theoretically. However, 
the practical application is not considered to test the effectiveness of the stepped 
incremental penalty model. (2) The stepwise incremental penalty model does not 
test the long-term deterrence ability of the speeding recidivists. 

In the future, speeding-related outcomes, such as traffic conflicts [22, 23], could 
be considered for the study of repeat speeding fines. 
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Chapter 9 
Interaction-Aware Trajectory Prediction 
for Autonomous Vehicle Based 
on LSTM-MLP Model 

Zhiwei Meng, Jiaming Wu, Sumin Zhang, Rui He, and Bing Ge 

Abstract Trajectory prediction is one of the core functions of the autonomous 
vehicle, it greatly affects the rationality and safety of the decision-making module 
and the planning module. This is challenging because the motion of the target vehicle 
is affected by the interactive behavior of its surrounding vehicles. In this paper, we 
propose the interaction-aware trajectory prediction model for autonomous vehicles 
based on LSTM-MLP model. The encoder module encoded the history trajectories 
to extract the dynamic feature of each vehicle in the scenarios by the LSTM model, 
and then the interaction module captures the interactive feature using the MLP-Max 
Pooling model. In the end, the decoder module decodes the fusion feature which 
consists of the dynamic feature of the target vehicle and the interactive feature to 
output the future trajectory based on the LSTM model. The experiments are carried 
out on the publicly available NGSIM dataset, and the results show that the proposed 
model outperforms prior works in terms of RMSE value. 

9.1 Introduction 

Autonomous driving has been recognized as one of the inevitable development direc-
tions of the vehicle industry, and autonomous vehicles will become popularization 
in the near future [1, 2]. As an important module of autonomous driving technology, 
trajectory prediction can provide the input information for the decision-making
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module and the planning module, and improve driving safety [3–6]. Therefore, the 
research on trajectory prediction is meaningful. 

In this field, there are many challenges, because the future trajectory of the 
autonomous vehicle is affected by many factors, such as the driving scenarios, and 
the interaction among vehicles [7, 8]. One of the important challenges is how to 
consider the interaction between the target vehicle and the surrounding vehicle. 

In the past few decades, many researchers have devoted themselves to this chal-
lenge [9]. According to the survey, the trajectory prediction methods can be grouped 
into three different categories. Firstly, the physics-based method is the simplest. It 
assumes that the future motion of the vehicle only depends on the current motion 
state, and predicts the future trajectory according to the dynamic model or kine-
matic model. Besides, it doesn’t consider the behavior of the vehicle in the trajectory 
prediction process. Ammoun et al. [10] introduced a model of trajectory prediction 
by proposing a dynamic model and more complex equations for the Kalman filtering. 
In the paper [11], a hierarchical-structured algorithm that fused traffic environment 
data with the dynamic information of the vehicle was proposed to predict the trajec-
tory of the target vehicle. In a word, the physics-based method has the desired effect 
under the short-term prediction. But it is not suitable for long-term prediction. 

Secondly, the maneuver-based method eliminates the drawback that the physics-
based model is unable to use the behavior information. The maneuver-based method 
firstly will predict the maneuver intention of the vehicle, and then generate the future 
trajectory. A long-term prediction approach based on a combined trajectory classi-
fication and particle filter framework was proposed [12], and the motion prediction 
was performed based on the highest likelihood behavior. The Hierarchical Mixture of 
Expert model was proposed through a probability density function and inferring its 
parameters with previously observed motion patterns to predict the future trajectory 
[13]. As a result, those methods output the future locations of the vehicle given its 
maneuver class. 

Thirdly, the interaction-based method considers the fact that the future trajectory 
of the target vehicle is influenced by the surrounding vehicles. It regards the target 
vehicle and surrounding vehicles as independent entities that influence each other. 
Social LSTM encoded dynamics of agents and models interaction by sharing infor-
mation among agents, which is inspired by the recent success of Long-Short Memory 
networks for different tasks [14]. An encoder-decoder architecture that used convo-
lutional social pooling as an improvement was proposed to output a multi-modal 
predictive distribution over future trajectories based on maneuver classes [15]. Hasan 
et al. [16] proposed the pooling strategy into a generative encoder-decoder mode, and 
then outputs multi-modal distribution of predictions conditioned on a set of semantic 
maneuvers. Gupta et al. [17] tackled the prediction issue by combining tools from 
sequence prediction and generative adversarial networks, in his work, the recurrent 
sequence-to-sequence model with a novel pooling mechanism predicted the future 
trajectory of the target agent by its historical trajectory. Considering dependencies 
between the target vehicle and surrounding vehicles, interaction-aware methods can 
get a more comprehensive understanding of context information.
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Inspired by [15, 17], this work proposes the interaction-aware trajectory prediction 
for autonomous vehicles based on the LSTM-MLP model to improve the accuracy 
of the future trajectory. Firstly, the proposed model encodes the historical trajectory 
of all vehicles which are located in the scenario using the LSTM network and then 
gets the dynamic features. Secondly, the dynamic features are input to the interaction 
module, and the MLP-Max Pooling structure is used to extract the interactive feature. 
Thirdly, the dynamic feature of the target vehicle and the interactive feature between 
the target vehicle and the surrounding vehicles. Finally, the encoder based on LSTM 
generates the future trajectory by the fusion feature. 

The rest of this paper is organized as follows. In Sect. 9.2, we formulate the 
problem and describe the proposed trajectory prediction model and implementation 
details. In Sect. 9.3, we first introduce the dataset and evaluation metric and then 
report the experimental results compared with other models. In Sect. 9.4, we conclude 
this paper. 

9.2 Methodology 

9.2.1 Problem Formulation 

This work aims to predict the future trajectory of the target vehicle using the historical 
trajectories of the target vehicle and the surrounding vehicles. The proposed model 
is shown in Fig. 9.1, it consists of an LSTM encoder, an interaction module based on 
MLP-Max Pooling structure, and an LSTM decoder. As shown in Fig. 9.1, the gray 
vehicle represents the target vehicle. On the other hand, the surrounding vehicles are 
denoted by green vehicles.

This work predicts the future trajectory of 5 s given the historical trajectories 
of 3 s, and the past trajectory and the future trajectory are shown in the black line 
segment and the red line segment, respectively. 

The input to the model is historical trajectories. 

H = {
hv0 , hv1 , · · ·  hvi , · · ·  , hvm

}
(9.1) 

where, H represents the historical trajectories of all vehicles in the scenario, 
hvi denotes the historical trajectory of vehicle vi . Especially, v0 indicates the 
target vehicle, while others are surrounding vehicles. Besides, m is the number of 
surrounding vehicles in the scenario. 

hvi = [pt−Th 
vi 

, pt−Th+1 
vi 

, · · ·  , pt1 vi , · · ·  , pt−1 
vi 

, pt vi ] (9.2) 

In Eq. (9.2), pt1 vi represents the trajectory information of vehicle vi at time t1 ∈ 
[t − Th, t], as shown  in  Eq. (9.3). Moreover, Th is a fixed history time horizon, and 
time t is a constant.
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Fig. 9.1 Proposed Model. It consists of three key components: Encoder, Interaction Module, and 
Decoder. The encoder takes as input the historical trajectories of all vehicles in the scenario and 
encodes the history as the dynamic feature. The interaction Module takes as input all dynamic 
features and outputs the interactive feature. The decoder generates the future trajectory of the target 
vehicle conditioned on the dynamic feature and the interactive feature

pt1 vi =
(
xt1 vi 

, yt1 vi

)
(9.3) 

where xt1 vi 
indicates the coordinate of the X-axis. Similarly, yt1 vi 

denotes the coordinate 
of the Y-axis. 

The output of the model is the predicted future trajectory of the target vehicle v0. 

Fv0 = [  f t+1 
v0 

, f t+2 
v0 

, · · ·  , f t2 v0 
, · · ·  , f t+T f 

v0 ] (9.4) 

where Fv0 represents the predicted future trajectory of the target vehicle. f 
t2 
v0 

is the 
trajectory information of the target vehicle at time t2 ∈

[
t + 1, t + T f

]
, it can be 

described as Eq. (9.5). In addition, T f is a fixed prediction time horizon. 

f t2 v0 
= (

xt2 v0 
, yt2 v0

)
(9.5) 

9.2.2 Model Structure 

To build a better interactive relationship between the target vehicle and the 
surrounding vehicles, this work proposes an LSTM-MLP model, which is designed 
under the Encoder-Decoder structure. Figure 9.1 shows the proposed model in this 
paper, and details of the composition module of the proposed model are described 
below.
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LSTM Encoder 

Encoder learns the state of each vehicle in the scenario and stores their history of 
motion using the LSTM network, and the LSTMs used for each vehicle have shared 
weights. 

First, in order to get a fixed length vector avi , the history information is embedded 
by a LeakyRelu non-linearity layer, as shown in Eq. (9.6). 

avi = Leaky  Relu
(
Linear

(
hvi

))
(9.6) 

where the LeakyRelu is the activation function. 
Then, the LSTM network takes as input avi and outputs the encoded features. 

And the LSTM weights are shared between all vehicles in the scenario. Finally, 
those encoded features are used as input to the LeakyRelu non-linearity layer to get 
the dynamic feature of the vehicle DFvi . The above process is shown in Eq. (9.7). 

DFvi = Leaky  Relu
(
Linear

(
LST  Menc

(
avi

)))
(9.7) 

Interaction Module 

Considering that, in the autonomous driving application scenario, the target vehicle 
will adjust its trajectory by implicitly reasoning about the motion of its neighbors. 
Therefore, it is necessary to capture the interdependence among vehicles. Inspired 
by Social-GAN [7], this work proposed an MLP-Max Pooling structure to solve this 
issue. 

First, the relative positions post1 rel  between the target vehicle and surrounding 
vehicles are computed, as shown in Eq. (9.8). 

post1 rel  =
(
pt1 vi − pt1 v0

)
(9.8) 

Second, these relative positions are embedded by a Linear layer to get a fixed 
vector brel . 

brel  = Linear
(
post1 rel

)
(9.9) 

Then, the vector brel  is concatenated with each vehicle’s encoded features. 

cv0 = cat
(
brel  , LST  Menc

(
avi

))
(9.10) 

Finally, the concatenate vector cv0 is input to the MLP-Max Pooling model. The 
MLP process the concatenated vector, then its output is pooled element-wise to 
compute the interactive vector of the target vehicle using the MaxPooling method. 
So far, the interactive feature I Fv0 is derived. 

I Fv0 = ML  P.Max_Pooing
(
cv0

)
(9.11)
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LSTM Decoder 

The decoder based on LSTM is used to decode the fusion feature which includes the 
dynamic feature DFv0 and the interactive feature I Fv0 , and it outputs the predicted 
future trajectory of the target vehicle. 

Fv0 = Leaky  Relu
(
Linear

(
LST  Mdec

([
DFv0 , I Fv0

])))
(9.12) 

Implementation Details 

The proposed model is implemented using Python Programming Language and 
PyTorch Library [18]. The LSTM networks are used in the encoder module and the 
decoder module, the encoder LSTM has a 64-dimensional state while the decoder has 
a 128-dimensional state. For the interaction module, the MLP has a 256-dimensional 
state. All layers have the same LeakyRelu activation function, and the proposed model 
is trained with a batch size of 128 for 50 epochs to minimize the weighted root mean 
square error (RMSE) loss function using Adam. 

9.3 Experiment 

9.3.1 Dataset 

The experiments are carried out on the publicly available vehicle-trajectory dataset 
NGSIM, which consists of two subsets: US-101 and I-80 [19]. Both subsets were 
captured at 10 Hz over 45 min, which have three traffic conditions: mild, moderate, 
and congested. Each trajectory is segmented into 8 s, where we use the first 3 s 
as the observed history trajectory and the remaining 5 s as the prediction of future 
trajectory. Additionally, the coordinate of the vehicle in a local coordinate system is 
provided. We divide the complete dataset into training, validation, and test sets [20]. 

9.3.2 Evaluation Metric 

Root mean square error (MRSE) of the predicted trajectory with regard to the ground 
truth is used to evaluate the prediction accuracy over the prediction horizon [21]. The 
RMSE is calculated for each predictive time t2 as Eq. (9.13). 

RMSEt2 
v0 

= 

⎡||√1 

n 

nΣ

z=1

((
xt2 v0 − x

Δt2 
v0

)2 + (
yt2 v0 − y

Δt2 
v0

)2)
(9.13)
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where z is the size of the test set,
(
xt2 v0 

, yt2 v0

)
represents the prediction of the future 

trajectory of the target vehicle v0 at time t2, while
(
x
Δt2 
v0 
, y

Δt2 
v0

)
denotes the corresponding 

future ground truth. 

9.3.3 Baselines 

The performance of this work is compared to the following baselines [22, 23]. 

• Constant Velocity (CV): This model only uses a constant velocity Kalman filter. 
• Vanilla LSTM (V-LSTM): This model uses a single LSTM to encode the historical 

trajectory of the target vehicle and doesn’t consider the interaction between the 
target vehicle and the surrounding vehicles. 

• C-VGMM + VIM: This model proposes a unified framework for surrounding 
classification and motion prediction based on the variational Gaussian mixture 
model. 

• GAIL-GRU: This model extends Generative Adversarial Imitation Learning to 
predict the future trajectory of the vehicle. 

9.3.4 Results 

Comparison results between the different models are reported in Table 9.1, which 
shows the effectiveness of this work. 

It can be seen from Table 9.1 that the proposed model in this work has the best 
performance, so this work is meaningful. Besides, it is worth noting that the CV model 
and V-LSTM model have low prediction accuracy compared to others because these 
models don’t consider the dependencies between vehicles. This shows that interaction 
information is a useful cue for trajectory prediction.

Table 9.1 Root Mean Error (RMSE) for trajectory prediction of different models on the NGSIM 
dataset 

Prediction Horizon 
(s) 

CV V-LSTM C-VGMM + VIM GAIL-GRU LSTM-MLP (Ours) 

1 0.73 0.68 0.66 0.69 0.59 

2 1.78 1.65 1.56 1.51 1.29 

3 3.13 2.91 2.75 2.55 2.15 

4 4.78 4.46 4.24 3.65 3.24 

5 6.68 6.27 5.99 4.71 4.58 
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9.4 Conclusion 

In this work, an interaction-aware trajectory prediction model for autonomous vehicle 
based on LSTM-MLP is proposed. The proposed model uses the MLP-Max Pooling 
structure to capture the inter-vehicular interaction among vehicles and employs the 
encoder-decoder structure to predict the future trajectory of the target vehicle based 
on LSTM networks. We have demonstrated the effectiveness of the model which 
predicts the future trajectory considering the interdependencies among vehicles, and 
our model improves the prediction accuracy compared to some existing methods on 
the NGSIM dataset. In the future, we will focus on the research that can propose 
a unified framework to predict the future trajectory of all kinds of agents in the 
scenarios. 
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Chapter 10 
Speed Profile Optimization 
for Energy-Saving Operations of Electric 
Buses 

Yajun Liu, Yuting Ji, and Yiming Bie 

Abstract Connected and autonomous battery electric buses (EBs) equipped with 
Vehicle-to-Infrastructure (V2I) communications have great potential in saving energy 
consumption. However, the trip energy consumption of an EB is mainly affected by its 
operating speed. How to optimize the speed profile of the EB on the route is a critical 
issue needing to be solved. In this study, an eco-driving method for one EB that 
minimizes energy consumption by optimizing the speed profiles of trips between 
stops is established. In the proposed model, the number of intersections between 
stops and the different signal timing are considered. The developed model is solved 
using a genetic algorithm and a case study is conducted with an EB operating on a 
dedicated bus lane. The results show that the proposed method can flexibly support 
multiple scenarios of an EB traveling on inter-stop trips and the energy consumption 
is 0.40–0.43 kWh/km. 

10.1 Introduction 

The electrification of public transport is increasingly favored by various countries. 
China has achieved remarkable results in the electrification of public transit vehicles. 
The number of electric buses (EBs) in China reached 419,500 by the end of 2021, 
and EB has become the largest bus type. The promotion of EBs in other countries 
is also increasing, for example, New York City in the United States is expected to 
replace all 5,700 buses with electric ones by 2040, and the number of EBs in Europe 
reached more than 2,500 by the end of 2021 [1]. 

Becoming more automated and connected can make public transportation systems 
cleaner and more attractive, so it is another research direction [2–4]. Due to its 
significant advantages, it is foreseeable that connected and autonomous EBs will 
occupy the future self-driving bus market. However, EBs also have certain drawbacks, 
such as the frequent need for charging and battery degradation when the battery is
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overcharged and over-discharged. Therefore, high energy consumption will certainly 
lead to charging and discharging frequently, and reducing the energy consumption 
of EBs is essential to reduce the total cost of bus transportation systems. For this 
reason, various bus eco-driving approaches have been proposed by scholars. 

Bus companies and passengers were more concerned about the on-time perfor-
mance of the public transport system, therefore, eco-driving technology was first 
applied to private cars [5]. However, as buses become smarter, battery energy 
consumption can be improved while bus route on-time performance is ensured. 
References [6–8] proposed certain methods to reduce energy consumption of EBs. 
However, none of the literature addresses the random residence time fluctuations 
of EBs, which may render the planned velocity distributions and trajectories inap-
plicable. Only by knowing the time when EB starts to operate, the speed profile 
planning can determine the movement state of the bus on road sections and inter-
sections. Considering that the dwell time of EB at downstream stations is also an 
uncertain variable, we divide the bus route into intervals and optimize the velocity 
profile of station trips instead of predicting the velocity profile of EB in the whole 
route or continuous time. 

Therefore, this paper optimizes the dynamic speed profile of the inter-stop trip 
when the vehicle is about to depart from the stop, effectively avoiding the difficult 
estimation of the downstream intersection signal status due to the random dwell time. 
In the proposed model, the speed profile of one EB in the inter-stop trip is optimized 
to exclude the influence of passenger randomness. 

10.2 Problem Formulation 

10.2.1 Problem Statement 

The stop where the studied EB is ready to depart is defined as the target stop, and the 
trip from the target stop to the next downstream stop is called the target inter-stop 
trip. The number of intersections in this target inter-stop trip is N − 1(N ≥ 1). We  
set the signalized intersections as separation points, so that the target inter-stop trip 
is divided into N segments. The length of segment n(1 ≤ n ≤ N ) is defined as Lseg 

n 

(unit: m). 
The target EB is expected to depart from the target stop at time T dep  with initial 

velocity v pre (unit: m/s) and eventually arrive at the downstream stop and decelerate 
to 0 m/s. The speed profile of the EB is v(t) (unit: m/s), the acceleration is a(t) 
(unit: m/s2), and the travel distance from the target stop is s(t) (unit: m), where t is a 
continuous variable. In addition, we need the green light time windows of signalized 
intersections to calculate the EB motion status. A total of F green light time windows 
w

g 
n are obtained from segment 1 to segment N −1 according to V2I communication, 

and the lower limit of the f th green light window wg 
n, f (1 ≤ f ≤ F) in segment n is 

wmin 
n, f (unit: s) and the upper limit is wmax 

n, f (unit: s).



10 Speed Profile Optimization for Energy-Saving Operations of Electric Buses 103

10.2.2 Speed Profile Generation Algorithm 

Bus Speed Profile Characteristics Analysis 

The bus starts from segment 1, travels on the road section first, then may pass 
through several intersections, and finally arrives at the downstream stop. So inter-stop 
trip speed profile may also contain acceleration profile, uniform speed profile, and 
deceleration profile. The EB speed profile generation algorithm aims to organically 
combine acceleration profile, uniform speed profile and deceleration profile together 
so that the motion state of the EB can meet the following conditions: (1) the speed 
profile meets the vehicle’s acceleration limit, vehicle, and road speed limit; (2) the 
bus cannot pass the intersection during the red light; (3) the speed of the bus at the 
stop is 0 m/s. 

Inter-stop Speed Profile Generation Method 

In order to portray the “uniformly variable motion—uniform motion—uniformly 
variable motion” of the vehicle in the segment, this paper divides the speed profile of 
each segment into 3 phases, the speed profile of phases 1 and 3 is uniform variable 
speed profile, and the speed profile of phase 2 is uniform speed profile. 3 phases are 
represented by variables, the duration is Tn, p(T f, p ≥ 0) (unit: s), and the target speed 
of each stage is vtar  

n, p (unit: m/s). For each segment n(1 ≤ n ≤ N ), the speed profile 
of the EB must be continuous, see Eqs. (10.1)–(10.4). 

vn, p
(
tn, p

) = vn, p(0) +
(
vtar  
n, p − vn,p(0)

) · tn, p
/
Tn,p, p ∈ {1, 3}, 0 ≤ tn,p ≤ Tn, p 

(10.1) 

vn, p
(
Tn, p

) = vn, p+1(0), p ∈ {1, 2} (10.2)

{
v1,1(0) = v pre 

vn,3

(
Tn,3

) = vn+1,1(0) 
(10.3) 

3∑

p=1

∫ Tn,p 

0 
vn, p

(
tn, p

) = Lseg 
n (10.4) 

where tn, p denotes the time difference between the EB running in the segment n and 
the beginning time of the phase p, s;  vn, p

(
tn,p

)
denotes the velocity of the EB at the 

time tn, p, m/s;
∫ Tn,p 

0 vn, p
(
tn, p

)
is the distance the EB travels in the phase p, m.  

If N > 1, the end of segment 1 to N − 1 is the signalized intersection. An EB 
cannot pass the intersection during the red light when running on, and if it encounters 
a red light stop then the red light stop duration T r n can be calculated according to the 
signal timing, as is shown in Eqs. (10.5)–(10.7).



104 Y. Liu et al.

T r n = 0 

if T dep  + 
nn=n−1∑

nn=1 

⎛ 

⎝T r nn + 
pp=3∑

pp=1 

Tnn, pp 

⎞ 

⎠ + 
pp=3∑

pp=1 

Tn, pp ∈ wg 
n 

(10.5) 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

T r n = wmin 
n, f arr+1 − T dep  − 

nn=n−1∑

nn=1 

⎛ 

⎝T r nn + 
pp=3∑

pp=1 

Tnn, pp 

⎞ 

⎠ − 
pp=3∑

pp=1 

Tn,pp 

vtar  
f,3 = 0 

i f  T  dep  + 
nn=n−1∑

nn=1 

⎛ 

⎝T r nn + 
pp=3∑

pp=1 

Tnn, pp 

⎞ 

⎠ − 
pp=3∑

pp=1 

Tn,pp /∈ wg 
n 

(10.6) 

wmax 
n, f arr ≤ T dep  + 

nn=n−1∑

nn=1 

⎛ 

⎝T r nn + 
pp=3∑

pp=1 

Tnn, pp 

⎞ 

⎠ + 
pp=3∑

pp=1 

Tn,pp < wmin 
n, f arr+1 (10.7) 

where nn and pp is the intermediate variable used to assist in the calcula-

tion; 
nn=n−1∑

nn=1

(

T r nn + 
pp=3∑

pp=1 
Tnn, pp

)

+ 
pp=3∑

pp=1 
Tn, pp calculates the total time taken by 

the EB to run from segment 1 to the intersection of the segment n, s;  T dep  + 
nn=n−1∑

nn=1

(

T r nn + 
pp=3∑

pp=1 
Tnn,pp

)

+ 
pp=3∑

pp=1 
Tn, pp denotes the moment of arrival at the nth 

intersection, s; T r n is the red light stop waiting time for EB, s. 
The EB will eventually dwell at a bus stop and wait. 

vtar  
N ,3 = 0 (10.8) 

According to Eqs. (10.1)–(10.8), the speed profile of the EB on the segment 
n(1 ≤ n ≤ N ) is determined by 6 parameters, vtar  

n, p and Tn, p(p = 1, 2, 3), where 
vtar  
n,1 = vtar  

n,2 . By stitching all the speed profile of segments together, the inter-stop trip 
speed profile can be obtained, and the subsequent objective function calculation can 
be calculated based on this inter-stop trip speed profile. 

10.2.3 Objective Function and Constraints 

Objective Function 

The vehicle operating economy is usually measured using the total energy consump-
tion of the EBs. The total EBs energy consumption consists of two components, the 
net energy consumption of the battery driving the wheels and the energy consumption 
of the battery to meet the needs of the auxiliary devices [11].
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According to Newton’s second law, the wheels need to do work for EBs to accel-
erate, decelerate, and overcome gravity, frictional resistance, and air resistance, so 
the instantaneous power of the wheels is calculated as in Eq. (10.9). 

pw (t) = v(t)[δma(t) + mg sin θ + Cr mg cos θ + 
1 

2 
ρair Cd A f ro  (v(t))2] (10.9) 

where pw (t) is the instantaneous wheel power, W; δ is a factor that considers the 
inertia of all rotating components in the drivetrain; m is the total weight, kg; θ is the 
road slope, rad; g is the gravitational acceleration, m/s2; ρair is the air mass density, 
kg/m3; Cr is the rolling resistance parameter; Cd is the aerodynamic drag coefficient; 
A f ro  is the top wind area of EB, m2. 

When pw (t) < 0, the EB can convert and store part of the kinetic energy back 
in the battery (regenerative braking). In addition, taking into account the losses of 
the battery, the powertrain, and the motor in transferring energy for the wheels to do 
work, the net power of the battery used to drive the EB is calculated as follows. 

pnet (t) =
{
pw (t)

/(
ηdl · ηem · ηbat

)
, i f  pw (t) ≥ 0 

pw (t) · ηdl · ηem · ηbat · ηreg  i f  pw (t < 0) 
(10.10) 

where pnet (t) is the net power of the battery used to drive the EB wheels, W; ηdl , 
ηbat and ηreg  are powertrain efficiency, electric motor efficiency, battery efficiency, 
and regenerative braking energy efficiency respectively, %. 

The auxiliary devices include both the heating, ventilation, and air conditioning 
(HVAC) system and other electronics [12]. This paper makes a simplification and 
considers the energy consumption provided by the bus battery to the auxiliary devices 
as a known value paux (t). The total power of the battery is calculated as follows. 

pbat (t) = pnet (t) + paux (t) (10.11) 

where pbat (t) is the total power of the battery, W. 
The objective function is calculated as follows. 

Z = 1 

3.6 × 106

∫ T dep+ 
n=N∑

n=1 

p=3∑

p=1 
Tn, p+ 

n=N−1∑

n=1 
T r n 

T dep  
pbat (t)dt (10.12) 

where Z is the objective function that represents the total energy consumption of EB 
operation between stops, kWh. 

Constraints 

The speed profile of EB should meet the vehicle and road condition restrictions. 

vmin 
n, p ≤ vtar  

n,p ≤ vmax 
n,p (10.13)
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amin ≤ (
vtar  
n, p − vn, p(0)

)/
Tn,p ≤ amax (10.14) 

T min 
n, p ≤ Tn,p ≤ T max 

n,p (10.15) 

where vmin 
n, p and v

max 
n, p is the minimum and maximum speed, m/s; amin and amax is 

the minimum and maximum acceleration, m/s2; T min 
n,p and T 

max 
n,p is the minimum and 

maximum duration time, s. 

10.2.4 Optimization Model 

An optimization model for the eco-driving speed profile was developed as follows. 

min Z (10.16) 

s.t. 

⎧ 
⎪⎨ 

⎪⎩ 

vmin 
n, p ≤ vtar  

n, p ≤ vmax 
n,p 

amin ≤ (
vtar  
n, p − vn,p(0)

)/
Tn,p ≤ amax 

T min 
n, p ≤ Tn, p ≤ T max 

n, p 

(10.17) 

10.2.5 Solution Algorithm 

Since the objective function is a segmented function and the calculation is complex, 
the exact algorithm such as the Lagrange multiplier method cannot be used to solve 
the proposed model, and the genetic algorithm (GA) [13] is chosen to solve it with 
the following steps. 

Step 1: Algorithm preparation. The traditional float-encoded GA is applied; the 
objective function Z itself is selected as the fitness value f vl, and when the fitness 
value is small, the value of the objective function is smaller and the result is better; 
the crossover operation and mutation operation are performed according to the basic 
operation method of float-encoded GA. 

Step 2: Population initialization. Random Pop  chromosomes are generated and 
number of the current iteration is recorded as 0. Each chromosome x represents a 
feasible solution, which is the optimization variable vtar  

n, p, Tn, p(1 ≤ n ≤ N ) in this 
paper. 

Step 3: Record and update the optimal chromosome. Calculate the fitness value 
f vli of the i-th (1 ≤ i ≤ Pop) chromosome in the population. If the current iteration 
is 0, record the minimum fitness value f vlbest and the corresponding chromosome 
xbest in this iteration directly; if the current iteration is not 0, compare the minimum
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fitness value in this iteration with f vlbest , and update the smaller fitness value to 
f vlbest , and the corresponding chromosome to xbest . 
Step 4: Selection, crossover, and mutation operations. In order to make individuals 

with smaller fitness values more likely to be selected, the probability of each chro-
mosome being selected is defined as pi = 1/ f vli∑Size 

i=1 1/ f vli 
. Reselect Pop  chromosomes 

according to the roulette method. Crossover operation and mutation operation are 
performed on the chromosomes selected by the roulette method, and the individuals 
without crossover or mutation are retained until a new population consisting of Pop  
individuals is generated. 

Step 5: Termination judgment. If the termination condition is not satisfied, the 
number of current iteration will be increased by 1, and step 3, 4, and 5 will be repeated. 
Termination condition 1: the current number of iterations reaches the maximum iter-
ation times Gmax. Termination condition 2: the reduction of the average chromosome 
fitness value of the best chromosome over successive Glim iterations is less than or 
equal to the set threshold Toc. Termination condition 3: The computation time from 
iteration 0 to the current iteration exceeds the pre-given maximum CPU computation 
time. 

Step 6: The solution is finished. The chromosome xbest is used as the optimal 
solution and the fitness value f vlbest is used as the optimal objective function. 

10.3 Case Study 

10.3.1 Data Collection 

In this paper, a bus line operating on a dedicated bus lane in Changchun City, Jilin 
Province, is selected for the case study. The total length of the bus lane is 5,937 m. 
The schematic diagram is shown in Fig. 10.1. 

An EB in operation is chosen for the case study, and the basic parameters related 
to energy consumption calculation are shown in Table 10.1.

The speed profile of the EB is optimized for the day 10th August 2022 around 
7:00–7:15. The vehicle starts to depart from the first stop at 7:00:03, and the following 
information is obtained based on V2I communications (Table 10.2).

stop 1 stop 2 stop 3 stop 4 stop 5 stop 6 stop 7 stop 8 stop 9 stop 11 

Trip direction 

bus lane bus stop signalized intersection 

stop 10 
729 m 641 m 506 m 587 m 576 m 590 m 685 m 527 m 506 m 590 m 

Fig. 10.1 Bus lane diagram 
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Table 10.1 Basic parameters 

Parameter Value Parameter Value 

Curb weight 8200 kg Powertrain efficiency 97% 

Size 8.5 × 2.5 × 3.2 m3 Electric motor efficiency 95% 

Load capacity 60 pax Battery efficiency 91% 

Front area 7.29 m2 Regenerative braking energy 
efficiency 

60% 

Aerodynamic drag 
coefficient 

0.7 Auxiliary devices power 1891 W 

Rolling resistance 
parameter 

0.008 Air density 1.293 kg/m3 

Table 10.2 Inter-stop trip information 

Trip number Number of intersections Dwell time (s) Cycle length (s) Green time (s) 

1 2 30 47, 62 20, 30 

2 0 45 – – 

3 0 12 – – 

4 1 4 68 34 

5 0 40 – – 

6 1 11 59 26 

7 0 16 – – 

8 1 20 65 21 

9 0 16 – – 

10 1 14 74 28

10.3.2 Results 

A calculation script is carried out using Python (version: 3.90) to realize the GA, 
and the computing environment is AMD Ryzen 5 5600 H with Radeon Graphics 
3.30 GHz, RAM: 16 GB. The basic parameters are set as Pop  = 100, Rco = 0.7, 
Rmu = 0.01, Gmax = 100, Glim = 30, and Toc  = 1 × 10−6. Taking the first 
inter-stop trip as an example, the GA optimization process is as shown in Fig. 10.2.

The optimal fitness value of 0.312 kWh is searched around the 82nd iteration with 
a travel time of 119 s. Due to the existence of two signalized intersections in the first 
inter-stop trip, the total computing time is 0.32 s. The target speeds for a total of 9 
stages in 3 sections are 3.14, 3.14, 8.79, 8.48, 8.48, 6.69, 4.82, 4.82, 0 m/s, and the 
stage durations are 7.40, 16.95, 7.40, 9.80, 28.03, 20.00, 15.70, 10.00, 3.10 s. 

The eco-driving speed profile of the studied EB traveling in the first inter-stop trip 
is shown in Fig. 10.3. The results of EB in other inter-stop trips are shown in Table 
10.3.
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Fig. 10.2 Optimization process

Fig. 10.3 EB eco-driving trip trajectory and speed profile

For the inter-stop trips without intersections, the computing time is relatively 
shorter, basically maintaining around 0.08 s. For the inter-stop trips with one inter-
section, the computing time is about 0.14 s. All of the computing times can meet the 
computational requirement of 0.5 s. 

It can be seen from the table that the target speed is around 4–5 m/s and the time 
duration is around 3.0 s in phase 1 segment 1, and the duration time of phase 2 is 
longer. The acceleration process consumes more battery energy, so the acceleration 
should not be too large or too small. In addition, it meets our expectations that the 
EB keeps a uniform speed for a long duration time of phase 2 to reach low energy 
consumption.
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Table 10.3 Optimization results 

Trip No. Energy consumption 
(kWh) 

Segment No. Phase duration time 
(s) 

Phase target speed 
(m/s) 

1 2 3 1 2 3 

2 0.264 1 3.0 120.5 20.0 4.86 4.86 0.00 

3 0.212 1 3.0 95.0 20.0 4.75 4.75 0.00 

4 0.240 1 3.0 50.3 13.6 5.31 5.31 6.04 

2 16.6 21.0 20.0 4.72 4.72 0.00 

5 0.237 1 3.0 100.8 19.8 5.09 5.09 0.00 

6 0.239 1 3.0 49.6 14.6 5.35 5.35 5.72 

2 20.0 22.6 20.0 4.20 4.20 0.00 

7 0.280 1 3.0 126.4 20.0 4.97 4.97 0.00 

8 0.217 1 3.0 31.9 20.0 5.45 5.45 5.33 

2 7.7 31.9 20.0 4.73 4.73 0.00 

9 0.212 1 3.2 94.8 20.0 4.75 4.75 0.00 

10 0.246 1 3.0 10.0 17.0 3.58 3.58 5.46 

2 12.6 77.3 19.8 4.68 4.68 0.00

As a result, it can be calculated that the energy consumption of EB for the 10 
inter-station trips is 0.41–0.43 kWh/km, which reaches a good optimization effect. 

10.4 Conclusions 

In this paper, an eco-driving speed profile optimization model for EB is established 
to output the speed profile of the next inter-stop trip, considering the impacts of 
signalized intersections between adjacent stops. 

The method proposed in this paper can adapt to a variety of inter-stop trip 
scenarios, and even if there are a variety of signalized intersections between stops, 
this paper can optimize the EB eco-driving speed profile in a shorter time, and exclude 
the interference of random dwell time. The results of the case study show that the 
proposed method is effective in saving EB energy consumption. 
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Chapter 11 
Control Methods for Energy-Saving 
Electric Bus Operation 

Yuwei Chen and Linhong Wang 

Abstract Electric buses (EBs) have the advantages of lower noise, higher driving 
stability and less emissions, which significantly reduce traffic related air pollutants 
and bus company operation costs. However, the short driving range is one of its tough 
problems. This study aims to develop an energy-saving optimization model for a pure 
electric bus traveling between two continuous stations to reduce energy consumption. 
Firstly, the state of an electric bus is divided into three steps including time expression, 
state of motion, and the calculation of energy consumption. Secondly, considering 
punctuality indicators and comfort of passengers, the optimization model for saving 
energy is established and solved by Immune Algorithm. Finally, the case study based 
on a real electric bus route in Meihekou City is conducted to verify the optimization 
model. The results show that the optimization model can reduce energy consumption 
effectively no matter whether the traffic light of the intersection is green or red. 

11.1 Introduction 

Electric buses (EBs) have the advantages of lower noise, higher driving stability 
and less emissions, which significantly reduce traffic related air pollutants and bus 
company operation costs [1, 2]. However, driving range of the EB is a very impor-
tant subject in the current study. Research shows that driving behavior approaching 
signalized intersections is related to energy consumption. Therefore, energy-saving 
behavior has a significant effect on improving driving range of EBs. 

Current methods for estimating the energy consumption of electric buses fall into 
three main categories: empirical, dynamics and data-driven methods. The average 
power consumption of electric buses used in existing studies includes 1.24–2.48 
kWh/km [3], 1.20–2.90 kWh/km [4], 1.20 kWh/km [5], 1.50 kWh/km [6]. The 
dynamics method usually starts from the perspective that the motor provides all 
the traction power required to operate the vehicle, using dynamics model to calcu-
late the energy consumption [7–9]. The data-driven uses multiple regression or deep
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learning methods to construct an estimation model by multiple influencing factors as 
input and the energy consumption of the electric bus as output [10–12]. In addition to 
external factors such as road gradient and temperature, the most important factors are 
the dynamics of speed and acceleration. This method of achieving energy-saving and 
emission reduction by improving driving behavior, which can control speed gently, 
is eco-driving [13–17]. 

In summary, there are a number of researches on energy consumption and eco-
driving. However, most studies on energy-saving focus on area of intersection. As the 
main of public transport, buses need to take punctuality into account. Therefore, this 
study proposes control methods for energy-saving electric bus operation considering 
punctuality and comfort of passengers to minimize energy consumption. Finally, a 
real EB route in Meihekou City is taken as an example to verify the effectiveness of 
the control methods for saving energy. 

11.2 Methodology 

11.2.1 Problem Statement 

This section focuses on energy efficient driving strategies for electric buses. The 
energy-saving strategy only focused on the intersection area lacks the consideration of 
the correlation between the state of EBs after leaving the upstream station. Therefore, 
in this section, the research is extended to a bus between two continuous stations. 

A bus traveled from its origin to its destination is called a trip. S trips of route H 
throughout a day are numbered sequentially and denoted by s, s = 1, 2, 3, …, S. Each 
bus station is denoted by n, n = 1, 2, 3, …, N. In this section, the section between 
the upstream station n and the downstream station n + 1 is selected as the research 
section. The schematic diagram of the scenario is shown in Fig. 11.1. Assume that 
the cycle length is C, withϕ phases. The phase of downstream direction is controlled 
by phase ϕ. There are K EBs running in the bus lane within research section, which 
are represented by k, k = 1, 2, 3…, K, from downstream station n + 1 to upstream 
station n. Buses in different numbers can belong to either same or different routes.

In order to achieve the purpose of research, this section takes the minimum energy 
consumption as the optimization objective, and the speed of each second an EB travels 
in the future within the research area as the optimization variable. In addition, there 
are no other vehicles traveling in the front of an EB. 

11.2.2 Description of State of Electric Bus 

Time expression. We assume that the moment of first trip departs station n is  T0, 
taken T0 as the starting point of timing, and variable t is defined as the interval
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Fig. 11.1 Sketch diagram of the research section

between T and T0. T is denoted as the real-time moment of EB k. 

t = T − T0 (11.1) 

where T and T0 are moments. t is time interval, s. 
Traffic light of phase ϕ at moment T0 is indicated by δT0 , expressed as Eq. (11.2): 

δT0 =
{
0, red light 

1, green light or amber light 
(11.2) 

The number of cycle length contained between moment T and T0 is denoted as 
the calculation of cycle number, the cycle number corresponding to the phase ϕ at 
moment T is expressed as Eq. (11.3): 

N T 0 = 

⎧⎪⎨ 

⎪⎩ 

0 , if int 
T − T0 − te0 

C 
< 0 

int 
T − T0 − te0 

C 
+ 1 , if int  

T − T0 − te0 
C

≥ 0 
(11.3) 

where te0 is the remaining duration of T0 of phase ϕ, s.  
Traffic light of phase ϕ at moment T is represented by δT . δT = 1 represents green 

or amber light, δT = 0 represents a red light, which is calculated by Eq. (11.4): 

δT =
{

δT0 , if mod(T − T0 − te0,C) + (−1)δ
T0 · {

δT0 · (C − A) − ge
}

> 0 

1 − δT0 , if mod(T − T0 − te0,C) + (−1)δ
T0 · {

δT0 · (C − A) − ge
}

< 0 
(11.4)
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Remaining duration tr T is expressed by the difference between the expected ending 
moment of current phase and moment T. 

tr T =
{(
N T 0 · C + te0

) − (
δT − δT0

) · [
δT · (C − A) − ge

]} − (T − T0) (11.5) 

where δT − δ0 is the logical variable indicating whether the traffic light at moment 
T is the same as it at moment T0. 

Calculation of energy consumption. According to the principles of vehicle 
dynamics, the traction of a vehicle in motion needs to overcome all external 
resistance, including rolling resistance, air resistance, hill climbing resistance and 
acceleration resistance. 

When EB is in acceleration and even pace, the tractive effort required to run is 
provided by the energy output of the motor. The calculation of tractive power required 
to run is expressed as PT 

k (t) in Eq. (11.6): 

PT 
k (t) =

1 

ηt · ηm · ηB 
· [m · ak(t) + mgcosθ · Cr 

1000 
· (Cr1· vk(t) 

+Cr2 + 
1 

2 
ρ · A · CD · v2 

k (t) + mgsinθ

]
· vk(t) 

(11.6) 

where ηt is the efficiency of mechanical transmission. ηm is motor efficiency. ηB is the 
efficiency of a battery system. θ is road gradient. Cr , Cr1, Cr2 are rolling resistance 
parameters. ρ is the air density, kg · m−3. A is the windward area of the vehicle, m2. 
CD is the air resistance coefficient. m is the total mass of an EB, kg. vk(t) is the speed 
of EB k t  seconds after departing station n. 

When EB is in a deceleration condition, one part of the reduced energy is used to 
provide the traction needed to drive the vehicle, one part dissipates as thermal energy, 
all-electric buses have kinetic energy recovery systems, and the remaining energy 
is recovered by the wheels into the energy storage device, which is converted into 
electrical energy to charge the battery. At this point power inputs, energy flows from 
the wheels to the motor, which is defined as negative. The calculation of braking 
energy recovery power P R k (t) is expressed as Eq. (11.7): 

P R k (t) = −ηt · ηm · ηB · ηc · [m · ak(t) + mgcosθ · Cr 

1000 
(Cr1 · 

vk(t)+Cr2 + 
1 

2 
ρ · A · CD · v2 

k (t) + mgsinθ

]
· vk(t) 

(11.7) 

where ηc is the efficiency of the motor to charge the battery during energy recovery. 
The energy consumption of an EB during its journey is expressed in terms of the 

energy consumed in the acceleration and even pace and the energy recovered in the 
deceleration.
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W =
∫ td k 

0

(
PT 
k (t) + P R k (t)

)
dt (11.8) 

where td k denotes the travel time taken by EB k to travel from the upstream stop n to 
the downstream stop n + 1, s. 

11.3 Objective Function and Constraints 

Optimization objectives take three aspects into account including energy consump-
tion, bus punctuality and comfort of passengers. With the objective of minimizing the 
energy consumption of the electric bus during the driving process, the optimization 
model is established as Eqs. (11.9)–(11.18). 

min Z = W (11.9) 

where Z is the objective function. W is energy consumption of a bus trip between 
two stations, kWh. 

Punctuality indicators based on the station are constrained by Eqs. (11.10)– 
(11.12), evaluation indicators based on passenger comfort is constrained by 
Eq. (11.13), and driving safety is constrained by Eqs. (11.14)–(11.18). 

Public service reliability is related to the quality of public transport which is 
denoted by the ability to provide a stable service over a period of time. The punctuality 
of a bus between two continuous stations of a route is regarded as punctuality indicator 
as follows: 

Hs = T s H,n+1,a − T s H,n,d (11.10) 

H0 = T s 0H,n+1,a − T s 0H,n,d (11.11) 

OTR(Bs) =
{
Hs − H0 

H0 
∈ [μ1, μ2]

}
(11.12) 

where T s 0H,n,a and T 
s 
H,n,a are the moments when the sth trip of route H arrives at station 

n before and after the optimization, respectively. T s 0H,n,d and T 
s 
H,n,d are the moments 

when the sth trip of route H leaves station n before and after the optimization, 
respectively. OTR(Bs) (on-time rate) is an indicator of the on-time rate of the sth trip 
based on stations of route H . μ1 and μ2 are time range parameters from 90 to 120%. 

Jerk, which is calculated by the third order derivative of displacement, is denoted 
as an evaluation indicator for comfort of passengers. To ensure comfort of passengers, 
jerk should not be upper than 1.2 m/s3. 

jk(t) ≤ 1.2 (11.13)
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where jk(t) is the jerk of EB k at time t, m · s−3. 
The moments are discretized in every second which are denoted by Tα (α = 1, 2, 

…, T max 
n,n+1), and speed per second is a constant value denoted by decision variables 

vk(Tα). An EB should stop at a speed of 0 at the stop line, when a traffic light turns 
red. 

|amax| ≤ 2.5 (11.14) 

0 ≤ v <  vmax (11.15) 

where amax is the maximum acceleration speed, m · s−2.vmax is the maximum speed 
limit in a bus lane, which takes 40 km · h−1 . 

According to 2aX  = v2 
t − v2 

0 , if an EB travels with the maximum speed to the 
downstream station n + 1, it requires at least 25 m to decelerate to the speed of 0. 
Therefore, in order to ensure that the EB arrives at station n + 1 on-time, it starts to 
decelerate in ap at monitoring location which is dn meters upstream of intersection 
i (dn > 25). 

v
(
T k dn

) − ap · tp = 0 (11.16) 

v
(
T k dn

) · tp − 
ap · tp 

2

(
tp + 1

) = Xn,n+1 − Xn,dn (11.17) 

ap = v2
(
T k dn

)
2 ·

(
Xn,n+1 − Xn,dn + v(T 

k 
dn) 
2

) (11.18) 

where v
(
T k dn

)
is the speed of EB k at monitoring location, m · s−1.ap is arrival 

deceleration speed, m · s−2. tp is arrival deceleration time, s. Xn,dn is the distance 
between station n and monitoring location, m. 

11.4 Solution Algorithm 

In Immune Algorithm, antigen represents the objective function needed to be opti-
mized. Antibody represents the feasible solution. In the optimization model of this 
study, the antigen is the sum of the minimized energy consumption, punctuality index 
and system comfort. The detailed process of implementing Immune Algorithm is 
listed as follows: 

Step 1: Identify antigen and generate an initial population. 
Identify objective function Z as the antigen. The population size is N P  and each 

antibody within the population is represented by Di (i = 1, 2, …,N P). Value Z of
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each antibody represents the affinity function between antibody and antigen which 
is expressed as Zi (i = 1, 2, …, N P). 

Step 2: Calculate affinity, density and incentive of antibody. 
When it comes to algorithms encoding real numbers, we choose Euclidean 

distance as the most direct way to measure affinity between antibodies which is 
calculated by Eq. (11.19): 

aff
(
Di,h, D j,h

) = 

 ⎡||√Tn,n+1maxΣ
f =1

(
Dα 

i,h − Dα 
j,h

)2 
(1 ≤ i, j ≤ N P) (11.19) 

where Di,h and D j,h denote the hth generation of antibody i and antibody j respec-
tively. aff

(
Di,h, D j,h

)
denotes the affinity between the hth generation of antibody 

i and antibody j. Dα 
i,h and D

α 
j,h denote the α dimension of the hth generation of 

antibody i and antibody j respectively. 
Antibody density shows the quality of population diversity which is defined by 

den. 

den
(
Di,h

) = 
1 

N P  
· 
N PΣ
1 

Sh
(
Di,h, D j,h

)
(11.20) 

where den
(
Di,h

)
represents antibody density within the hth generation. 

Sh
(
Di,h, D j,h

)
is a binary variable specifying whether the k-th element of antibody 

i and antibody j are equal to each other, which is expressed in Eq. (11.21). 
Antibody similarity is calculated by comparing the magnitude of the antibody 

affinity and similarity thresholds, as shown in Eq. (11.21). 

Sh
(
Di,h, D j,h

) =
{
1 , aff

(
Di,h, D j,h

)
< δs 

0, aff
(
Di,h, D j,h

) ≥ δs 
(11.21) 

where δs is the predefined similarity threshold. 
As this optimization model is intended to obtain a minimum value, the affinity 

function aff(t) is taken as the opposite of the objective function shown in Eqs. (11.22) 
and (11.23). Antibody incentive sim is used to evaluate the quality of the antibody, 
taking antibody affinity and density between the antibodies into account. Antibodies 
with a high affinity and low density generally have a larger incentive. 

aff(t) = −Z (t) (11.22) 

sim
(
Di,h

) = a · (−Zi,h
) − b · den(Di,h

)
(11.23) 

where a and b are parameters, usually take a = 1 and b = 2. 
Step 3: Select antibodies based on antibody incentive and clone.
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Select the first N P  
2 antibodies among the population which are sorted by the 

antibody incentive in descending order and get each of them cloned for the number 
of Nc1. 

Step 4: Mutate and recruit new antibodies. 
Mutate n· N P  

2 antibodies. A non-uniform mutation operator is used, which searches 
over a large range of population in the first stage and gradually narrows as increasing 
iterations, dynamically adjusting the search step size for each iteration. Select high 
quality clones and recombine to form a new population. Each parent antibody and 
its corresponding cloned antibodies mutated to form a new population. The size of 
the population remains N P . 

Step 5: Repeat iterative process. 
The threshold for the number of iterations is set as H0. When h does not reach the 

maximum number of iterations, return to step 2 and make h = h + 1. When h has 
reached the maximum number of iterations, output results. 

11.5 Case Study 

11.5.1 Data Investigation 

One EB route 108 in Meihekou City, Jilin Province, China is selected as an example. 
The interval between Tianyi Market Station and Min’an North Court Station was 
selected as the research section. Cycle of Min’an-Anju Road signalized intersection 
with two phases is 88 s. One EB is controlled by the north–south phase, which is 
the direction of Min’an Road. The effective green time is 60 s in the north–south 
direction, 25 s in the east–west direction and amber time is 3 s. Travel time, speed of 
each second, outside temperature, outside humidity, latitude and longitude, altitude, 
road slope and other information are collected by GPS devices. 

11.5.2 Results and Analysis 

The results of the speed optimization and energy consumption for the two trips are 
shown in Table 11.1.

The analysis of velocity profile curve leads to the following conclusions: 
(1) Pre-determined traffic light at monitoring location is beneficial to saving 

energy. 
The moment EB reaching intersection can be estimated directly in connected 

environments. If traffic light is estimated to be green at upstream monitoring location, 
as shown in Fig. 11.2, the EB can go through the intersection in a smooth speed. 
In addition, before optimization, speed profile curve fluctuates up and down at the 
intersection which may be because the EB does not know the remaining time of the
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Table 11.1 Comparison of travel time, deceleration time and energy consumption of two trips 
before and after optimization 

Scene Travel time/s Deceleration time/s Energy consumption/ 
(kWh) 

Energy-saving 
rate (%) 

Before After Before After Before After 

Green 
light 

48 50 10 15 2.3177 1.4231 38.6 

Red 
light 

94 96 20 28 3.2822 1.4507 55.6

green light when it reaches upstream of the intersection, so that it should decelerate 
its speed to observe and then accelerate immediately. Since the traffic light can 
be estimated in advance after optimization, speed profile curve becomes smoothly 
during the intersection. 

(2) Increase monitoring distance and extend deceleration time appropriately is 
beneficial to saving energy. 

According to the energy consumption function under deceleration conditions, 
the longer deceleration time, the higher braking energy recovery. By increasing the 
monitoring distance, the EB will have enough time to decelerate to the downstream 
station at a lower deceleration speed. But, increasing the braking time irrationally 
have a passive impact on travel time and whether the EB can arrive at the down-
stream station on-time, so that we need to coordinate a balance between deceleration 
time and the two. As Fig. 11.3 is shown, traffic light is estimated to be red. Before 
optimization, the deceleration time at the intersection of EB is 7 s and it extends to 
11 s after optimization. From the results, longer deceleration time under constraints 
is beneficial to saving energy.

Fig. 11.2 Speed profile curve, velocity–time diagram and displacement–time diagram when traffic 
light is estimated to be green 
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Fig. 11.3 Speed profile curve, velocity–time diagram and displacement–time diagram when traffic 
light is estimated to be red 

11.6 Conclusions 

Optimization model for single bus motion of state is developed to minimize the 
energy consumption between two continuous stations of an EB. Velocity of every 
second is taken as the optimization variable. Punctuality indicator and the comfort 
of passengers are regarded as two constraints more than driving safety. The case 
study based on a real electric bus route in Meihekou City is conducted to verify the 
optimization model, and the following conclusions can be obtained: 

(1) The results of case study show that energy consumption can be reduced by 
38.6% when the traffic light is estimated to be green and 55.6% when the traffic 
light is estimated to be red, respectively, through the optimization model which 
is verified beneficial to saving energy. 

(2) In a connected environment, the optimization model can calculate the planned 
arrival time at the intersection of an EB by parameters, so that it can judge 
whether they need to stop or not in advance, or to extend its braking time for 
saving energy based on the calculation of energy consumption. 

(3) More research efforts should be focused on the studies of the optimization for 
saving energy of taking the impact of EBs in front of them into account. 
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Chapter 12 
Content and Evaluation of an Enterprise 
Reference Architecture 
for Demand-Responsive Public Transport 

Mark-Oliver Würtz and Kurt Sandkuhl 

Abstract Demand-responsive public transport, such as new mobility solutions 
(NMS) like car sharing, city bikes, call taxis or e-scooters, have become increasingly 
popular in big cities. NMS have started to influence how people move around in urban 
areas, and they are also expected to impact public transport operators and their IT 
landscape. The paper aims to contribute to an understanding of this impact and uses 
enterprise architecture models as a basis for visualising and analysing relevant busi-
ness and IT aspects. More precisely, the focus of the research presented herein lies 
on developing a reference enterprise architecture for integrating demand-responsive 
public transport into traditional supply-oriented public transport operators. More 
precisely, the aim of this paper is to evaluate the initial version of a reference enter-
prise architecture for demand-responsive public transport. The evaluation is based 
on expert interviews and focusses on the area of planning and resource utilisation. 

12.1 Introduction 

Car sharing, urban bicycles, e-scooters, bike sharing, on-demand taxis and on-
demand public buses and many other mobility solutions offered in larger cities as 
pay-as-you-go or subscription models have become increasingly popular and have 
also started to influence the way people move in short and medium distances in urban 
areas [1]. These solutions are often categorised as new or innovative mobility solu-
tions (NMS) and have been the subject of research, e.g. in terms of new architectures
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[2], business models [3], platforms [4] or acceptance by end users [1]. However, 
the way in which new mobility solutions affect public transport companies and in 
particular the IT landscape of these companies has been barely researched so far. 
Thus, the research presented aims to investigate how demand-responsive NMS can 
be integrated into public transport companies with the goal of a future reference 
enterprise architecture. 

The initial version of this architecture (see Sect. 12.3) is based on a number of 
development steps published in previous works: In the first step, a literature analysis 
surveyed related works, clarified the terminology and confirmed the need for the 
integration of demand-oriented local public transport into the enterprise architecture 
of public transport operators. The basis was a case study at Germany’s largest public 
transport company, Berliner Verkehrsbetriebe (BVG) [5]. In the second step, the 
expected impact on the enterprise architecture was investigated based on the example 
of ticketing. The main result was that public transport companies can only survive 
in the long term if they are able to integrate NMS platforms into the company and 
manage them. In order to achieve this goal, public transport companies should know 
what a future enterprise architecture for mobility platforms would look like; which 
processes are associated with it and how they can design the interfaces, products and 
services to be so open that other mobility system providers can join in at any time [6]. 

The third step was to start the development of a reference enterprise architecture. 
The analysis of existing works showed that established reference architectures do not 
sufficiently consider NMS. Therefore, the focus was to investigate (a) the feasibility 
of an extension of the reference architectures for public transport and (b) the inte-
gration capability of NMS using an existing ride-pooling or on-demand ridesharing 
service, the BerlKönig service of the Berliner Verkehrsbetriebe AöR (BVG) [7]. Step 
four further elaborated the enterprise reference architecture [8] that is based on the 
ITVU core model, a recognised architecture model in the public transport sector [9]. 
The architecture is summarised in Sect. 12.3. 

The aim of this paper is an evaluation of the reference enterprise architecture using 
the area of planning and resource deployment. Section 12.2 presents the research 
methodology used before and Sect. 12.4 describes the evaluation and its results. 
Conclusions and future work are presented in Sect. 12.5. 

12.2 Research Approach 

The work presented in this paper is part of a research programme that investigates 
methodological and technological support for the integration of demand-responsive 
public transport, such as New Mobility Services (NMS), into classic supply-oriented 
public transport companies. This programme follows the paradigm of design science 
research (DSR) [10] which consists of the phases problem explication; investigation 
of business relevance; analysis of root causes and definition of requirements of the 
design solution; and design and evaluation cycles of the envisioned solution, demon-
stration, evaluation and communication of results. The envisioned core result of the
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DSR research process, called the design artefact in DSR, will be a reference enterprise 
architecture that specifies how to integrate NMS into the enterprise architectures of 
public transport companies. “Reference” indicates that this will be a recommenda-
tion which applies to the domain of public transport companies and focusses on the 
general structures and processes but abstracts from the details of implementation. 

Our previous work concerned the explication of the problem, business relevance, 
requirements and creation of the first version of the design artefact, i.e. the reference 
architecture. The part of our research presented in this paper concerns the evaluation 
of the initial version of the design artefact in an expert interview and the development 
of the second version based on the expert’s judgement. Thus, the main research 
question is: From the perspective of an expert in public transport, what utility does 
the initial reference architecture have and what improvements have to be made? 

The research method used to answer this research question is an expert inter-
view including a qualitative content analysis of the expert interview following the 
procedure recommended by Mayring [11]. As a preparation for the interview, a list 
of open questions was developed, which covers both the background of the experts 
interviewed and NMS in general. The interviews were recorded and additionally the 
interviewer took notes. Mayring’s approach includes six steps: step 1 is to decide 
what material to analyse—in this case obviously the recording of the interview and 
the notes taken. Step 2 is to explain how the data collection (i.e. in our case the 
interviews) was prepared and carried out. Step 3 is to explain how the material was 
transcribed. The material was analysed step by step following the rules of procedure 
to divide the material into content analytical units. Step 4 concerns the subject-
reference of the analysis, i.e. to ensure the connection to the actual subject of the 
analysis. The subject-reference was implemented by using the subjects mentioned in 
the research question as categories during the analysis. Step 5 recommends a theory-
guided analysis of the data; we used the state-of-the-art theory from previous work. 
Step 6 defines the analysis technique, which in our case was content summary. 

The focus of this publication is on an enterprise reference architecture using the 
example of “planning and resource deployment” of a public transport company. This 
artefact was evaluated on the basis of an expert interview according to the architecture 
approach of Scholz [9] and the expertise of the authors’ initial design. The results 
of this evaluation were considered and implemented in the artefact and comprise the 
main part of this scientific work. 

12.3 Reference Enterprise Architecture 
for Demand-Responsive Public Transport 

Based on the  results  of  [6], this section contains a brief introduction to the refer-
ence enterprise architecture for public transport operators that integrate a demand-
responsive local passenger transport service (or NMS) into a supply-oriented public 
transport company. This includes the motivational and strategic elements of the
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architecture (Sect. 12.3.1) and selected elements of the business and application 
architecture (Sect. 12.3.2). 

12.3.1 Motivational and Strategic Elements 
of the Architecture 

In this section, the strategic connections that a classic public transport company must 
fulfil if it wants to integrate demand-responsive transport into its organisation, e.g. 
the capabilities and control of resources are presented. This strategic view is flanked 
by the motivation level, which connects and maps requirements, results, end states 
and changes of the organisation to the responsible stakeholders of the organisation. 
With this view of the goal architecture, a better understanding of the connection 
between the strategic level and the motivational level is created. 

In Fig. 12.1, the lowest level shows the skills that a modern public transport 
company must have in order to be able to offer demand-responsive transport services. 
In addition to the skills that a classic public transport company also needs, such as 
customer service and IT development, there are skills such as digital platforms and 
the management of demand-responsive local passenger transport. In addition, there 
is (nowadays) the ability to manage transport-related environmental protection. In 
Germany, environmental protection is anchored in the statutes of all public transport 
companies and must be taken into account.

Figure 12.1 further shows how the capabilities affect the requirements that a 
company must implement via the control of resources. The implementation of the 
requirements results in the fulfilment of a final state. This final state changes the 
organisation, which in turn has to be accepted or even desired by stakeholders. In 
this context, it should be emphasised that the ability to manage demand-responsive 
public transport opens up the possibility of serving customers on the last mile. This 
increases the number of customers and ensures shorter waiting times through better 
connection options. The better utilisation of means of transport and the increase in the 
number of customers lead to a reduction of exhaust gases within the area of operation 
of the public transport company. Customer satisfaction increases due to the improved 
connections and the environmentally friendly transport service. In addition, turnover 
increases due to the increased demand. These driving forces contribute to the goals 
of the respective stakeholders CIO and CFO. 

12.3.2 Business and Application Level 

This section focusses on the relationship between the processes and the respective 
roles/actors that a public transport company must have in order to provide driving 
services. Furthermore, the related elements on the application level are tackled. The



12 Content and Evaluation of an Enterprise Reference Architecture … 129

Fig. 12.1 Excerpt from reference enterprise architecture with focus on motivational elements, 
skills, strategic goals and capabilities

arrangement of the process elements within this architecture artefact follows the 
usual representation of (value-added) processes, according to which the processes 
are arranged by input to output from left to right. All further element types of this 
architectural representation are oriented towards this model. In order to develop a 
modern architecture that can be adapted to new challenges, two approaches were 
considered for the implementation of the artefact: 

1. Service-oriented architecture approach at the business and application level in 
order to increase the flexibility of the organisation. 

2. Central communication between the components with the help of an enterprise 
service bus on the application side, which standardises and technically channels 
the communication. 

The reference enterprise architecture is based on the core public transport process 
shown in Fig. 12.2. The architecture was “thought” based on this process, i.e. the 
modelling was done along the core process.

The architecture presented here is structurally divided into the executive business 
roles, services and processes as well as the application services and applications. 
As presented at the beginning of this section, the EA is divided into the previously
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Fig. 12.2 Public transport core process as basis of the reference enterprise architecture

analysed process structure of public transport companies and thus into the following 
main areas:

• Planning and use of resources: contains the planning components for service 
provision. Here, traffic is combined with operational planning and resource 
deployment. The goal is to create an integrated, interdependent traffic and 
operational planning system for efficient service delivery.

• Fare-/rental-fare collection management: Here, on the one hand, the supply-
oriented planning results are transferred into products and tariffs and, on the 
other hand, the demand-responsive services are provided with rental prices or 
rental prices from external service providers are consolidated and made available 
for billing.

• Operational management: In operational management, the services are provided 
or the provision of services is supported by business services such as traffic 
dispatching, trip execution or passenger information.

• Sales: This area includes the complete travel planning, booking and billing 
of the fare or rental. The central point of this customer-oriented area is a 
mobility platform that connects all forms of mobility—whether supply- or 
demand-responsive—offered by a public transport company. 

Data objects have not been considered in this paper and will be subject of future 
work. 

12.4 Evaluation of Reference Enterprise Architecture 

The main aim of this paper is to evaluate the developed reference architecture via 
an expert interview and, if necessary, to improve it. This qualitative interview was 
conducted with the CIO (Head of IT) of Bremer Straßenbahn AG (BSAG). Mr. Jörg 
Stephan Rings has been working in the public transport sector for 12 years. Before 
becoming CIO of BSAG in 2018, he worked for 8 years at Hamburger Hochbahn 
in a leading position. Prior to this, he was employed in various industries unrelated 
to public transport. The evaluation uses the area of “traffic planning” as an example 
and shows the identified requirements that must be considered for the integration of 
demand-responsive traffic. The interview consisted of two parts, denoted as [I1] and 
[I2].
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12.4.1 Evaluation of the Motivational and Strategic Elements 

In this section, the insights into the strategic relationships in the enterprise refer-
ence architecture gained from the expert interview are presented. After an initial 
presentation of the model including the central goals, the interviewee replied in [I1], 
minute 53: “Yes. I still know a similar image from the elevated railway”. By “elevated 
railway”, the interviewee meant his former employer, the public transport company 
Hamburger Hochbahn. 

During the evaluation of the model, the following two main points for an expansion 
were mentioned: 

1. In [I1], minute 56, the interviewee said that customer satisfaction should be 
extended by stakeholder satisfaction so that it also takes into account the satis-
faction of other stakeholder groups. Subsequently, the authors decided to list 
both and to make the connection clear by specifying customer satisfaction as 
stakeholder satisfaction (arrow from stakeholder to customer satisfaction). 

2. In addition, the interviewee pointed out in [I1], minutes 57 and 59 that there 
is another central goal of the owner or sponsor (in German-speaking countries 
mostly a municipality or city): In the course of furthering the ecological aspects, 
motorised individual transport is to be reduced or substituted as much as 
possible. 

Both points listed here, taking stakeholder satisfaction and the reduction of 
motorised individual traffic into account, are considered in the new version of the 
architecture. A further planned evaluation will show whether the updated approach 
is viable. 

Figure 12.3 shows the additions made during the evaluation interview as compared 
to Fig. 12.1.

12.4.2 Evaluation of the Business and Application Level 

In this section, the relationships within and between the business and application 
levels in the area of planning and resource utilisation are critically examined and 
evaluated. Necessary changes identified by this evaluation are considered, docu-
mented and explained. For illustration purposes, we present the initially designed 
architecture in Fig. 12.4 and the revised version that was the result of the evaluation 
in Fig. 12.5.

The results of the evaluation shown in Fig. 12.5 are explained in detail in Table 
12.1. From here on, all data (especially the red numbers) refer to Fig. 12.5.

The process evaluation of the area “planning and use of resources” concluded 
with the question of whether the process representation for this area was sufficient 
([I1], minutes 90 to 95) on the part of the interviewee.
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Fig. 12.3 Revised version of the motivational/strategic level, e.g. of Fig. 12.1

The interviewee stated that the 

a. the terms used are customary in the industry and understandable; 
b. granularity is sufficient for internal IT understanding and discussions with the 

specialist department; 
c. completeness is given and 
d. the model is also easy to understand for people who are familiar with public 

transport. 

In another interview that took place later [I2] the structure was evaluated further. 
Here, the Business Services (BS) and Business Role (BR) levels in Fig. 12.5 were 
considered. The purpose of considering the Business Service is to decouple the 
role/process relationships via clearly defined services. The considered roles were all 
attached to the level “economic actor” (BA)—in this case that actor is an employee 
of the public transport company. 

According to the interviewee ([I2] Min. 10), the defined Business Services (BS) 
are correct and suitable for the model in terms of terminology, granularity and 
completeness as well as comprehensible for experienced public transport employees. 
The same applies to the correspondingly modelled business roles in this area [I2]. 

Finally, the technical service (TS) and application levels were evaluated. The 
application level is decoupled from the processes with the help of technical services.
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Fig. 12.4 Excerpt from business architecture (initial version)

The technical services access the specialised applications via an Enterprise Service 
Bus (ESB). This data hub should enable companies to develop new services quickly 
and easily in the future, as all data is available via this ESB application and may 
be “orchestrated” via a central application. The interviewee was convinced by the 
concept of introducing a data hub, as Hamburger Hochbahn is pursuing this approach 
as a universal service bus in the long term [I2]. The technical services were finally 
evaluated in the context of the interview, and it was noted (only) under TS1 that the 
term should be changed from “vehicle management” to “vehicle dispatching” for 
better understanding. 

The applications communicate with each other via the ESB application. This 
ensures that all interfaces that are loaded/unloaded from/to specialist applications, 
such as the passenger counting and analysis system, are available to other specialist 
applications via the central ESB application. 

The “Planning and Resource Deployment” area includes seven specialised appli-
cations that are supposed to exchange data with each other via the ESB application. It 
should be mentioned that the AP1 (passenger count and analysis system) application 
usually consists of more than one application or can consist of more than one appli-
cation. The following application systems are listed as examples: passenger counting
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Fig. 12.5 Revised version of business architecture, e.g. of Fig. 12.4

system (in the buses and trams and as a background system), passenger survey and 
statistical extrapolation systems, urban planning systems. 

Furthermore, the interviewee suggested in [I2] Min. 26:30 to introduce another 
specialised application for the maintenance of the fleet of the transport company. 
This predictive maintenance system (AP2) could transfer the vehicle data generated 
in the vehicles via the vehicle computers (onboard unit) and evaluate it, e.g. with the 
help of a digital twin, and thus calculate and implement optimised maintenance. 

At the end of the second interview [I2], the interviewer asked the interviewee the 
following questions to conclude the basic evaluation: 

Question 1 in [I2], min. 69: “What is your overall impression of the enterprise 
architecture presented?”. Answer 1: “Honestly? Very good, I have always dreamed 
of having something like that. We even discussed it once in the VDV1 in our work 
group 2 years ago. Wouldn’t it be great if we had such a blueprint of what our entire 
world would look like? The unanimous tenor was, there is no such thing”. 

Question 2 in [I2], Min. 70: “Would such an enterprise architecture make your 
work as CIO easier?”. Answer 2: “Yes, of course, the first impression has already

1 VDV: The Association of German Transport Companies (VDV) is an industry association for 
public transport with more than 640 members. 
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Table 12.1 Explanation of evaluation results 

# [Interview]/ 
Minute Explanation 

P1 [I1], from 41 “Passenger flows” should be added in brackets to the name of the 
process “passenger count and analysis system” to make the 
viewer of the model understand that this is not (only) pure passen-
ger count data, but also passenger survey results, evaluated mo-
bile phone data and – considered very important by the inter-
viewee - urban planning data that accurately represents current as 
well as future transport requirements. 

P2 [I1]/from 
50 

[I1]/between 
55 and 63 

The interviewee specified the need to expand the terminology of 
the process with “network planning” in brackets to represent the 
common technical term.  
The interviewee outlined the customary procedure in the supply-
oriented planning process, with the stages network planning, line 
planning and rotation planning (from a rough overview to fine de-
tails) and demand-responsive planning, which is a separate pro-
cess downstream of network planning. In the context of the inter-
view, the interviewee thought of many new services that could be 
developed on the basis of the information gained. For example, it 
would be possible to offer targeted non-transport-related products 
at selected high-traffic locations (account points). 

P3 [I1]/63 The interviewee suggested renaming the item “line planning” to 
“timetable planning (line planning)” for better understanding (in 
the public transport sector, as many transport companies (mostly 
smaller ones) use the term “timetable planning” rather than “line 
planning”. 

P4 [I1]/73 Due to the different requirements, the duty scheduling must be 
differentiated between the demand-responsive duty scheduling 
and the supply-oriented rotation scheduling in terms of processes. 
For this purpose, corresponding sub-processes (demand/supply) 
were added to the model. 

P5 [I1]/36 As with D, vehicle dispatching must be differentiated according 
to demand-responsive and supply-oriented, as both sub-processes 
have different characteristics. Supply-oriented vehicle dispatching 
mainly revolves around central fleet management, which is pro-
vided at the depots of the public transport company. Demand-re-
sponsive vehicle dispatching, e.g. with sharing service providers, 
revolves around the service personnel who return the distributed 
vehicles - mostly at night - to specific locations (e.g. mobility 
hubs). 

P6 [I1]/36 
and 65 

Staff scheduling also differs, see the reasoning in E. 
According to the interviewee, there is a significant difference be-
tween stationary and mobile planning of staff assignments. 

answered that”, … “for us this is actually a help when you want to either expand or 
perhaps migrate”. 

Question 3 in [I2], Min. 71: “Do you consider the Enterprise Architecture for 
Public Transport to be scientifically relevant?”. Answer 3: … “whether I think an 
enterprise architecture is scientifically relevant? Yes, immediately. PT of course I do, 
yes. Because, I can benefit from it”.
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12.5 Conclusions and Future Work 

From the results of the first evaluation presented here, which were obtained on the 
basis of an expert interview, it can be seen that the initially derived structure, which 
is based on a purely supply-oriented architectural approach according to Scholz [9] 
and the experience of the authors, can be expanded in a targeted manner. On the 
basis of these results, it can be seen which architecture modules must be expanded 
or adapted for demand-responsive traffic. 

The interviewee confirmed the usefulness of such a reference enterprise architec-
ture for his work as CIO. This “green field” view of a coherent enterprise architec-
ture helps with the expansion and migration of new demand-responsive processes, 
services and technical building blocks. The question posed in the introduction, how 
new mobility solutions (NMS) affect the EA of public transport organisations, can 
be answered after the first evaluation with the statement that the integration of NMS 
(demand-responsive transport) has an impact on all areas of an organisation. Not 
only do processes have to be extended, but capabilities, roles and business services 
on the one hand and technical services, application and data areas on the other hand 
are also affected. The modular architecture leaves open which areas will be provided 
within the public transport company and which will be provided externally, e.g. by 
a service provider. 

In future work, the second area of the public transport core process, which 
comprises tariff and product management, operational management and sales of 
an enterprise reference architecture, will be presented. Based on this, the authors 
will conduct a further evaluation with the help of an expert interview and present the 
results in a final publication. It is planned to conduct the second evaluation interview 
with the Munich Public Transport Company (MVG). This means that the architecture 
was developed with the help of the largest public transport company in Germany, 
the Berliner Verkehrsbetriebe (BVG), and evaluated by a small- and a medium-sized 
public transport company (Bremen, Munich). 
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Chapter 13 
Prospects of the Activity-Based 
Modelling Approach: A Review 
of Sweden’s Transport Model-
SAMPERS 

Omkar Parishwad and Ruo Jia 

Abstract The rapid changes in global development scenarios, such as technolog-
ical advancements, lifestyle decisions and climate change, call for updated transport 
models to test micro-level policy decisions. This paper explores the advances in 
activity-based transport modelling in simulating travel demand in urban scenarios, 
focusing on Sweden’s National Transport model. Sampers is used for impact anal-
ysis, investment calculations for traffic simulations, transport policy implementation 
evaluations, and accessibility and impact analysis of extensive changes in land use 
and transport systems in cities and regions of Sweden. This research systemati-
cally compares individual components, sub-models, and algorithms and discusses 
integrations with cutting-edge agent-based models. Furthermore, recent research 
and projects for Sampers are investigated, highlighting its advantages over current 
models, potential gaps and limitations, and long-term development prospects. The 
study concludes by cross-referencing Sampers’ global developments and regional 
needs to assess its long-term development prospects. 

13.1 Introduction 

The advancements in behavioural research have highlighted the strengths of an 
Activity-based modelling approach, such as the integrity of its sub-models, reduced 
interdependence between the four stages, and has resulted in a paradigm shift in 
travel behaviour analysis. Despite these advantages, the inability of Activity Based 
Model’s (ABM’s) to reflect such realism foreshadows the obvious need to improve
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upon the present transportation models. Moreover, researchers and transport plan-
ners are increasingly relying on ABM, the third-generation models for simulating 
transport demands based on the simulated behaviour for activities. 

This research aims to identify recent advances in ABM for its individual compo-
nents and integrated approaches, particularly agent-based models. The advantages 
and limitations of these advancements are analysed systematically to determine their 
potential applications in urban scenarios. 

The recent advances [1] over various integrated approaches in ABM for the utility 
maximization based econometric models and the rule-based computational process 
models, are discussed here. We seek to note integrations of major advancements 
in ABM’s for their potential advantages and limitations over apt applications in a 
systematic manner. 

Overall, this paper aims to contribute to the ongoing debate on the prospects of 
the activity-based modelling approach by providing a comprehensive analysis of 
recent advancements in ABMs, their potential advantages and limitations, and their 
integration with cutting-edge agent-based models. The specific contribution of this 
research is the development recommendations for the evolved [2] Sampers. 

13.2 Theoretical Background 

Activity-based models focus on individual activity schedules, which include activity 
choice, sequence, mode and route choice as well as time dynamics, in sync with the 
transport network and its attributes. The model’s output being simulation of scenarios 
and forecasting variations in trip chains for activities, modes of transportation, routes, 
and other constraints. 

13.2.1 ABM Components and Applications 

Activity-based models (ABMs) are travel demand models that simulate the entire 
process of individual decision-making regarding their daily activities and travel 
choices. ABMs typically consist of three components: activity generation, activity 
scheduling, and mobility assignment. The activity generation component determines 
an individual’s desire to participate in different activities and is often modelled using 
heuristic, hazard-based, or micro-behavioural models. The Agent-based Dynamic 
Activity Planning and Travel Scheduling (ADAPTS) model, an American compu-
tational process model for the Chicago region, uses concurrent competing hazard 
models to determine whether to generate a new out-of-home activity of a specific 
type. 

The activity scheduling component determines each activity’s start time, duration, 
and location while considering all constraints. This component is the most researched 
of the three and often uses probability-based models to determine these factors.
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The Canadian model for the Greater Toronto region, Travel Activity Scheduler for 
Household Agents (TASHA), generates activity agendas and their attributes based 
on empirical distributions. While the complex rule-based ABMs, A Learning-Based 
Transportation Oriented Simulation System (ALBATROSS) of the Netherlands uses 
decision heuristics. The DaySim ABM model, which uses a disaggregate dynamic 
network traffic assignment tool TRANSIMS router developed for Sacramento and 
Jacksonville, USA, is an application of the micro-behavioural model. 

The mobility assignment component determines the mode choice and vehicle 
allocation based on the previously determined activity and scheduling choices. This 
component often uses heuristic, hazard-based, or micro-behavioural models. Agent-
based models (ABMs) are also commonly used to represent human behaviour in 
ABMs, as they can produce complex travel behaviours using simple heuristics. 
Recent research on the integration of activity-based and agent-based models has 
shown that these models can forecast traffic in greater detail. For example, the 
MATSim (Multi-Agent Transport Simulation) model has been enhanced [3] to  
include network, zone, traffic counts, road pricing, trip length distribution, route 
assignment algorithms, and behaviour modification programs (flexible scheduling, 
ridesharing), and so on. MATSim, the stand-alone agent-based modelling frame-
work, has also been shown to produce traffic flows that are more accurate than other 
models, such as Canadian EMME (multimodal equilibrium model). 

Aside from MATSim and ALBATROSS, other notable integrations include 
FEATHERS, developed initially as a computational process model for Flanders, 
Belgium. The FEATHERS model has also been successfully applied in new con-
texts. Also included is TRANSIMS, a disaggregate dynamic network assignment 
tool integrated with multiple ABMs such as DaySim, ADAPTS, and others via 
sequential integration. SimMobility is another recent multiscale integrated agent-
based simulation platform that includes a learning day-by-day module. POLARIS, 
which integrates dynamic simulation of travel demand, network supply, and network 
operations to solve the difficulty of integrating dynamic traffic assignment and disag-
gregate demand models, is also available. Gains in computational efficiency and 
performance enable previously distinct aspects of the urban system to be included 
in planning models. 

While ABMs offer many benefits, including a more comprehensive understanding 
of travel behaviour and the ability to forecast traffic in greater detail, they also have 
limitations. For example, agent-based models have high computational complexity 
and require well-defined conditions and constraints. Additionally, there needs to be a 
streamlined process for calibrating and imputing model parameters, which can result 
in non-reproducibility and difficulties in understanding agent interactions with other 
agents and environmental parameters.
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13.2.2 Overview of Sweden’s National Transport Model 

Sampers, the national transport model system developed by the Swedish Trans- port 
Administration (Trafikverket [4]), is a powerful tool for cross-modal passenger trans-
port analysis. It forecasts future traffic volumes for different scenarios, simulations by 
varying infrastructure availability, and parameters such as GDP, fuel price, employ-
ment, population growth, to be contrasted in a socio-economic constraint. Sampers 
model is integrated with its socio-economic model (Samkalk) for comparison and 
investigative analysis, using its calculation module divided into matrix program, 
route analysis, effect models, and financial program. 

The model comprises several travel forecasting modules, including the frequency 
choice model, destination choice model, mode of transportation choice model, and 
route choice model, linked in a nested logit model estimated using data from national 
travel habit surveys (RIKS-RVU/RES). A generic overview of the recently proposed 
Sampers in comparison to the model systems can be acquired from Fig. 13.1 below. 
The logit models compute probability distributions for how an individual or group 
of individuals chooses between diverse alternatives. Furthermore, the logit model 
computes log sums, which measure the combined benefit generated by the model’s 
selectable options. The log of the denominator of this logit choice probability, the 
activity-based accessibility measure (logsum), gives the expected utility from a set 
of alternatives and links different choices, as in nested logit models. This metric is 
ideal for project evaluation because it expresses the consumer’s benefits from all 
travel alternatives. 

The route choice model comprises modules built into the EMME software toolkit 
and accounts for congestion as a factor that controls route choice in the algorithm

Fig. 13.1 Overview structure of model and sampers 
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for car traffic and is vital for the travel times obtained in route choice simulations. 
To achieve equilibrium between supply (travel times and costs) and demand, the car 
route choice model must iterate between the first three steps of the Sampers model 
(frequency, destination, and mode choice) and the route choice model. 

The socio-economic module determines the socio-economic benefit of one inves-
tigation alternative over another, using data on travel by various modes of transporta-
tion, travel times, traffic volumes, and traffic revenue on various public transportation 
routes as input. The model used travel times, travel costs, greenhouse gas emissions, 
and accident values to calculate benefits. 

Sampers is used primarily for impact analysis and investment calculations for 
traffic simulations, transport policy implementation evaluations, as well as accessi-
bility and impact analysis of extensive changes in land use and transport systems in 
cities and regions [5]. It can also be used for micro-modelling scenarios that inves-
tigate intersections for minor variations in traffic control and travel times, meso-
modelling constraints that investigate the effects of institutional conditions on traffic 
counts, interactions between transport systems and land use, and impact studies of 
IT-based or relevant scenarios on travel demand. 

While the model has several sub-models, including a module for connecting jour-
neys, it is used sparingly due to high uncertainty and limitations in handling travel 
between Sweden and abroad. Several methods for managing trips need to be calcu-
lated in the demand model, including static arrays and quota adjustments for existing 
travellers. Overall, Sampers is a valuable tool for transportation planning and anal-
ysis in Sweden, but certain innovations in the model are worth exploring to realise 
the limitations and further recommendations. 

13.3 Sampers Innovation Projects 

Transportation systems are continuously evolving with technological innovations 
such as electric vehicles, connected and collaborative intelligent transport systems, 
and autonomous vehicle technology, along with lifestyle-altering events such as the 
recent pandemic and sustainability issues related to climate change. As a response to 
these changes, several recent industries and university-led research projects analyse 
scenarios and work towards introducing relevant changes in the existing Sampers 
model. In this section, we will discuss some ongoing and completed projects that 
focus on improving Sampers for planning prospects in Sweden.
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13.3.1 IHOP Project: Building Dynamic Network Models 
for Next-Generation Activity-Based Models 

IHOP aimed to create a dynamic and disaggregate person/network simulation system. 
This project framework aims to develop a model for car traffic, to handle queues with 
back-blocking, the interaction between vehicles at junctions, weaving stretches, and 
other scenarios to make socioeconomic calculations more comparable and consistent. 
With the vision of a traffic system with connected and collaborative autonomous 
vehicles, the project evolved to develop an overall control model to optimize the 
behaviour of the traffic system. A natural choice for network deployment of demand 
matrices constructed from activity-based models was to integrate dynamic network 
deployment methods in Sampers. 

IHOP2 [6] connected the Regent travel demand model and the TransModeler 
network assignment package via a new agent-based interface layer based on the 
MATSim transport simulation toolkit. The main goal of this effort was to demonstrate 
that such a coupling, with frequent status updates in the system between all vehicles 
and immediate updates of the route options, is possible. The interface layer could 
link the mesoscopic network model (TransModeler) to the activity-based demand 
model (Regent) by defining agents routed through the network. The agents could also 
communicate with each other in real-time, providing the ability to perform various 
collaborative maneuvers such as lane changing and car following. The results showed 
that the coupled models could accurately represent travel behaviour, with its interface 
between the demand model and mesoscopic, dynamic network layout, a shift from 
estimation to implementation in its forecasting system. 

IHOP3 focused on ensuring an economically consistent analysis of the simulated 
travel behaviour in such a system. To achieve this, IHOP3 developed a simula-
tion method for economically consistent integration of Sampers and MATSim. This 
resulted in the specification of a joint, fully dynamic, and person- centric utility 
function in both Sampers and MATSim. Given the different time and travel demand 
resolutions of the two models, different utility functions were used in Sampers and 
MATSim, resulting in different models of travel experience and different cost–benefit 
analysis results. However, the integrated model developed in IHOP3 was able to over-
come these discrepancies and provide a more accurate and consistent estimation of 
travel behaviour in the network. 

The IHOP project successfully improved the Sampers model by creating a more 
dynamic and disaggregate person/network simulation system. With the develop-
ment of a simulation method for economically consistent integration of Sampers 
and MATSim, the project achieved a shift from estimation to implementation in 
forecasting systems.
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13.3.2 Simulations for Long-Distance Trips: Vehicle Fleet 
Electrification 

This research [7], initiated in 2018, aimed at reducing the carbon footprint based on 
technological advances in electric drivetrain and battery technology that allow them 
to travel long distances independent of public charging infrastructure during most 
suburban and commuting trips. This effort was part of a larger project to electrify 
the vehicle fleet in Sweden. The impact of large-scale vehicle electrification on long-
distance trips was assessed by combining a Swedish agent-based long-distance trans-
port model with a detailed energy consumption and battery charging model. This new 
approach developed a microscopic transport model using agent-based simulations to 
assess different system parameters’ impact on total energy consumption. 

The goal was to derive the charging infrastructure needs or the overall system cost 
for all electromobility-related technologies. By simulating different scenarios, the 
impact of different system configurations on energy consumption and charging infras-
tructure requirements were assessed, providing valuable insights into the potential 
benefits of vehicle electrification for long-distance travel. 

13.3.3 Modelling and Analysis Module for EVs, ITS 
and Autonomous Vehicles 

Significant research is being conducted on the future scenarios and impacts of self-
driving vehicles in academic institutions and industry projects. Swedish research 
institutes are developing AV-induced transport system simulations [8] to better under-
stand the impacts of autonomous vehicles on the country’s transportation system. 
Meanwhile, other studies are focused on identifying research gaps and performing 
cost analysis modelling for AV freight operations, as well as introducing compre-
hensive impact assessment tools [9] to assess the overall impact of AVs on the 
transportation system. 

One key aspect of this research is its connection to the Swedish transport model, 
Sampers, which is used to review AVs in relation to system assessment. This project 
conducts analyses to identify uncertainties and gaps in current modelling tools and 
the freight transport module and derive socioeconomic calculation results by iden-
tifying research needs for effective relationships. The project evaluates the calcu-
lation system’s future development needs concerning behavioural, cost and emis-
sion changes to function in a future with a high proportion of connected, self-
driving vehicle systems in the Swedish transport system. Time values, travel costs 
for passenger traffic, and transport costs for goods transport must all be estimated 
and updated. 

Another vital consideration in this research is the need to develop appropriate 
algorithms for the possibility of using the exact automated vehicle for multiple modes 
of transport by members of the same family without the need for a driver or for the
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vehicle to park itself where parking costs are reasonable. These efforts aim to identify 
the charging infrastructure needs and overall system costs for all electromobility-
related technologies, as well as assess the impact of large-scale vehicle electrification 
on long-distance trips. Overall, this research aimed to understand better self-driving 
vehicles’ impacts on Sweden’s transportation system and develop effective resource 
allocation strategies to support the growth of this technology. 

13.3.4 Synthetic Sweden Mobility (SySMo): Agent-Based 
Models 

The Synthetic Sweden Mobility (SySMo) project at Chalmers is an ongoing research 
effort to address the shortfalls in the Swedish Transport model- Sampers. This 
comprehensive effort to create a new agent-based integrated model of Sampers envi-
sioned a decision support system framework based on a combination of several 
computing tools and techniques in synthetic information systems and large-scale 
agent-based simulations. 

The SySMo model employs a stochastic approach combined with Neural 
Networks, a machine learning technique to generate a synthetic population and 
behaviourally realistic daily activity-travel schedules for each agent. This new 
approach allows for creating a synthetic population representative of the actual popu-
lation and can be used to generate activity-travel schedules for each agent. The current 
model provides a valuable planning and visualization tool for illustrating Swedish 
population mobility patterns [10]. 

Using SySMo, we can better evaluate mobility and transport scenarios in Sweden, 
which can help identify areas for improvement and inform policy decisions. The 
model can also be used to simulate different future scenarios, such as the adoption 
of AVs, and assess their potential impacts on the transportation system. 

13.4 Limitations and Recommendations for Sampers 

In this era of the IT revolution, new data resources for travel demand analysis must 
be analysed and validated for real-time transport modelling. The challenge remains 
in extracting accurate activity detail from big data and integrating them for travel 
demand models. Various algorithms- genetic, evolutionary, fuzzy, and techniques 
such as advanced text and data mining, natural language processing, and machine 
learning/neural networks- must be tested to evolve the models further. 

Sampers has its limitations; for example, the impact of new infrastructure on 
buildings and housing is not modelled. Where people live and work is included as 
a given condition in the forecast, produced by Statistics Norway. Sampers cannot 
model travel chains in which individuals select modes of transportation based on the
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activities to be performed during the day. If you drive to work, shopping trips are 
separate from work trips; instead, each trip is modelled separately. 

Changed preferences and values cannot yet be modelled over Sampers. If, for 
example, people’s attitudes towards driving change or cycling are perceived as more 
attractive due to increased health and environmental awareness in the future, this is 
not captured in the model. The model also does not capture remote working scenarios, 
which would reduce the need for work or business trips. 

13.4.1 Long-Term Development Recommendations 

Integration with emerging technologies: As emerging technologies such as connected 
and automated vehicles continue to evolve, it is essential to integrate them into 
Sampers to predict travel behaviour and demand accurately. This integration could 
involve developing agent-based models that simulate the behaviour of these vehicles 
and their interactions with other vehicles and the transportation system. Sampers can 
aim to integrate Land Use Transport Interaction (LUTI) models for policy imple-
mentation, such as the ‘Transport Infrastructure Land-use Interaction Simulation 
model’ (TIGRIS XL) developed since the 1990s, to better address the impact of new 
infrastructure on buildings and housing. 

Incorporating spatial and temporal constraints: Investigating evolved spatiotem-
poral concepts like the Time–space prism modelling can capture the spatial and 
temporal constraints that people use to construct the patterns of their trips and activi-
ties. Integrating such modelling techniques into Sampers could improve the model’s 
accuracy in predicting travel behaviour by capturing the constraints that affect travel 
choices. 

Addressing equity concerns: Sampers could be further developed to address equity 
concerns in transportation planning. This could involve analyzing the model’s outputs 
for fairness and ensuring that the model is inclusive of all demographic groups. 

Improved data collection: Sampers could be updated to incorporate more detailed, 
accurate, and real-time data sources as technologies evolve. Research projects 
concerning integrating real-time mobile, GPS tracking, crowd-sourced, and social 
media data sources to understand travel behaviour better are ongoing. 

Enhancing policy analysis capabilities: Sampers could be further developed to 
provide policymakers with a more detailed analysis of the potential impacts of policy 
decisions. This could involve adding a more detailed analysis of policy decisions’ 
environmental, social, and economic impacts.



148 O. Parishwad and R. Jia

13.5 Conclusions 

Sampers remains a critical tool for transportation planning and decision-making in 
Sweden. Its mechanisms are based on observable behaviour. Measures examined 
today for advancements in self-driving vehicles, information systems, and electric 
vehicles might have a lengthy development time, so the advantages of the measures 
are frequently computed over forty years. However, technological advancements 
have resulted in significant changes that might render present estimates exceedingly 
questionable, if not meaningless. 

The Swedish Transport Administration must develop an approach for how evalu-
ation methodology and forecasting tools should be developed to reasonably consider 
technological development in the transport planning process, considering both the 
opportunities and problems that development may entail. Furthermore, addressing its 
limitations and incorporating emerging technologies and modelling techniques can 
provide valuable insights for policymakers and ultimately lead to more sustainable 
and equitable transportation systems. 
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Chapter 14 
A Novel Longitudinal Control Strategy 
of Connected Automated Vehicle 
in Heterogeneous Traffic Flow and String 
Stability Analysis 

Li Genze, Zhang Lanfang, and Wang Shuli 

Abstract To cope with the randomness derived from the human driving in heteroge-
neous traffic consists of human-driving vehicles and connected automated vehicles 
(CAVS), a longitudinal car-following control strategy of CAV is proposed based 
on the original Intelligent Driver Model (IDM) model and model predictive control 
(MPC) structure. The string stability of heterogeneous platoon is verified by head-
to-tail string stability criteria. Results indicate the strategy proposed can reflect the 
relationship between the speed and string stability and prove the adaptability to 
different traffic conditions. 

14.1 Introduction 

In recent years, the concept of automated vehicles (AV) has been gradually accepted 
and developed by the public since their first introduction at DARPA Grand Challenge 
[1]. However, many automated vehicles today only use on-board sensors to perceive 
the environment, which may not be robust to various driving conditions. In partic-
ular, as on-board sensors are only able to obtain current information about the imme-
diate neighborhood, these automated vehicles often have difficulties anticipating the 
motion of surrounding vehicles reliably [2]. The introduction of connected automated 
vehicle (CAV) technology, along with substantial advances in sensing, computation, 
recognition, and control technologies, has enabled the development of AVs that can
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accurately sense their local environment, detect and classify objects, interpret the 
changes in the surrounding driving environment of the system, and perform complex 
maneuvers, while ensuring safe and efficient operations [3]. 

The development of CAV from the application to the current traffic flow to the 
complete popularization will inevitably go through a complex research progress. 
Future road traffic will be composed of CAV and human-driving vehicles (HV), 
resulting in a heterogeneous traffic flow state. In order to avoid the uncertainty to 
the current traffic system resulting from the heterogeneous traffic flow, dedicated 
lane for CAV is believed as one of the potentially effective solutions to eliminate 
the driving pattern differences between CAVs and HVs. Nevertheless, setting CAV 
dedicated lane will reduce the number of lanes for accommodating other regular 
vehicles. If not set properly, it will lead to a great waste of road resource and cause 
severe congestion in the traffic flow, decreasing the overall throughput of the road. 
Especially when the market penetration rate of CAVs reaches a certain level, it is 
difficult to avoid the heterogeneity of driving behavior between CAVs and HVs only 
by allocating lanes. For the purpose of ensuring the efficient, stable and safe vehicle 
operation state and completing the basic car-following driving task, it is necessary 
to find a CAV longitudinal control strategy suitable for mixed traffic. 

Compared with HVs, CAVs often perform corresponding driving tasks following 
relatively fixed behavior patterns without obvious volatility according to presented 
driving strategies. Taking car following as an example, in pursuit of safer and more 
efficient traffic flow state, CAVs often adopt more aggressive driving strategies, 
such as maintaining a shorter following headway, distance, etc. and choose shorter 
reaction time when following the preceding vehicle. Obviously, the deterministic 
control strategies cannot capture uncertainties and stochasticity that are inevitable 
in human car-following behavior. The difference between CAV and HV driving 
strategies may influence the driving behavior of CAV, and even interfere with the 
CAV’s judgment and decision-making when the preceding vehicle encounters an 
emergency due to behavioral uncertainty to a certain extent. When the disturbance 
occurs, the longitudinal control strategy unsuitable for heterogeneous traffic flow 
will lead to the formation and development of oscillations. In this paper, we attempt 
to propose a CAV longitudinal control strategy suitable for the situation where the 
preceding car is HV considering the randomness of human driving behavior to keep 
the traffic flow stable. The strategy proposed adopts MPC as the control framework 
and calculates the reference trajectory according to the improved IDM model which 
is also proposed in this paper considering the preceding HV randomness. The strategy 
string stability is also verified to prove the adaptability to different traffic conditions 
for the sake of future application.



14 A Novel Longitudinal Control Strategy of Connected Automated … 151

14.2 Literature 

Numerous microscopic car-following models have been proposed to imitate driving 
pattern of manual driving system. These models provide us with structures to work 
on car-following strategy in mixed traffic environment and identify the extents of 
potential paradigm shifts. 

Although, for a long time, it has generally been believed that the effect of stochastic 
factors is marginal in traffic dynamics, recent studies demonstrated that behavioral 
stochasticity is associated with a number of features observed in real world traffic, 
such as long oscillation periods and concave and stochastic growth patterns of oscil-
lation magnitudes [4]. Because classical car-following models cannot well explain 
these features, a number of stochastic car-following models have been developed in 
the hope of characterizing the real vehicle operating state and accurately reflecting 
the propagation and evolution of traffic oscillation. For example, Kim T, Zhang HM 
[5] found traffic waves propagate in a stochastic manner and their speeds are deter-
mined by the relative differences between gap times and the reaction times of drivers. 
Wagner [6] proved that randomness of speed and time headway can be attributed to an 
internal stochasticity of the driver itself by model-based analysis. Treiber proposed a 
minimal general model simultaneously considering string instability, external white 
acceleration noise and indifference regions implemented by action points [7]. The 
PATH laboratory at the University of California, Berkeley has conducted long-term 
research on the ACC/CACC vehicle following model. The proposed model is simple 
and has been verified by real vehicle tests. In addition, some scholars have modeled 
ACC/CACC car-following behavior from the perspective of optimal control, with the 
methods including Proportional–Derivative (PD), Model Predictive Control (MPC), 
Artificial Intelligence (AI), etc. [8]. 

14.3 Control Design 

A platoon with m + 1 vehicles, as shown in Fig. 14.1, is discussed. The main control 
objective is to regulate the subject vehicle’s longitudinal motion to follow its prede-
cessor with a constant time gap. The inter-vehicle spacing, the speed of the subject 
vehicle and the predecessor, and the acceleration of the subject vehicle are assumed 
to be detected by on-board sensors, including radar, speedometer, and accelerometer. 
The acceleration and control of the predecessor are collected by the V2V communi-
cation system. The communication topology is assumed to be predecessor-follower 
(PF) topology, which is a distributed communication structure that is more resilient 
to communication failure compared with centralized communication topology.

The longitudinal vehicle dynamics model, which is assumed to be the same for 
all the vehicles, is first formulated as follows: 

ȧi = 
ui − ai 

τ 
(14.1)
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Fig. 14.1 Structure of SAIDM-MPC

where ai is the acceleration of vehicle i, ui to be interpreted as desired acceleration, 
and τ a time constant representing engine dynamic, set to be 0.1 s. In the remainder 
of this section, the MPC- and original CACC-based control strategies are introduced. 
The systems above are based on the same spacing policy. 

14.3.1 Spacing Policy 

In the widely used CAV with a constant time gap (CTG) policy [9], the prevailing 
definition of time gap denotes the time it takes the subject vehicle to approach its 
predecessor at the current speed. The desired spacing dr,i at time t for this CACC  
family is formulated as 

dr,i (t) = ri + vi (t) × g (14.2) 

where i is the index of the subject vehicle, r is the standstill distance, vi is the speed of 
the subject vehicle, and g is the desired time gap. The value of g is  set to be 1.1  s for  
the purpose of safety, which is a suitable value for commercial auto-driving system. 
Under this formulation, the spacing error is 

ei (t) = di (t) − dr,i (t) = pi−1(t) − pi (t) − vi (t) × g − Li − ri (14.3) 

where i-1 is the index of the preceding vehicle, di is actual spacing, pi−1 and pi are 
longitudinal rear-bumper positions of the preceding vehicle and the subject vehicle, 
respectively, and L is the vehicle length. 

The IDM takes the maximum acceleration a into account as well as the comfort 
deceleration b, where the spacing policy differs from the CTG, as shown below: 

dr,i (t) = ri + vi (t) × g + 
viΔv 
2 
√
ab 

(14.4)
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where Δv is the velocity difference between two adjacent vehicles. The intelligence 
in the desired distance decision leads to the wide applicability in various traffic 
conditions of IDM. 

14.3.2 Design of SAIDM-MPC Control Law 

As mentioned above, IDM model determines the desired spacing from the preceding 
car based on the fixed time headway, which is consistent with the widely used 
spacing policy CTG. In addition, IDM is suitable for various traffic conditions due 
to the consideration of traffic flow and ergonomics. In the vehicle-connected envi-
ronment, the acceleration of preceding car can be acquired in real time and becomes 
an indispensable input for the decision of desired acceleration. In consequence, ai−1 

is introduced as the variable of original IDM, as shown below: 

ui = a

[
1 −

(
vi 

v0

)δ 
−

(
dr,i (t) 
di

)2
]

+ βai−1 (14.5) 

where v0 is the free traffic flow speed and δ, β are the parameters needed to 
be calibrated. In heterogeneous traffic, the driving behavior stochasticity of HV 
preceding vehicle may disturb the following stability of CAV platoon, and even 
cause bottleneck-free congestion (ghost jam) under certain traffic volume probably. A 
generic stochastic equation can reflect the influence of stochasticity on the following 
speed vi , including a deterministic part and a diffusion term: 

dvi = f (vi , di ,Δvi )dt  + g(vi , di , η)dt (14.6) 

where f(.)f(.) denotes a deterministic car-following model as formula (8) in this 
paper while g(.)g(.) denotes the stochastic source which depends on the state of 
the considered vehicle and the stochastic process η. Field data of vehicle opera-
tion (NGSIM) demonstrate that the vehicle speed noise follows normal distribution. 
Winer process is adopted modeling the random deviations from the optimal speed 
of the vehicle. Moreover, to enhance the non-negativity of speed, the model below 
is proposed to model the CAV-following behavior in heterogeneous traffic, called as 
SAIDM: 

dvi =
{
a

[
1 −

(
vi 

v0

)δ 
−

(
dr,i (t) 
di

)2
]

+ βai−1

}
dt  + σ

√
vi dWn (14.7) 

where σ is the constant parameter describing the noise strength. A standard genetic 
algorithm is used for calibrating the parameters δ, β, σ . Trajectory data provided 
by NGSIM is selected for the calibration. The rest of the parameters in the model 
above is derived from the previous research and the specific control acquirement
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Table 14.1 Parameters in 
SAIDM Symbol Description Unit Value 

ri Standstill distance M 1.5 

G Safety time headway S 1.1 

A Max. acceleration m.s−2 1.4 

B Comfort acceleration m.s−2 2 

v0 Free traffic flow speed Km.h−1 120 

δ / / 15.36 

β / / 0.67 

σ Dissipation coefficient
√
m.s−1 0.88 

(considering the security, comfort level, vehicle dynamic performance, etc.). Table 
14.1 shows the parameters in SAIDM. 

MPC scheme is adopted to achieve the control objectives, that is, keeping constant 
and safe time headway with preceding car and driving as fast as possible. MPC 
does not acquire that the vehicle dynamic model is highly accurate due to the error 
compensation, which simplifies the modeling and calculation process. By receding 
horizon control, MPC can control the car in real time to deal with complex traffic 
conditions. Owing to customizing the reference trajectory, the optimized path can be 
smooth to comfort the passengers working or relaxing in the car. According to the 
SAIDM, the desired speed of the vehicle following can be calculated for satisfying 
the control demand. To construct the reference trajectory, SAIDM is discretized using 
an explicit Euler–Maruyama scheme: 

vd,i (t + vt) = vi (t) +
{
a

[
1 −

(
vi (t) 
v0

)δ 
−

(
dr,i (t) 
di (t)

)2
]

+ βai−1(t)

}

Δt + σ 
√
vi (t)

√
vtωn (14.8) 

whereΔt represents the time step, ωn ∼ N (0, 1). The desired speed vd,i (t + kΔt) 
every time step k during the predictive horizon is used to construct the reference 
trajectory. The desired acceleration (system output) ui (t) is the solution to the 
following optimization function: 

minJ (Vr , Vp, U ) 

J
(
Vr , Vp, U

) = 
t+TΣ
x=t 

β1(vr,i (x) − vp,i (x))
2 + β2u

2 
i (x)+ (14.9) 

where VrVr is the desired speed sequence, Vp is the predictive speed sequence, 
equalling to [vp,i (t + Δt), vp,i (t + 2Δt) . . . vp,i (t + T )]T , U is desired acceleration 
sequence, and β1, β2, β3 are constant coefficients. The first term denotes the cost due
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Table 14.2 Control 
parameters in SAIDM-MPC Description Unit Value 

Sample time S 0.1 

Prediction horizon S 10 

Control horizon S 2 

β1 / 0.78 

β2 / 0.45 

β3 / 0.23 

to deviation from the desired speed, the second term is the cost due to acceleration 
or deceleration. The last term represents a cost due to a short time gap with the 
preceding vehicle. Specifically, the function P(.) denotes penalty when the time 
headway reduces from the desired value while following the preceding vehicle, and 
the function is defined as 

P(.) = e−α(g−gi (x)) (14.10) 

where gi = (pi−1(t)− pi (t))/vi is the actual time headway and α is a constant. Some 
constraints are defined considering the safety-comfort and rules-regulation relevant 
to a road network, such as{

−amin ≤ ui (x) ≤ amax 

pi−1(x) − pi (x) ≥ ri + vi (x) × g + vi (x)Δv 
2 
√
ab 

(14.11) 

For x = t, t + Δt, . . . ,  t + T − Δt 

As the design of the vehicle dynamic model, reference trajectory, objective’s 
function, and constraints, the structure of the SAIDM-MPC is shown in Fig. 14.1. 

The parameters of the controller are derived through system tuning as shown in 
Table 14.2. To evaluate the performance of SAIDM-MPC, ordinary ACC and CACC 
are selected as comparative items and introduced then. 

Ordinary ACC and CACC are selected as comparative items to reflect the string 
stability, respectively. 

14.4 Analysis of String Stability 

How a perturbation at the lead vehicle is initially amplified across the following 
upstream vehicles. Vehicle flow is string stable if speed fluctuations are smoothed 
when they propagate upstream. From the perspective of the heterogeneous vehicle, 
platoon consists of HDV and CAV, the definition of head-to-tail string stability in this
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paper is based on transfer function theory. According to this definition, the HDV-
CAV platoon is head-to-tail string stable if the speed fluctuations of the head can 
be attenuated by the tail CAV vehicle [10]. To achieve this, the following constraint 
should be satisfied: 

|G(s)| =
||||| Ṽtail  (s) 
Ṽhead (s)

||||| < 1 (14.12) 

where s is the Laplace operator, Ṽhead (s) denotes the Laplace transform of speed 
fluctuation of the head HDV, while Ṽtail  (s) represents the equivalent of the tail CAV 
vehicle, the G(s) is the transfer function of speed fluctuations propagating through 
the mixed platoon, and |·| stands for the amplitude of transfer function in frequency 
domain. Equation (14.12) can guarantee speed and space stability simultaneously. 

The speed fluctuation of the head HDV propagates upstream along the HDV-CAV 
platoon before it reaches the tail CAV. During this period, the transfer function of the 
speed fluctuation can be calculated using the car-following model mentioned above. 
For the HDV-CAV-following pairs, the ordinary CACC will degrade to the ACC as 
a result of the lack of wireless communication not considering the acceleration of 
preceding car. Taking the Laplace transform of position perturbation linearization 
with zero initial conditions, the transfer function G H−C (s) of speed fluctuations 
between lead HDV and CAV adjacent can be calculated as follows: 

G H−C (s) = 
Ṽi (s) 
Ṽi−1(s) 

= f d i + f Δv 
i s 

s2 + s
(
f Δv 
i − f v 

i

) + f d i 

(14.13) 

where Ṽi (s) is the Laplace transform of speed fluctuation of the CAV, while Ṽi−1(s) 
denotes that of its preceding lead HDV i-1. Similarly, the transfer function GC−C (s) 
of speed fluctuations between adjacent CAVs can be derived as follows: 

GC−C (s) = 
Ṽi (s) 
Ṽi−1(s) 

= f d i + f Δv 
i s + s2 f a i 

s2 + s
(
f Δv 
i − f v 

i

) + f d i 
(14.14) 

where Ṽi (s), Ṽi−1(s) represent the Laplace transform of speed fluctuation of the 
ego and preceding CAV, respectively. The transfer function G(s) can be calculated 
according to Eq. (14.12) as shown below: 

G(s) = G H−C (s)
[
GC−C (s)

]m−1 =
(
f d i + f Δv 

i s
)(

f d i + f Δv 
i s + s2 f a i

)m−1[
s2 + s

(
f Δv 
i − f v 

i

) + f d i
]m 

(14.15) 

As mentioned before, the HDV-CAV platoon can be head-to-tail string stable 
when it satisfies the constraint in Eq. (14.12). By substituting Eqs. (14.12)–(14.15), 
the generalized string criterion of the HDV-CAV platoon can be obtained as follows:
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|G( j ω)| =
|||||
(
f d i + f Δv 

i j ω
)(

f d i + f Δv 
i j ω − ω2 f a i

)m−1[
j ω

(
f Δv 
i − f v 

i

) + f d i − ω2
]m

||||| < 1 (14.16) 

where j is imaginary unit, ω is system frequency domain, and s = jω(ω ≥ 0). 
Equation (14.16) is suitable for the string stability of the original CACC and ACC 
not considering the stochastic driving behavior fluctuation of lead HDV. When it 
comes to SAIDM, formula (14.7) is transformed by linearization as follows: 

d ẏi (t) =
[
f d i (yi−1(t) − yi (t)) + f v 

i ẏi (t) + f Δv 
i ( ̇yi (t) − ẏi−1(t)) + f a i ÿi−1(t)

]
dt  

+ gv 
i ẏi (t)dW (14.17) 

where gi (.) = σ
√

v derived from formula (14.10), while gv 
i denotes the partial 

derivatives of gi (.) with respect to v. Both sides of Eq. (14.17) are divided by dt : 

ẏi (t) 
dt  

= f d i (yi−1(t) − yi (t)) + f v 
i ẏi (t) + f Δv 

i ( ̇yi (t) − ẏi−1(t)) + f a i ÿi−1(t) 

+ gv 
i ẏi (t) 

dWn 

dt  
(14.18) 

The Wiener process is not derivable. For computation simplification, the formal 
derivative of Wiener process dWn/dt  regarded as white Gaussian noise is used to 
calculate the transfer function: 

ÿi (t) = f d i (yi−1(t) − yi (t)) + f v 
i ẏi (t) + f Δv 

i ( ̇yi (t) − ẏi−1(t)) + f a i ẏi−1(t) 
+ gv 

i ẏi (t)εn(t) (14.19) 

where εn(t) denotes the white Gaussian noise, obeying N (0, σ  2 0 ). Similar to the G(s) 
deduction method about the original ACC and CACC, the G(s) about SAIDM can 
be shown as follows: 

G(s) =
(
f d i + f Δv 

i s
)(

f d i + f Δv 
i s + s2 f a i

)m−1[
s2 + s

(
f Δv 
i − f v 

i − gv 
i Si (ω)

) + f d i

]m (14.20) 

where Si (ω) denotes the noise power spectral density, used for representing the 
characteristics of εn(t) in the frequency domain. Known that Si (ω) is equal to its 
variance when the mean of εn(t) is 0, the generalized string criterion of heterogeneous 
platoon about SAIDM can be obtained as follows: 

|G( j ω)| =
|||||
(
f d i + f Δv 

i j ω
)(

f d i + f Δv 
i j ω − ω2 f a i

)m−1[
j ω

(
f Δv 
i − f v 

i − σ 2 0 g 
v 
i

) + f d i − ω2
]m

||||| < 1 (14.21)
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14.5 Results of String Stability 

Based on the string criterion of original ACC, CACC, and SAIDM described before, 
respectively, Eq. (14.13), (14.14) and (14.15) are substituted into Eq. (25) (30) to 
calculate the stability region of related variables. Known from the equation above, the 
string stability of heterogeneous HDV-CAV platoon is determined as the equilibrium 
speed v and desired time gap g with the same platoon size. The stability region at 
different v ~ (0, 33 m.s−1) and different g~(0, 5 s) can be calculated applying the 
software Python, as shown in Fig. 14.2. 

In Fig. 14.2, different colors indicate whether the model satisfies the string stability 
criterion. Purple region represents the platoon can keep string stable at corresponding 
speed and desired time gap, while green region represents unstable conditions. The 
extent of the stable region does not vary much with different platoon sizes, which 
indicates that the model chosen can keep the platoon string stable within a certain 
platoon size scope. Since the string stability criterion of ACC and CACC do not 
reflect the relationship between the speed and string stability, the model application 
robustness cannot be guaranteed. As far as ACC and CACC are concerned, the platoon

(c) 

(b) 

(a) 

Fig. 14.2 String stability region of HDV-CAV platoon (a: ACC; b: CACC; c: SAIDM) 
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can keep string stable when g is greater than about 2.5 and 0.7 s, respectively. At 
short time headway, CACC outperforms ACC in terms of string stability, helping to 
ensure the traffic efficiency. For SAIDM, the string stable area decreases with the 
platoon size increasing, which indicates CAV formation driving is feasible within a 
certain platoon size range under the control law based on SAIDM. When the desired 
time gap is greater than 1.82 s, platoon can maintain stability at any value of speed 
in regular traffic speed range, which proves the adaptability of SAIDM to different 
traffic conditions. Also, string stability results support for the selection of following 
time headway in the CAV longitudinal control. 

14.6 Conclusion and Future Work 

(1) Due to the wireless communication, the acceleration of preceding car introduced 
to the traditional IDM model, as well as the speed fluctuation derived from the 
human driving randomness, helps to the following-car’s speed and acceleration 
decision. 

(2) The stability analysis (local and string stability) proved that the SAIDM-MPC 
can guarantee the driving stability within normal traffic speed range and safe 
time headway (above the TTC threshold), reflecting the capacity to cope with 
emergencies happened and dissipate the fluctuation in traffic. 

For further research, traffic stability should be verified and the performance of 
SAIDM-MPC in terms of driving safety and traffic efficiency should be tested by 
simulation. 
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Chapter 15 
Dynamical Classification to Improve 
the Selection of the Driver-Cargo 
Transportation Duo for a Trucking 
Company 

Ivanhoe Arias , Saul Lazcano , L. Dávila-Nicanor , 
and Maricela Quintana 

Abstract The transfer of merchandise and products has played a fundamental role 
during this time of the pandemic, many countries have a high percentage of land 
transport routes by road and roads dedicated to the delivery of products. It is a great 
concern to establish the best conditions for human nature and cargo transportation 
to avoid accidents. 

The design of a system through a dynamic classifier has been developed to 
establish the best selection in the driver-cargo transportation duo, with an analyt-
ical approach based on Bayes’ Theorem that is supported by a software architec-
ture through design patterns at runtime from the perspective of object-oriented, to 
optimize memory resources and improve the efficiency of the classification process. 

The conditions evaluated and the selected variables are the product of an 
exhaustive analysis between related works and archival data evidence from a local 
company.
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15.1 Introduction 

Traffic accidents represent a serious problem that entails various consequences 
ranging from economic losses to injuries and deaths. According to the Technical 
Secretariat of the National Council for Accident Prevention (STCONAPRA), in 
Mexico, there is an average of 16,500 annual loss of lives and economic losses 
of more than 150 billion pesos, associated with accidents transit, which represents 
around 1.7% of the Gross Domestic Product (GDP) [1]. In the years 1997 and 2020, 
there have been 17,792,838 traffic accidents involving pedestrians, cyclists, and vehi-
cles in general, of which 2,574,516 accidents are associated with cargo transporta-
tion (pickup trucks, trucks, and tractor-trailers) [2]. The Ministry of Infrastructure, 
Communications and Transport (SICT) has among its functions the prevention of 
accidents in federal public transport, through various tools such as training courses, 
information campaigns and the issuance of Official Mexican Standards (NOM) 
focused on verifying various elements, such as the adequate mechanical condition 
of the vehicles, the state of physical and mental health of drivers, to name a few 
[3]. Analyzing the main causes that cause accidents in cargo transportation, INEGI 
groups them into three major factors, Analyzing the main causes that cause accidents 
in cargo transportation, INEGI groups them into three major factors: accidents due 
to the driver 80%, accidents due to external agents (weather, road conditions) 13% 
and accidents due to mechanical problems of the vehicle 7% [2]. 

External factors such as road conditions, adverse weather conditions and lack of 
proper road signage, among others, are characterized by being highly changeable 
and uncontrollable. However, the human and mechanical factors can be subject to 
strict controls that allow, at a given moment, to reduce the rate of road accidents. 

In this context, the objective of the present work is the design of a classification 
system that allows to improve the way in which the transport companies carry out the 
assignment of the driver and the cargo transportation to attend a particular service, 
taking as starting points the driver health and the physical and mechanical conditions 
of cargo transportation, looking for the most suitable duo to achieve a reduction in 
the rate of accidents in cargo transportation vehicles. The data of a trucking company 
(that requests anonymity) is taken as a case study, for the construction of the system. 

This work is organized as follows: Sect. 15.2 describes the related work, in 
Sect. 15.3 an analysis of the data provided by the local company is carried out to 
accurately determine the variables to be considered for the characterization and devel-
opment of the classification system. Section 15.4 presents the architecture proposed 
for the design of the classifier and finally in Sect. 15.5 the results and conclusions 
are shown, as well as future work.



15 Dynamical Classification to Improve the Selection of the Driver-Cargo … 163

15.2 Related Work 

In improving the allocation of trips in cargo transportation, according to [4], the eval-
uation and prediction of human behavior conditions in normal and extreme condi-
tions are adequate, developing a functional psychodynamic method to study the 
decision-making mechanisms of transport workers. From this perspective, research 
on accidents in cargo transportation according to [5], points to the human factor as the 
main responsible for causing accidents. Among the causes, is the lack of reliability 
of the driver in the combination of the Human Factor—Transport—Environmental 
System is indicated. In the analysis of the factors that intervene in the driver’s driving 
behavior [6], proposes a fatigue monitoring questionnaire, conducting surveys of 
experts, where researchers predict positive effects in monitoring fatigue, such as the 
reduction of accidents, but do not deny the possible dangers due to the adaptation of 
the behavior of drivers, stating that it is particularly important to develop a positive 
attitude towards driving without fatigue, to improve the individual responsibility of 
drivers. In the work [7], a proposal was made to classify the selection of the driver 
using automatic analysis of the curriculum vitae (CV) through the WEKA (Waikato 
Environment for Knowledge Analysis) software. The created system allows receiving 
the trained WEKA classifier and applying it to analyze the new data in an automatic 
mode. This proposal makes it possible to give an initial estimate of each record in the 
incoming data and to establish elements to a parameterized selection of the human 
being driver analysis by [8] considering driver distraction, fatigue, the driver’s degree 
of familiarity with the road, and the presence of alcohol in the blood, as the most 
significant factors that contribute to road transport accidents, taking into account, 
the type of vehicle, its speed, to predict the probability of road accidents on the 
road in curved sections. From another perspective [9], A route planning model was 
developed with the minimum distance of each, the objective is to obtain the most 
optimal for each trip, considering the travel distance of the vehicle, features of the 
road, such as the longitudinal slope, the flat curve, the uniformity of the pavement 
and the damage of the pavement to prevent risks on the road. Alonso et al. [10], 
propose an expert system capable of taking decisions to avoid collisions in urban 
traffic or minimize damage, due to inattention or some other unexpected situation, 
said rule-based expert system is capable of detecting a potentially dangerous situ-
ation and acting accordingly on the vehicle brake, considering the maximum legal 
speed in urban traffic conditions, the braking decelerations of the vehicle behind and 
the vehicle in front, the transverse and longitudinal forces of the inclination of the 
road, speed and distance. 

According to data shown in Table 15.1, the most used variables for this type of 
analysis are: fatigue or tiredness, age (in drivers), condition or symptom, speed, size, 
and load (in vehicles). For the classification of adequate options between drivers 
and available vehicles, the design of a system with a dynamic classifier has been 
proposed. In this case, a classification function based on Bayes’ Theorem is estab-
lished, supported by a dynamic evaluation of objects through design patterns at 
runtime. Thus, an architecture is established that at runtime can generate objects to
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Table 15.1 Variables by approaches used in related works 

Work related Approach (Transportation 
and human behaviors) 

Variables used 

Zhang et al. [11] • Transport route 
• Physical characteristics 
of the transport 

• Driver efficiency, 
(Reaction times) 

• Transport distance and load 
• Degree of mechanical modernization 
• Traffic information publication delay 
time and employee control 

• Command level coefficient 

Gholamhosseinian & 
Seitz [12] 

• Physical–mechanical 
conditions of transport 

• Physical characteristics 
of the transport 

• Transport security 
• Road conditions 

• Physical and kinematic characteristics 
of the vehicles 

• Speed, Acceleration/deceleration 
• Weight and wheelbase 
• Classes, quantity, and shape of the 
vehicle, that is to say: height, width and 
length 

Marinov et al. [4] • Psychophysical health 
conditions of the driver 

• Personal traits and conscience of a 
person; intellect, character, way of 
thinking, abilities, motives, and various 
behavioral reactions 

• Discipline, perseverance, will, interest, 
morality, and reactions speed in 
dangerous situations 

Singla et al. [13] • Psychophysical health 
conditions of the driver 

• Functionality of the Nephron 
(anatomical and physiological unit of 
the kidney) 

• Diastolic and systolic blood pressure 
• Body mass index, age, and blood sugar 
• Smoke  

evaluate an unlimited set of combinations to locate the best proposal. This scheme 
optimizes memory and time resources, improving efficiency in locating the better 
options. 

15.3 Characterization of Human Behavior and Mechanical 
Transport Status Variables in the Local Environment 

To estimate the values in terms of probability, we have worked with source documents 
from transport companies that have supported the investigation, under the restriction 
of anonymity. The local Company provided an information bank that it has managed 
for two years and eight months, where the record of a total of 46,490 transport trips 
made was kept. In this information, the statisticians estimate that 12% of the trips 
suffered accidents, according to the SICT, INEGI, the related work and the practice 
of real data, the causes that are being considered are divided into three categories: 
Variables due to causes that were attributed to the driver, Variables that were attributed
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Table 15.2 Percentage of 
accidents based on the nature 
of the cause in database 

Factor Percentage (%) 

Accidents due to the driver 77 

Accidents due to external agents (weather, 
road conditions) 

16 

Accidents due to mechanical problems of 
the vehicle 

7 

Table 15.3 Causes of 
accident attributed to the 
driver 

Variables Percentage (%) 

Excessive speed 42.20 

Invaded lane 16.03 

Imprudence 12.08 

I don’t keep distance 9.54 

Did not give way 6.58 

Wrong turn 4.86 

Dozing 3.78 

Improper passing 1.92 

Drunk state 1.09 

Badly parked 0.95 

No respect stops sign and traffic light 0.72 

Glare 0.18 

Under the influence of drugs 0.07 

to the vehicle and Variables that were attributed to the road. Table 15.2 shows the 
percentage of accidents according to the main variables considered. According to 
the related work, they are: transportation [8, 11, 12], Driver [4, 7, 13] and Road [9, 
12]. It is possible to observe in Table 15.3, that a high percentage corresponds to the 
driver. 

Based on the information from the aforementioned company, the variables that 
affected the occurrence of accidents have been analyzed. According to Table 15.3, 
a percentage is observed that is related to the driver, in this case, Excessive speed, 
Invaded Lane and Imprudence are the variables with the highest value, with a limit of 
10%. In this same way, the physical part of the vehicle and the road were analyzed. 

Table 15.4 shows the variables attributed to the vehicle that could cause an 
accident. The most frequent variables are: Tires, mechanical failures and Brakes.

In relation to the analysis of the Road in Table 15.5 we have the highest weighting 
for the variables: slippery road, wet road.

To obtain the risk function, Weka’s a priori association algorithm [7] is used, and 
the variables to be considered (Tables 15.3 and 15.4) are selected taking into account 
the related works [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Table 15.6 shows the relationships 
found in the information analyzed.
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Table 15.4 Causes of accident attributed to the vehicle 

Variables Percentage (%) 

Tires 47.82 

Mechanical failure 24.27 

Brakes 11.89 

Electrical fault 5.58 

Poorly secured cargo, overweight and excess dimensions 3.89 

Direction 2.43 

Suspension 1.94 

Axis 1.21 

Engine and transmission 0.97

Table 15.5 Causes of accident attributed to the route 

Variables Percentage (%) 

Wet 47.09 

Slippery 35.35 

Objects in the Path 5.93 

Irruption of cattle 5.6 

Damage 3.73 

Lack of signs 2.3

Table 15.6 Associations between the analyzed variables 

Accident association Percentage (%) 

Driver and road Excessive speed, Wet 36 

Driver Imprudence, Invaded Lane 20 

Driver and vehicle Excessive speed, Tires 9 

Driver and vehicle Invaded lane, Imprudence, Tires 9 

Driver Excessive speed, did not give way 8 

Driver and vehicle Imprudence, Invaded Lane, Tires, I don’t keep distance, 
Mechanical failure 

4 

Driver and road Invaded lane, Objects in the way 3 

Driver and road Excessive speed, Lack of signs 2 

Driver Invaded lane, Dozing 2 

Driver and vehicle Mechanical failure, Dozing 2 

Driver Imprudence, Excessive speed 2 

Driver and road Dozing, Objects in the way 2 

Driver and vehicle Invaded lane, Mechanical failure, Suspension 1
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Table 15.7 Relation of variables in the database and those found in the related work 

Main variables Database variables Related work variables 

Driver Excessive speed Speed [8, 12, 14] 

Invaded lane Motion [14] 

Imprudence Fatigue [6, 8] 

Vehicle Tires Adhesion coefficient [6] 

Mechanical failure Physical and kinematic characteristics of the vehicles [12, 
15] 

Brakes No data 

Road Slippery road No data 

Wet road No data 

In Table 15.7, the relation of main variable, variables found in the database and 
related work are shown. Between them are: speed, fatigue, and physical and kinematic 
characteristics of the vehicles. 

15.4 Proposed Architecture Software System 

The main goal of the proposed system is to design a classification scheme at runtime 
from the perspective of the object-oriented paradigm. The medical information 
coming from the driver’s health diagnosis and the mechanical inspection of the 
vehicles are used to generate an object set that, through the rules of Bayes’ Theorem, 
analyzes and selects the better driver-transport pair. The information registered by 
the driver is according to local norm NOM-087-SCT-2-2017 [1], in which driving 
times and breaks are established during the trip, and it is loaded through the system 
interfaces. As shown in the use case diagram in Fig. 15.1, five user views have 
been determined: the doctor, the driver, the logistics manager, the mechanic, and the 
knowledge system. The driver fills out his hours-of-service log, which is part of the 
doctor’s information to diagnose the driver’s physical health. The mechanic’s view 
will evaluate the physical–mechanical conditions of the motor transport by NOM-
068-SCT-2–2014 [16]. The view that corresponds to the logistics manager can plan 
trips, according to the suggestions or options that the knowledge system presents. 
Additionally, it will also be possible to monitor, and control scheduled trips. The 
knowledge system will have a classification function for the selection of the better 
options, this is in the driver-transport duo relationship supported by the Wrapper 
design pattern. This will allow the classification and evaluation at runtime, with the 
only limitation being the size of the memory where the system is executed.

The model-view-controller (MVC) design pattern has been considered in Fig. 15.2 
in the design of software architecture. The inputs to the Model are the information 
of the medical diagnosis and the technical opinion of the transport that exists in the 
database. Setting the probabilities of the related variables (excessive speed, invaded



168 I. Arias et al.

Fig. 15.1 Use case of the proposed system

lane; imprudence, tires, mechanical failure), networks of class nodes are projected, 
and the classification function operates according to Bayes’ Theorem, generating 
dynamic objects and an evaluation at runtime. The Wrapper design pattern generates 
as many class nodes as the number of possibilities that exists, according to the 
information in the database. The Controller establishes the communication between 
the View and the Model, in this way the information from the service log, the medical 
diagnosis, the technical opinion, and the data of the scheduled trips and new trips are 
sent to the model to update the information in the database. The scheduler displays the 
best options based on what the knowledge system estimates. Through the sight, the 
interfaces that will be presented are the form that corresponds to the service hours 
log that will be filled out by the driver, the forms that correspond to the medical 
diagnosis, and the technical opinion, filled out by the doctor and the mechanic. In the 
view of the logistics manager, the classification with the best options for new trips 
and scheduled trips is presented.

Figure 15.3 shows some of the system interfaces, in the first view (a) the login 
interface is presented, and the access data is requested. According to each view, the 
system will present the corresponding set of options; in the case of the driver, the 
service log will be filled in, which is presented in the second interface of the table 
(b). The third user interface (c) corresponds to the mechanical diagnosis and in the 
fourth view (d), the scheduler trip is presented to the logistics administrator so that 
he can select the trips according to the recommendations that the knowledge system 
provides.
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Fig. 15.2 Model-View-Controller Architecture of the Proposed System

a) Login interface 

b) The service log interface 

c) Mechanical diagnosis interface d) Recommendations that the knowledge system provides 

Fig. 15.3 System interfaces 

15.5 Conclusions and Future Work 

In the process of allocating resources to cargo trips, there is a combination of factors 
that can become a risk of accidents. According to the studies carried out in this 
paper, the variables involved obey two fundamental aspects: conditions of human 
nature and cargo transportation conditions. In the development of this work, the 
design of a system through a dynamic classifier has been proposed, with an analyt-
ical approach based on Bayes’ Theorem that is supported by a software architecture 
through design patterns at runtime from the perspective of object-oriented. This
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scheme operates with the MVC and Wrapper design patterns, the latter allows opti-
mization of memory resources, having as its only limitation the characteristics of 
the memory size and the speed of the processor where it is executed. In this way, 
the classification function analyzes viable conditions between available drivers and 
vehicles, thus establishing a software architecture that at runtime generates objects 
that evaluate a set of combinations in the selection of the best driver-cargo trans-
portation duo. According to the studies and the results obtained, it is estimated that 
as future work it is appropriate to include a third aspect of conditions related to the 
road, such as lack of signs, wet pavement or floor, objects, or damages on the road, 
to enrich the classification scheme. 

The proposed system aims to reduce the margin of risk in the assignment of the 
duo driver and truck. Part of the future work will consist of measuring the accident 
rate that the company has once the system is implemented, in order to quantify in a 
practical way, the reduction in risk levels and its total economic impact. 
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Chapter 16 
Analysis of Driver Navigation Software 
Use Experience Based on Structural 
Equation Model 

Wenhua Xu, Wenyi Wang, and Weiwei Qi 

Abstract To explore the key factors affecting drivers’ experience of using navi-
gation software, 306 valid questionnaires about basic personal attributes, percep-
tual experience, interactive experience, and emotional experience were collected. 
Applying R language to construct and analyze the structural equation model (SEM) 
of drivers’ navigation software use experience, which includes 5 latent variables 
and 21 observed variables. The final model was obtained by eliminating the corre-
lations with insignificant significance levels based on the initial model, which was 
constructed by combining SEM and user experience (UX). The model demonstrated 
the relationships and corresponding parameters among the variables characterizing 
the navigation software drivers’ experience of using the software. The results showed 
that the factors can be divided into 5 categories: prompt acceptability, reaction oper-
ability, perception of attention, perception of recognition and perception of use. 
Perception of recognition, reaction operability and prompt acceptability positively 
influenced drivers’ perception of use. Prompt acceptability positively influenced the 
perception of recognition and reaction operability. Perception of attention positively 
influenced perception of recognition, reaction operability, and prompt acceptability. 
The model not only helped to explain the influencing factors of using navigation soft-
ware, but also helped to suggest voice prompting requirements, which can further 
improve drivers’ navigation software use experience.
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16.1 Introduction 

In recent years, navigation software has developed rapidly as an important tool 
for route navigation and travel planning. Generally, navigation improves the effi-
ciency of users in unfamiliar environments, and it also helps in solving road conges-
tion. However, using navigation systems results in some negative effects on driving 
behavior to some extent while driving vehicles [1–4]. Some scholars have done 
research on the effects of navigation software on driving behavior through real-
vehicle road tests [5] and simulated driving tests [2, 6]. Bian and Yang et al. studied 
the effect of prompt wording of navigation on drivers’ driving efficiency and stability 
[7] and the effect on drivers’ overall behavior [8]. 

Several scholars have studied navigation software from the perspective of cogni-
tive load. Michael et al. found that increased cognitive task loading decreased warning 
compliance behavior [9]. Wang et al. argued that in-vehicle information systems, 
including navigation, mostly occupy four resource channels: visual, auditory, motor 
and cognitive, causing distraction [10]. Sun et al. proposed a load model formed by 
three load factors: time occupancy, level of information processing, and task setting 
transformation [11]. Some scholars have also focused on the design aspects of navi-
gational voice prompts. Li et al. pointed out that navigation voice prompts should 
be simple and clear [12]. And in the study of the organization of information at the 
speech interface, Tan et al. stated that the information should not exceed the amount 
that a person can remember in a short term, with a maximum of 5–7 items [13]. This 
told us that the content of the voice prompts and the amount of information prompts 
contained may have some influence on the drivers. David et al. found that drivers 
held different attitudes towards each navigation voice, including their preferences 
and trust in their use, which further affected driving behavior [14]. 

There are many studies adopting the technology acceptance model (TAM) [15] 
to explore the user acceptance of particular systems, including navigation products. 
On in-vehicle navigation systems, some studies have revealed the effects of user 
perceptions, attitudes and usage intentions of navigation systems [16–18]. On mobile 
navigation applications, Yang explored the factors that affect drivers’ usage intention 
based on the TAM integrated by adding three new constructs (drivers’ sense of 
direction, navigation application affinity and distraction perception) [19]. 

However, there are few studies on the design elements of navigation software 
and their impact from the perspective of drivers’ subjective experience of using 
navigation software. In this paper, an evaluation model of drivers’ navigation software 
use experience was constructed in order to clarify the design elements of it.
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16.2 Structural Equation Modeling of Driving Navigation 
Software Use Experience Evaluation 

16.2.1 User Experience 

User experience (UX) is all about how users feel before, during and after using a 
product or system, originating from the user’s internal and physical state, which 
comes from the user’s previous experiences, attitudes, skills, abilities, personality 
and the context of use [20]. Park evaluated UX with home appliances based on 
the usability, affect, and user value principles [21]. Zhu et al. explored the UX of 
geriatric medical APP by establishing a structural equation model between design 
elements, instinct, behavior, reflection level and overall user satisfaction [22]. This 
study took navigation software as the object, combined its characteristics to propose 
UX evaluation elements, and constructed indicators for analysis. 

16.2.2 Basic Structure of the Structural Equation 

Invoking the structural equation model (SEM), a validation model, many of the influ-
encing factors studied in this paper are related to driver psychology (latent variables) 
that cannot be directly measured by explicit indicators and require explicit variables 
to analyze the relationship of them. It allows for the existence of multiple dependent 
variables and accepts errors in both the independent and dependent variables. 

The SEM is formulated as follows. 

η = Bη + �1ξ + �2 I + ζ (16.1) 

In the above equation: B: The matrix of coefficients between the endogenous latent 
variables. η: Endogenous latent variables. ξ: Exogenous latent variables. I: Dominant 
variables. G1: Matrix of coefficients of exogenous latent variables on endogenous 
latent variables. G2: Matrix of coefficients of explicit variables on endogenous latent 
variables. ζ: Residual vectors. 

16.2.3 Structural Equation Model Construction 

Based on UX and SEM, an evaluation of products can be established so that sugges-
tions can be proposed to enhance product satisfaction. For example, Yang proposed 
to construct a SEM to evaluate the purchase intention of Alipay financial products 
using product utility, cognitive experience, emotional experience, and association 
experience [23]. Hu et al. proposed to analyze the SEM of the elder’s satisfaction 
for intelligent healthcare products using six factors such as usefulness, usability, and
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Fig. 16.1 Theoretical structure of the model 

accessibility [24]. Many scholars have introduced SEM into the analysis of product 
application design factors. Similarly, this paper aimed to resort to UX and SEM 
to identify design factors and their importance in navigation software. Moreover, 
this paper adopted the driver “perception-decision-manipulation” behavior model 
proposed by Feng et al. [25] to construct the theoretical structure as in Fig. 16.1. It  
can be seen that the experience of navigation software affects driving behavior, then 
improving experience ratings can facilitate decisions about driving behavior. The UX 
of navigation software is influenced by its own design factors, so the driver’s experi-
ence was explored from the perspective of design elements. The design factors were 
explored in terms of the audio-visual perception, reaction perception and emotion 
perception. 

Based on the theoretical model, this paper hypothesized the influencing factors of 
navigation perception process and the relationships between them. The influencing 
factors are all psychological factors, which are difficult to measure directly. For 
this reason, we designed explicit variables for each potential factor. Perception of 
recognition (RG): Focused on driver’s attitudes toward navigation software. Reac-
tion operability (RA): Driver’s reaction to navigation prompts and reaction space 
perceptions, observing by their subjective perception of the prompt timing, space 
and content. Prompt acceptability (AC): Driver’s acceptance of the perceptions of 
prompt content, voice and speed. Perception of attention (AT): Driver’s perception 
of the ability of the navigation prompts to draw his or her attention. Perception of use 
(UP): Driver’s overall perception of using the voice navigation software. The latent 
and explicit variables are shown below in Fig. 16.2.

16.2.4 Driver Navigation Software Usage Experience Model 

Based on the proposed theoretical model and each latent and explicit variable, a 
SEM of driver navigation software use experience was established, as Fig. 16.3. 
Hypothesis proposed, H1: RG positively affects UP. H2:RA positively affects UP. 
H3: RA positively affects RG. H4: AC positively affects UP. H5: AC positively affects 
UP. H6: AC positively affects RA. H7: AT positively affects RG. H8: AT positively 
affects AC. H9: AT positively affects RA.
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Fig. 16.2 Correspondence and numbering of latent and explicit variables

Fig. 16.3 Model hypothesis of driver navigation software use experience 

16.3 Questionnaire Survey 

16.3.1 Survey Time and Number of Questionnaires 

The survey focused on drivers who had used navigation software. There are 329 ques-
tionnaires collected, and after checking the logic of the answers, 306 questionnaires 
are valid, with the effective rate of 93.01%. Among the personal attributes of the 
drivers surveyed in the questionnaire, there is a relatively even gender with 51.31%
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Table 16.1 Latent variables reliability test results 

Latent variable Observed variable Cronbach’s alpha 

Each Overall 

Perception of recognition (RG) RG1, RG2, RG3, RG4 0.847 0.935 

Reaction operability (RA) RA1, RA2, RA3, RA4, RA5, RA6 0.897 

Prompt acceptability (AC) AC1, AC2, AC3, AC4, AC5 0.884 

Perception of attention (AT) AT1, AT2, AT3 0.803 

Perception of use (UP) UP1, UP2, UP3 0.873 

being male. The respondents who “occasionally use”, “often use” and “always use” 
navigation occupy 86.93%. Therefore, the data of questionnaire has its significance 
for the follow-up study. 

16.3.2 Reliability and Validity Analysis of the Data 

16.3.2.1 Reliability Analysis of Latent Variables 

The reliability analysis aimed to measure the reliability of the scale data, and was 
judged using the Cronbach’s alpha. Reliability test results are shown in Table 16.1. 
The overall reliability coefficient of 0.935 (>0.9) and each variable’s reliability higher 
than 0.8 indicate that the quality of the study data reliability is very high. Data can 
be used for further analysis. 

16.3.2.2 Latent Variable Validity Analysis 

Validity analysis is primarily a measure of the soundness of quantitative data through 
factor analysis or exploratory factor analysis. KMO is often used as a measure of 
validity and the closer the value is to 1, the more suitable it is for factor analysis. 
Validity analysis results are shown in Table 16.2. The overall KMO value of 0.89 
close to 0.9 indicates high validity and is well-suited for factor analysis. Although 
the KOM of UP do not reach 0.7, it is acceptable to continue the analysis. And the 
remaining latent variables with KMO over 0.7 indicates that it is well-suited for 
factor analysis.
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Table 16.2 KMO value and Bartlett spherical test of evaluation scale 

Latent variable Observed 
variable 

KMO Bartlett’s Test of Sphericity 

chi–squared 
approximation 

df p-Value 

RG RG1, RG2, 
RG3, RG4 

0.78 568.896 6 0.000 

RA RA1, RA2, 
RA3, RA4, 
RA5, RA6 

0.85 1184.273 15 0.000 

AC AC1, AC2, 
AC3, AC4, 
AC5 

0.79 946.162 10 0.000 

AT AT1, AT2, AT3 0.72 313.433 3 0.000 

UP UP1, UP2, UP3 0.67 537.747 3 0.000 

Table 16.3 Fit test indicators 
of initial structural equation 
model 

Indicator Adaptation value Value Adapted or not 

χ 2/d f <3 2.98 Yes 

GFI >0.9 0.87 No 

CFI >0.9 0.93 Yes 

NFI >0.9 0.90 Yes 

NNFI/TLI >0.9 0.91 Yes 

IFI >0.9 0.93 Yes 

RMSEA <0.08 0.08 Yes 

16.4 Model Validation Analysis 

16.4.1 Model Assumptions 

In this paper, nine hypotheses were proposed as described in 2.4. Apply R language 
to analyze the relationship between each latent and observed variable, calculate and 
test the proposed model. The results of the model fit test are shown in Table 16.3. 6  
of the 7 indicators meet the criteria, and the rest, GFI, gets close to 0.9. Integrated 
considering, the model was acceptable and can be further revised. 

16.4.2 Exclusion of Correlations with Insignificant 
Significance Levels 

The initial model path coefficients passed the test with a significance level of <0.05 
for all factors except for the relationship between RA and RG, and AT and RG. And
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the coefficients of path relationships between latent variables and between latent and 
explicit variables were appropriate. When correcting, deleting one path relationship 
also affects the others, so they should be deleted one by one. The path relations of 
RA and RG with worse correlation were chosen to be deleted first. 

The results of the modified model and its fitness indicators were obtained, and 
compared with the initial model, the change of fitness was not obvious, the χ 2/d f  
decreased by 0.02, and the change of other indicators was less than 0.01. The modified 
model was still basically fit, though the GFI (0.87) failed to meet the standard (0.9). 
Although the Modification Index (MI) of several paths between observed variables 
was higher than 10, this paper did not consider adding paths according to MI values to 
correct the model, considering that there was an unexplained part among the observed 
variables themselves. The p-values of paths are all <0.05 which mean passed the test. 
(as Table 16.4.) Therefore, output the standardized results and shown in Fig. 16.4.

16.4.3 Analysis of Model Results 

(1) Relationship between RG and UP 
The standardized path coefficient is 0.24, meaning that the higher the driver’s 

recognition of navigation software, the more satisfied he or she is with the use 
of it. 

H1 holds, suggesting that the RG positively affects UP. 
(2) Relationship between reaction operability RA, UP and RG 

The standardized path coefficient between RA and UP is 0.29, indicating that 
the more satisfactory is RA, the more satisfactory is UP. The unstandardized 
path coefficient between RA and RG is only 0.09, which is poorly correlated, 
so the path between them is removed. 

H2 holds, suggesting that RA positively affects UP. H3 does not hold. 
(3) The relationship between AC and RA, UP, and RG 

The standardized path coefficients between AC, RA, UP, and RG are 0.30, 
0.21, and 0.33, respectively, which shows that the higher the AC satisfaction, 
the more satisfied the driver is with the RA, UP and RG. 

H4 holds, suggesting that AC positively affects UP. H5 holds, suggesting that 
AC positively affects RG. H6 holds, suggesting that AC positively affects RA. 

(4) Relationship between AT and RG, RA, and AC 
The standardized path coefficients between AT and RG, RA, and AC are 

0.26, 0.61, and 0.77, respectively. The more satisfied a driver is with AT, the 
more satisfied he or she is with RG, RA and AC. 

H7 holds, suggesting that AT positively affects RG. H8 holds, suggesting 
that AT positively affects RA. H9 holds, suggesting that AT positively affects 
AC.
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Table 16.4 Modified model unstandardized path coefficients and significance levels 

Path Estimate S.E z-value P Whether to pass the test 

UP ← RG 0.289 0.075 3.881 0.000 Yes 

UP ← RA 0.339 0.107 3.164 0.002 Yes 

UP ← AC 0.228 0.106 2.159 0.031 Yes 

RG ← AC 0.291 0.093 3.128 0.002 Yes 

RG ← AT 0.213 0.085 2.519 0.012 Yes 

RA ← AC 0.276 0.078 3.526 0.000 Yes 

RA ← AT 0.522 0.082 6.327 0.000 Yes 

AC ← AT 0.705 0.066 10.729 0.000 Yes 

RG1 ← RG 1.000 – – – Yes 

RG2 ← RG 1.471 0.109 13.541 0.000 Yes 

RG3 ← RG 1.401 0.106 13.180 0.000 Yes 

RG4 ← RG 0.999 0.102 9.772 0.000 Yes 

UP1 ← UP 1.000 – – – Yes 

UP2 ← UP 1.141 0.079 14.417 0.000 Yes 

UP3 ← UP 1.229 0.083 14.749 0.000 Yes 

RA1 ← RA 1.000 – – – Yes 

RA2 ← RA 1.396 0.114 12.278 0.000 Yes 

RA3 ← RA 1.505 0.136 11.075 0.000 Yes 

RA4 ← RA 1.460 0.130 11.196 0.000 Yes 

RA5 ← RA 1.627 0.154 10.542 0.000 Yes 

RA6 ← RA 1.591 0.146 10.865 0.000 Yes 

AC1 ← AC 1.000 – – – Yes 

AC2 ← AC 1.058 0.056 18.800 0.000 Yes 

AC3 ← AC 0.839 0.078 10.743 0.000 Yes 

AC4 ← AC 0.854 0.075 11.416 0.000 Yes 

AC5 ← AC 0.997 0.084 11.922 0.000 Yes 

AT1 ← AT 1.000 – – – Yes 

AT2 ← AT 1.429 0.109 13.124 0.000 Yes 

AT3 ← AT 1.378 0.105 13.151 0.000 Yes 

UP1 ↔ UP3 −0.071 0.014 −4.921 0.000 Yes 

UP1 ↔ AC2 0.021 0.007 2.885 0.004 Yes 

UP1 ↔ RA1 0.052 0.013 3.980 0.000 Yes 

RG4 ↔ UP1 0.061 0.014 4.399 0.000 Yes 

RA1 ↔ RA2 0.066 0.019 3.551 0.000 Yes 

RA5 ↔ RA6 0.231 0.029 8.002 0.000 Yes 

RA5 ↔ AT2 0.061 0.019 3.153 0.002 Yes

(continued)
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Table 16.4 (continued)

Path Estimate S.E z-value P Whether to pass the test

AC1 ↔ AC2 0.040 0.012 3.310 0.001 Yes 

RG1 ↔ AC2 −0.030 0.008 −3.608 0.000 Yes 

AC3 ↔ AT1 0.111 0.014 7.831 0.000 Yes 

AC3 ↔ AT3 0.087 0.017 4965 0.000 Yes 

AC4 ↔ AC5 0.111 0.015 7.496 0.000 Yes

16.4.4 The Total Effect of Each Factor on Navigation 
Software Usage Experience 

The direct effect and indirect effect between each influencing factor were further 
obtained, and the total effect was obtained cumulatively. The results of the effect of 
each variable in the above SEM of drivers’ navigation software use experience are 
shown in the following Table 16.5.

16.5 Conclusion 

To study the factors influencing the satisfaction of drivers’ navigation software use 
experience, we established a SEM combining with UX, and clarified the relationship 
between drivers’ prompt acceptability (AC), reaction operability (RA), perception 
of attention (AT), perception of recognition (RG) and perception of use (UP). RG, 
RA and AC positively affect drivers’ UP. AC positively influences RG and RA. AT 
positively influences RG, RA and AC. 

16.6 Discussion 

The findings of the model can be applied to the optimisation of voice prompt design 
elements in navigation software to improve the driver’s navigation software experi-
ence, which can have a positive impact on driver behavior. And it is a preliminary 
study of the SEM of navigation software use experience, and multi-group perspective 
research can be carried out to make a remedy for the deficiency in further studies.
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Fig. 16.4 Model’s standardized correction model (Explicit variables error term not shown)
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Table 16.5 Total effect of 
factors on drivers’ experience 
of using navigation software 

Variables Direct effect Indirect effect Total effect 

Perception of 
recognition 

0.216 0.000 0.216 

Reaction 
operability 

0.129 0.000 0.129 

Prompt 
acceptability 

0.200 0.133 0.333 

Perception of 
attention 

0.000 0.394 0.394
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Chapter 17 
Design of a Highway Traffic Safety 
Assessment System Based on Crash Data 
Mining and Modeling 

Luo Li, Shuolei Qin, and Weiwei Qi 

Abstract With the advent of the era of traffic information technology, traffic data 
appears to be extremely large, and the traditional way of managing highway crashes 
has become difficult to adapt to the many implications of the complicated data. In 
this paper, we design a highway traffic safety assessment system based on crash 
data mining and modeling. By constructing a visualized highway traffic crash data 
analysis and mining platform, which is used as a basis to gather traffic crash analysis 
solutions and build a think tank, a safety assessment system is formed that integrates 
traffic crash information visualization, crash data analysis and mining technology and 
comprehensive solutions for crash risk prediction. The system provides crash data 
pre-processing solutions, crash pattern mining solutions, factor analysis solutions 
and crash risk prediction solutions. Based on the above solution, the basic framework 
and seven main functional modules of the highway traffic safety assessment system 
are designed and implemented. The system achieves systematic and automated data 
processing, pattern mining, factor analysis and risk prediction, and aims to make 
highway traffic safety management more efficient. 

17.1 Introduction 

In the field of big data in transportation, there is an interactive development relation-
ship between big data and transportation models. Due to the multi-source and multi-
dimensional character of big data, information fusion technology is indispensable 
for applications in traffic system optimization, integrated assessment, data-driven 
modeling and traffic safety management. Existing highway management systems 
are able to capture not only traffic flow data, but also specific traffic crash data.
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There are many experts and scholars who have researched and analyzed this data 
and dedicated themselves to exploring crash factors. However, a systematic traffic 
safety impact assessment platform has still not been well developed. Therefore, how 
to develop a highway traffic safety assessment platform based on crash data mining 
and modelling from the spatial and temporal distribution patterns and influencing 
factors of highway traffic crashes is the research focus of this paper. 

In many studies, various models have been used to model the factors influencing 
crashes based on historical traffic crash data to enable safety analysis. Among them, 
the most used are logit models and probit models. For example, Milton et al. [1] used  
a random coefficient logit model for modeling the distribution of injuries caused by 
road traffic crashes for crash data in Washington State. Satoshi et al. [2] used an  
ordered probit model to investigate the risk of serious crashes in winter conditions. 

The accuracy of predictions of crash consequences is a critical issue for decision 
makers. However, statistical modeling techniques have inherent assumptions that 
are often difficult to hold on complex crash severity data [3, 4]. A consequence 
of using these methods is that many statistical models of road crash severity fail 
to achieve predictions with greater accuracy when tested using samples outside of 
the training set [5]. In addition, problems associated with the data, such as missing 
values, overdispersion, and heterogeneity, may reduce the credibility of the model 
assumptions [4]. According to several studies, machine learning techniques tend to 
show better predictive performance than statistical methods [6]. However, there are 
still many data quality issues associated with traffic crash databases. The problem of 
unbalanced data categories is particularly prominent [7, 8]. 

In most parts of the world, serious crashes are relatively rare in comparison to 
minor crashes [9]. The imbalance in the data therefore poses a considerable challenge 
to the statistical methods used for data analysis [8, 10]. And often the minority 
category in unbalanced data is the one that is more important and of greater interest 
than the majority category. The class imbalance problem can be overcome in two 
directions, namely at the algorithmic level and at the data level [11, 12]. At the data 
level, association rule mining, an important data mining method, focuses on finding 
association rules implied in a dataset. The earliest concepts related to association 
rule mining were introduced in 1993 by R. Agrawal, Swami and Imielinskih et al. 
Among them, the Apriori algorithm is one of the most classical algorithms in the 
field of association rules. There are many studies to improve and optimize the Apriori 
algorithm [13]. 

Bayesian networks (BNs) can perform probabilistic inference on uncertainty prob-
lems and are a model for studying classification learning problems. Zong [14] showed  
that the Bayesian network model had a better fit than regression when performing 
the crash severity analysis. Yahaya et al. [15] applied three data balancing methods 
comparatively for the imbalance of crash data in Ghana. And based on this, different 
Bayesian network models were investigated to explore the factors affecting fatal 
injury crashes. Song et al. [16] developed a Bayesian network model based on traffic 
crash data from Kunshan. The model test results showed that the model performed 
well in terms of accuracy and AUC metrics. Alkheder et al. [17] used support
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Fig. 17.1 System functional structure diagram 

vector machines, decision trees, and Bayesian network models to conduct a compar-
ative analysis of the factors influencing crash severity. In terms of performance, the 
Bayesian network model had the highest prediction accuracy. 

17.2 System Functional and Architecture Design 

17.2.1 System Architecture Design 

The overall functionality of the Highway Traffic Safety Assessment System is imple-
mented by first acquiring raw highway crash data through manual uploads or appli-
cation programming interfaces. The raw data enters the data cleaning module and 
is cleaned into display data and training data. The display data is transferred to the 
data presentation module, the data query module and the spatio-temporal distribution 
module, where it is made available to the user in the form of maps, tables and statis-
tical charts. The training data is transferred to the association analysis module and the 
Bayesian network module for modeling and prediction. The modules are relatively 
independent and interlinked within the Shiny framework. The overall structure of 
the system is shown in Fig. 17.1. 

17.2.2 System Architecture Design 

The architecture of the whole system is divided into four main layers: front-end UI 
layer, display layer, business layer and data layer. 

In the front-end UI layer, the basic structure of the web page is built using Shiny 
calls to the Bootstrop framework, including the grid system, link styles, backgrounds,
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etc. Within the basic structure, various web components, such as drop-down menus, 
navigation bars, progress bars, paging, thumbnails, dialogs, media objects, etc., form 
the overall layout of a web page. Effect factors of route deviation. 

In the display layer, Shiny’s responsive interactions, such as reactive and render* 
functions, help the front-end UI layer to interact with the business layer. Meanwhile, 
the system’s map presentation will be done in two ways: static maps are drawn 
using the system’s internally stored vector map data; dynamic maps use the leaflet(a 
JavaScript library for interactive maps) to call the application programming interface 
to publish map services. 

On the Server side, the business layer receives data from the data layer and imple-
ments the core business functions of the system such as crash data presentation, 
crash data query, spatio-temporal pattern analysis, association analysis, category 
resampling and Bayesian networks. 

The data layer can read and write data from the crash database, geodatabase and 
road database on the one hand, and can also obtain data through manual data uploads 
or interfaces from other systems on the other. The data is cleaned in the data layer 
and finally transmitted to the business layer. The architecture is shown in Fig. 17.2 

Fig. 17.2 System architecture diagram



17 Design of a Highway Traffic Safety Assessment System Based on Crash … 191

Fig. 17.3 Schematic diagram of the system 

17.3 System Implementation 

17.3.1 Basic System Framework 

When the user opens the system, a blank page is first loaded and a login box is 
displayed in the center of the page to form the login screen. At the same time, 
the system will be preloaded with packages, functions and data. When the login is 
successful, it will unlock the overall UI interface and access the system, as shown in 
Fig. 17.3. 

17.3.2 Data Presentation Module 

The Data Display module is loaded in the main interface page. The data display 
module provides multiple types of dynamic crash maps for the user to explore freely. 
The user selects how many recent crashes they want to see by using the number slider. 
When the user hovers the slider over a number for 500 ms, the Server side filters the 
recent crash data to match the requirement. This data is used to create an interactive 
map and presented in a data table. In the interactive map, the recent crashes are 
marked at their location. When the user clicks on the marker, the information on the 
location of the crash, the type of crash, the cause of the crash, the date of occurrence, 
the direction of occurrence, the line type, the number of casualties and the number 
of facilities damaged is displayed. 

In the crash heat map sub-page, the user selects the properties of the crash to 
be viewed from the 8 conditional filtering widgets on the UI side of the page and 
clicks on the "Start Plotting" button, the Server side filters the data according to the 
conditions selected by the user. At this stage, the data is point data, the Server side
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further converts the point data into density data and then uses interpolation to convert 
the density data into raster data. The raster data is then plotted on a map to create 
a heat map. The heat map shows the distribution of crashes and the user can have a 
direct impression of the geographical distribution of crashes by looking at the heat 
map. 

17.3.3 Data Upload Module 

On the data upload page, after the user has logged in, the Server side activates the data 
upload interface with the historical database for use, while the Server side searches 
for the time of the latest data in the database and displays it on the UI side for the 
user’s reference. If the user chooses to upload new data, the data uploaded on the UI 
side is transferred to the Server side through the data upload interface and becomes 
the raw data to be used. The data upload interface also recognizes the type of data 
uploaded by the user. If the user uploads data in a format other than the one prompted 
by the UI, the data upload interface will indicate that the upload has failed. 

17.3.4 Data Cleaning Module and Query Module 

On the crash data cleaning page, the user selects what to clean using a series of radio 
boxes. Once the cleaning is complete, the data table for the display data and the data 
table for the training data are displayed at the bottom of the page. 

The data cleaning process is a combination of the raw data to be cleaned and 
other auxiliary data. For the original crash data information table, the Server side 
first processes the crash time, converting the inconsistently formatted crash time into 
a uniform time format. The Server side then extracts the corresponding day of the 
week and season information from the time of occurrence and divides the time period 
to which the crash belongs from the moment of occurrence. 

After the crash time cleaning is completed, the Server side extracts the road align-
ment information table from the database and merges it with the crash data table 
using the chainage as the key. Next, the Server side connects the traffic flow infor-
mation table, the traffic obstruction information table and the crash data information 
table with the time of crash as the key. Once the connection is completed, the traffic 
flow information, blocking information and the proportion of large vehicles will be 
added to the crash data table. 

Once the above operation is completed, the Server side will use the three attributes 
in the crash data table, namely the number of fatalities, injuries and damage to 
facilities, to classify the crash type. The crash types are classified as property damage, 
injury and fatality. 

After classifying the crash type, the Server side extracts the traffic sign and merge 
areas information table from the database and merges it with the crash data table,
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using the chainage as the key. Finally, the Server side adds WGS1984 coordinates 
to the crash data table using the road coordinates table. At this point, the raw data is 
cleaned to display data. Further, the table headers of the display data are modified 
and the continuous variables are discretized and recoded to form the training data. 

17.3.5 Temporal and Spatial Distribution Module 

The temporal and spatial distribution module plots the temporal and spatial distribu-
tion of crashes based on the cleaned display data transferred from the data cleaning 
module. 

In the spatial distribution sub-page, the user selects the attributes of the data they 
wish to view by using the conditional filtering field. Once the selection is complete, 
the user clicks the "Start Plotting" button, at which point the Server side reads the 
filtering criteria selected by the user and filters the crash data set from the displayed 
data according to the criteria. At the same time, the Server side extracts the geographic 
information system(GIS) data from the database and plots the crash data in the UI 
side in the form of point and bar charts. 

In the time distribution sub-page, after the user sets a date range in the date 
selection box on the UI side, the Server side receives this range and filters the crash 
data within this time range from the displayed data. Afterwards, the Server side 
uses the filtered data to draw the year, season, month, week and hour distribution of 
crashes and display them on the UI side. 

17.3.6 Association Analysis Module 

This module contains solutions for the analysis of factors influencing traffic crashes. 
Before the data can be analyzed for association, the data set must be recoded into 
transactional data to suit the model requirements. Transactional data requires each 
row to specify a single instance as the transformed table contains only zeros and 
ones, the transformed data is stored as a sparse matrix in order to reduce the memory 
pressure during computation. The sparse matrix takes the form of a triplet in the 
system, i.e. the non-zero elements of the matrix are stored as (row, col, data). Further, 
the factors influencing the occurrence of highway crashes are analyzed using the A 
priori algorithm [18] using traffic crash data that has been pre-processed. 

After using the Apriori algorithm, the modeling results are obtained. The user can 
continue to filter the antecedent items or consequent items of interest on the UI side 
and Server will filter the rules of interest to the user and output them as a table on 
the UI side.
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17.3.7 Bayesian Network Module 

The Bayesian network module is divided into a resampling function and a Bayesian 
network modeling function. 

Typically, highway crash data exhibits a significant imbalance in the classification 
of crash types, i.e. the number of casualty crashes is much greater than the number 
of property damage crashes. The "resampling" function uses undersampling, over-
sampling and manual data synthesis techniques to deal with the imbalance in crash 
types in the crash data. 

When the user enters the Bayesian Network page, the Server side will calculate 
the raw imbalance of the data table to be sampled and output it to the UI side. Users 
can choose between different resampling methods. Once selected, the Server side 
responds by processing the traffic crash type variable in the raw imbalance data using 
random undersampling, random oversampling or synthetic minority over-sampling 
technique, depending on the processing method selected by the user. 

Random undersampling gives a balanced set of instances by randomly eliminating 
a majority of the class samples. Random oversampling obtains a balanced set of 
instances by randomly replicating a minority class sample. The synthetic minority 
over-sampling technique method uses the generation of artificial data rather than 
repeating the original observations to resolve imbalances. Assume that there are W 
minority samples in the training set, each represented by a vector X = {x1, x2, ..., xn}. 
In the synthetic minority over-sampling technique, based on these W minority class 
samples, a new sample NW  is synthesized manually (N is a positive integer). This 
results in the number of minority samples being similar to the number of majority 
samples. The main steps of the synthetic minority over-sampling technique are as 
follows [19]: 

In the first step, the k nearest neighbors of the minority class sample xi are calcu-
lated, using the Euclidean distance metric. The k nearest neighbors are labeled as 
xi near , near ∈ {1, . . . ,  k}. 

In the second step, a new sample xi 1 is synthesized by randomly generating 
θ ∈ (0, 1) and randomly selecting a sample xi near , near ∈ {1, . . . ,  k} from the k 
nearest neighbors of xi . 

xi 1 = xi + θ (xi nn − xi )# (17.1) 

In the third step, the second step is repeated N times for each minority class 
sample, resulting in the synthesis of NW  new samples. 

After the resampling is completed to get the balanced data, on the one hand, the 
Server will read the balance of the balanced data and output the information to the UI 
side, and on the other hand, the balanced data will be used for the Bayesian network 
model building. 

After the user has completed the resampling, the Server transfers the balanced data 
to the Bayesian network modeling function and uses the balanced data set to construct
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a Bayesian network model. The Bayesian network represents the probabilistic depen-
dencies between a given set of random variables X = {

X1, X2, . . . ,  X p
}
succinctly 

as G = (V , A), where each node vi ∈ V corresponds to a random variable Xi . At  
the same time, the Bayesian network contains a global probability distribution with 
a parameter ⊝. 

For a given crash sample data D, structure learning of a Bayesian network model 
is first performed to find a network structure that best matches it. Using a scoring-
based search algorithm, the model is considered as a topology that expresses the 
joint probability distribution of variables. The structure with the maximum posterior 
probability is the optimal structure. The algorithm is a combinatorial optimization 
process, with the core points being the scoring function and the search algorithm. 
The process is defined as: 

OM  = (G,Ω,  F)# (17.2) 

In the above equation, G is the search space, containing the various network 
structures that may be formed between all the variables of the sample data D. Ω is 
the set of constraints, such as a most basic constraint that all nodes should form a 
directed acyclic graph. F is the scoring function, and the extreme value point is the 
optimal structure of the network. 

First, the user needs to perform Bayesian network model structure learning. During 
the structure learning process, three scoring functions are supported to score the 
degree of fit of the structure to the data, after which a search algorithm is used to 
find the higher scoring local optimal solution or global optimal solution to obtain 
multiple better model structures [16]. 

The first scoring function is the AIC scoring function, which is expressed as shown 
below: 

f AI  C  (G, D) = Σn 
i=1

Σqi 
j=1

Σri 
k=1mi jk log 

mi jk  

mi j  
− Σn 

i=1(ri − 1)qi # (17.3) 

The second scoring function is the BIC scoring function with the expression: 
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The third scoring function is the BD scoring function, whose expression is: 
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αi jk  denotes the hyperparameters taken in the dirichlet distribution, αi j∗ = Σri 
k=1αi jk . 

mi jk  denotes the number of samples for which variable Xi takes the k-th value while 
pa(Xi ) takes the j-th value, mi j∗ = Σri 

k=1mi jk . 
Based on the scoring of the structure using the scoring function, the hill-climbing 

method is used to find the solution with the higher score. The hill-climbing method 
determines whether or not to select the operation by continuously performing local 
operations of adding and subtracting edges as well as deleting edges during the search 
and depending on whether or not the score changes. 

Once the model structure is selected, the user clicks on the Start Training button in 
Model Learning and the Server side learns the parameters of the model using balanced 
data and a Bayesian network structure. Based on the selected model structure G, 
the maximum likelihood estimation is used to learn the parameters of the model. 
If G has n variables X = {x1, x2, . . . ,  xn}, where variable xi has ri values, and 
its parent node pa(xi ) has a total of qi combinations of values, and if xi has no 
parent node, then qi = 1. In this case, the parameters of the demanded G are θ ={
θi jk  | i = 1, . . . ,  n; j = 1, . . . ,  qi ; k = 1, . . . ,  ri

}
. The logarithm of the likelihood 

function is: 

l(θ | D) = logL(θ | D) = log
⊓m 

l=1 P(dl | θ ) = Σn 
i=1

Σqi 
j=1

Σri 
k=1mi jk logθ i jk# 

(17.6) 

where mi jk  is the sample size at xi = k and pa(xi ) = j . Using the Lagrange 
multiplier method for the above equation, the estimates of the parameters are 
obtained. 

After the model parameters are successfully learned, the user selects the existing 
evidence on the UI side and clicks the Show Results button. the Server side inputs the 
events into the model, gets the probability of the model output and displays it on the 
UI side. At the same time, the Server adds the road segment variable to the conditions 
selected by the user. The whole road section is divided into smaller sections in 1 km 
units, and the probabilities of these sections are predicted from the model in turn, 
and the predicted images are plotted and the results are output in conjunction with 
the GIS data. 

17.4 Conclusion 

In this paper, a highway traffic safety assessment system based on traffic crash data 
mining and modeling is investigated and developed. The statistical functions of the 
system, such as data cleaning, spatio-temporal pattern analysis, resampling, correla-
tion analysis and Bayesian networks, are mainly implemented in the R language, and 
the back-end and front-end are built by Shiny with the Bootstrap framework devel-
oped on HTML, CSS and JavaScript. The system is able to achieve the functions of 
highway traffic crash causation analysis and risk prediction.
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The system is built on the basis of the existing highway management system, 
combined with the traffic crash information visualization, crash data analysis and 
mining technology and crash risk prediction integrated solutions proposed in this 
paper. It can highlight the characteristics of traffic crash data analysis under informa-
tion technology conditions and carry out traffic safety statistical analysis. The model 
system it builds can comprehensively assess factors affecting road safety for urban 
and regional traffic safety management. 
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Chapter 18 
Visualization Method of Urban Motor 
Vehicle Trajectory Based on License 
Plate Recognition Data 

Minggui Xu, Bin Rao, Yue Li, and Weiwei Qi 

Abstract With the advent of the era of big data, efficient transportation plan 
decision-making and management are inseparable from the support of traffic big 
data. The license plate recognition data of road intersection video monitoring has 
the advantages of mature collection methods, low additional cost, high data accu-
racy and wide application range. Based on the license plate recognition data of a 
city traffic electronic police system, this paper firstly presents the sources of license 
plate recognition data and analyzes the data structure and features; then based on 
the MySQL database, the grouped character stitching method is used to construct a 
vehicle trajectory database, which contains the spatial trajectory and time trajectory 
of each vehicle in one day; finally, the map matching is combined with the GIS 
system to realize the visualization of the vehicle trajectory. The travel trajectory of 
motor vehicles in the region is accurately extracted, and the travel expectation line is 
completely presented. The results show that there are 115,466 motor vehicles trav-
eling in the city in one day, and the trajectory map composed of all vehicles shows 
the expectations of urban motor vehicle travel, indicating that the motor vehicle 
trajectory visualization method in this paper has good operability and practicality. 

18.1 Introduction 

With the rapid development of intelligent transportation systems, traffic monitoring 
systems are also becoming more and more mature. Traffic surveillance cameras 
are everywhere on roads and intersections, and the license plate data of vehicles 
passing on the road can be collected by video detection technology and license 
plate recognition technology. These data contain a lot of traffic information, but it
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is difficult to visualize the trajectory of vehicles through these data. Therefore, how 
to construct vehicle trajectory data and visualize the trajectory processing through 
license plate recognition data has become a very important issue. 

Currently for the acquisition of vehicle trajectory routes generally use GPS devices 
installed on the vehicles. The GPS data on the vehicle contains the real-time posi-
tioning information of the vehicle, i.e., the space–time information of the vehicle, 
which can get the trajectory route of each vehicle [1, 2]. However, it is difficult to 
obtain GPS data on ordinary vehicles, and the GPS data upload ports of each vehicle 
are not uniform and the data formats are not the same, which makes it very diffi-
cult to obtain vehicle trajectory data through GPS data. Nowadays, the city’s traffic 
monitoring system has been very perfect, and video monitoring equipment has been 
installed at most intersections, which can’t only realize traffic violation capture, but 
also real-time traffic monitoring and real-time understanding of the traffic opera-
tion condition. With the continuous improvement of the recognition accuracy of 
the license plate recognition system, the data accuracy and completeness have been 
greatly improved [3, 4]. 

In terms of travel pattern research, Inagaki et al. [5] collected trajectory data of 
rented bicycle users and compared the travel behavior of electric bicycles with that of 
ordinary bicycles. Qin et al. [6] obtained trajectory data based on cell phone commu-
nication log data and performed cluster analysis on the trajectory data for discovering 
hotspot paths in the road network. Dong et al. [7] used mobile communication loca-
tion data for statistical analysis of residents’ trips. Bing et al. [8] analyzed the spatial 
and temporal characteristics of small car tourist trips and the flow patterns of tourists’ 
trips based on a large number of license plate data of small car trips. Xiao et al. [3] 
analyzed vehicle travel behavior and summarized travel patterns based on private car 
trajectory data. It can be directly applied to destination prediction, POI recommen-
dation and route planning, etc. Tang et al. [9] proposed a hybrid model for traffic flow 
prediction, which captures spatial correlations through the volume transition matrix 
of trajectory estimation obtained from license plate recognition data and the network 
weight matrix quantified from different detectors and introduces attention mechanism 
and genetic algorithm to determine and optimize the time dependence to achieve high 
accuracy and stable traffic flow prediction. Mo [10] proposed a hybrid framework 
for estimating dynamic origin–destination (OD) demand that fully exploits the infor-
mation available in license plate recognition (LPR) data. Zhong et al. [11] proposed 
a new temporal representation that integrates temporal and spatial dimensions by 
mapping time to a temporal profile in color space to visualize urban vehicle travel 
paths. 

The above research has analyzed urban traffic from multiple perspectives through 
traffic big data, which plays an important role in the research and development of 
urban traffic. Based on the license plate recognition data collected by the traffic 
electronic police system, this paper combines MYSQL database and GIS to realize 
the construction and visualization of vehicle trajectory data and dig the urban travel 
pattern, which can provide a reliable data basis for the traffic control measures of 
urban traffic management departments.
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18.2 License Plate Recognition Data Characteristics 

18.2.1 License Plate Data Source 

The license plate recognition data is derived from the actual data of a city’s traffic 
monitoring system. By installing video surveillance equipment on signal-controlled 
intersections, together with a traffic electronic police system, the traffic conditions 
at all intersections are monitored, as well as illegal capture [12]. It is able to obtain 
license plate data of vehicles passing in each direction at each intersection, including 
information such as license plate number, license plate type, capture time, capture 
location, affiliation, travel direction and vehicle type. The license plate recognition 
data collected at all intersections in a day is about 1.3 million, and the data is collected 
24 h a day. So the amount of data collected in a year is as high as 470 million. 
The results obtained from processing and analyzing such a huge amount of data 
can accurately reflect the traffic conditions of the city, and provide accurate data 
support for traffic planning, management and construction of the traffic management 
department [13]. 

This paper focuses on selected correlation data from Sunday, March 28 and 
Monday, March 29, 2021. The data covers 34 signalized intersections with a total 
of over 2.65 million data records, containing almost all vehicle movements over the 
two days. 

18.2.2 License Plate Data Structure 

The license plate recognition data acquired in this paper records the data of 34 
intersections in a city on Sunday, March 28 and Monday, March 29, 2021. The data is 
collected 24 h a day without interruption, and the data volume is 1.3–1.5 million items 
a day. The raw plate recognition data table contains the following attribute fields: 
“License plate number”, “License plate type”, “Capture time”, “Capture location”, 
“Affiliation”, “Travel direction”, and “Vehicle type”. Each original record contains 
seven fields, and the plate recognition data is shown in Table 18.1. The data time 
period contains information for 24 h all day on weekends and weekdays.

In the table, “License plate number” is the encrypted vehicle license plate infor-
mation; “License plate type” is the type of vehicle license plate, indicating that the 
vehicle is a pure electric new energy car; “Capture time “ is “2021–03-28 00:00:01”, 
which means the data was sampled at 0:0:1 on March 28, 2021; “Capture Location” 
and “Affiliation” represents the location of the intersection where the vehicle was 
captured; “Travel direction” is “West->East” which means that the vehicle was trav-
eling in a west to east direction; The “Vehicle Type” is “52”, which means that the 
vehicle type is car.
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Table 18.1 Structure of 
vehicle license plate data Field Data 

License plate number 084,674 

License plate type Pure electric new energy vehicle 

Capture time 2021-03–28 00:00:01 

Capture location *** 

Affiliation *** 

Travel direction West->East 

Vehicle type 52

18.3 Vehicle Trajectory Database Construction 

18.3.1 License Plate Data Pre-processing 

The license plate recognition data is collected through the license plate recognition 
system. According to the previous section license plate data structure and source 
introduction, the amount of data recognized by the system tends to be full data. 
But there is a certain amount of data noise in the originally collected license plate 
recognition data [14]. In order to ensure the accuracy of the subsequent trajectory 
construction, it is necessary to carry out data pre-processing before the trajectory 
construction. 

First of all, after preliminary research and analysis of the data, it was found that 
the original license plate recognition data had the following two problems: missing 
data and data redundancy. For example, if the content of the “license plate number” 
field in the license plate data is “unlicensed car”, it is judged to be missing data; 
Redundant data refers to the appearance of consecutive data for the same vehicle 
at an intersection, which is manifested by the presence of multiple identical data in 
the fields of “License plate number”, “Capture time” and “Affiliation”. With SQL 
database processing, missing data is deleted directly and redundant data is deleted 
from duplicates, leaving only one valid piece of data. 

In order to facilitate the construction of the vehicle trajectory database and the 
visualization of the vehicle trajectory, after the initial cleaning of the original plate 
recognition data, the 34 intersections need to be numbered and the time converted 
to a uniform format, starting at 0:00:00 am of the day and converting the time to 
seconds. 

The data after data cleaning, intersection numbering and time conversion is shown 
in Table 18.2.
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Table 18.2 License plate 
data after pre-processing License plate number Location Time 

008,802 30 0 

013,273 13 1 

069,285 29 8538 

032,832 3 86,399 

…… …… …… 

18.3.2 Vehicle Trajectory Database Construction 

This paper adopts the method of grouping character splicing based on MYSQL 
database to build the vehicle trajectory database, taking each intersection as a travel 
trajectory point. First of all, the license plate number field is grouped to filter out 
all vehicles, and then the “location” and “time” fields are stitched according to the 
ascending order of time to establish the vehicle trajectory data table, so as to build 
a vehicle trajectory database [15]. The steps of MYSQL-based grouped character 
splicing trajectory database construction method are as follows. 

(1) Group according to the license plate number. 
(2) Arrange each group of license plate numbers in ascending chronological order 

after grouping. 
(3) Splice the location and time field values of each group of license plate numbers 

separately, separated by “,”. 
(4) Save the result as a new trajectory table. 

The result obtained after the run is shown in Fig. 18.1, which is the vehicle trajec-
tory data of March 28th, in which there are 115,466 vehicles. “Location trajectory” 
is the spatial trajectory points that the vehicles pass through in a day, and the “time 
trajectory “ is the time trajectory at the location of the intersection corresponding to 
the “location trajectory “.

For example, the location trajectory of the vehicle with the license plate number 
“009,734” is “19,33,2” and the time trajectory is “5702,5754,5823”, which means 
that the vehicle traveled from intersection 19 to intersection 33 to intersection 2, 
passing through each intersection at 5702 s (1:35:02), 5754 s (1:35:54) and 5823 s 
(1:37:03) respectively. 

18.4 Visualization of Vehicle Travel Trajectories 

Using vehicle trajectory data, combined with geographic information systems, QGIS 
software is used to match the trajectory points passed by the vehicle with the map, so 
that the trajectory route of all vehicles can be displayed on the map, i.e., to visualize 
the trajectory, which is convenient for traffic management departments to view the 
operation of vehicles in the traffic road network from a macro perspective [16].
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Fig. 18.1 Vehicle trajectory database based on MYSQL

18.4.1 Vehicle Travel Trajectory Point Matching 

To match the trajectory data with the map, we first need to determine the latitude 
and longitude coordinates of all the intersections in the road network. This paper 
uses the coordinate extraction system of Baidu Maps to query the latitude and longi-
tude coordinates of all the intersections. Firstly, the names of the intersections are 
matched with their locations in the actual map. Then the location points are identified 
from Baidu Maps and the latitude and longitude are extracted and recorded. Once 
the intersection latitude and longitude coordinates were determined, the longitude 
and latitude coordinates field value was changed to “POINT (latitude and longitude 
coordinates)” as it needed to be matched with the map in QGIS. 

After obtaining the complete intersection latitude and longitude coordinates, the 
trajectory point data was imported into QGIS, as shown in Fig. 18.2a. It was found that 
the intersection location did not match the map and there was some deviation because 
the intersection latitude and longitude coordinates were in the BD09 coordinate 
system (Baidu coordinate system) while the map in QGIS was in the WGS coordinate 
system (Earth coordinate system), so there was some deviation. Through the GeoHey 
plugin in the QGIS toolbox, the intersection latitude and longitude coordinates were 
converted from the Baidu coordinate system to the Earth coordinate system, and after 
successful conversion, as shown in Fig. 18.2b, it can be seen that the intersection 
location successfully matched with the map road network intersection.
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(a) (b) 

Fig. 18.2 Trajectory points match the map 

18.4.2 Vehicle Travel Trajectory Route Matching 

The trajectory line is the trajectory route of each vehicle, realizing the trajectory route 
to match with the map and displaying on the map the specific intersection through 
which each vehicle is traveling, in order to facilitate a macro view of the city’s traffic 
operation. 

The longitude and latitude coordinates corresponding to each intersection are 
combined with the license plate recognition data to establish a trajectory coordinate 
data table, as shown in Table 18.3. 

Import the obtained vehicle coordinate trajectory from MYSQL database into 
QGIS software, and set the detection shape as linear. After successful import, as 
shown in Fig. 18.3a, it can be seen that there is an offset between the trajectory and 
the map position, also due to the deviation of the Baidu coordinate system and the 
Earth coordinate system, but the coordinates of the layer could not be successfully 
converted. This is because the layer is not a point layer, but a line layer, where the 
combined shapes are judged to be non-normal geometry and cannot be converted, 
so the layer needs to be processed.

Table 18.3 Vehicle trajectory coordinates 

License plate number Trajectory coordinates 

048,546 linestring(113.965917 23.01862,113.951869 23.023915,113.960932 
23.02074) 

026,973 linestring(113.997719 23.047977,113.993883 23.04375,113.9904 
23.036846) 

082,326 linestring(113.978736 23.020628,113.991574 23.02024,113.978736 
23.020628) 

061,753 linestring(113.942846 23.041268,113.959527 23.050609) 

035,890 linestring(114.02244 23.035319,114.02244 23.035319) 

…… …… 
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(a) Trajectory before coordinate conversion        (b) Trajectory after coordinates conversion 

Fig. 18.3 Route of a car driving trajectory on March 28 

Using the “Check validity” tool in the QGIS toolbox, Three new layers will be 
created after checking the validity of the layer’s graphics. They are “Output invalid”, 
“Output error” and “Output Valid”. Look at each layer separately and find that there 
are no graphics on the “Invalid Output” layer, which means that no trajectory is 
invalid. The “output error” layer is the point position of each intersection, indicating 
that the point coordinates do not form a graph. The “output valid” layer will be 
converted from BD09 to WGS coordinate system, as shown in Fig. 18.3b. 

Figures 18.3 and 18.4 show the trajectory routes of the vehicle with license plate 
number “057,204” before and after the conversion on 28 March and 29 March 
respectively. 

(a) Trajectory before coordinate conversion        (b) Trajectory after coordinates conversion 

Fig. 18.4 Route of a car driving trajectory on March 29
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18.4.3 Vehicle Travel Desire Line Generation 

Traditional vehicle travel OD survey is a wide-ranging, very large workload, requiring 
many units and departments to collaborate with each other and work together to 
complete. Before conducting the OD survey, survey forms need to be designed and 
printed, and the principle of form design is to meet the requirements of the survey, but 
also to be concise, so that the respondents can easily fill out or answer. Commonly 
used vehicle OD survey methods are shown in Table 18.4. Traditional OD survey 
parties are also limited by the choice of sampling rate, for cities with a popula-
tion of more than 1 million, the sampling rate is generally about 4%. Sampling 
methods include simple random sampling, stratified sampling, equidistant sampling, 
and whole-group sampling. After completing the OD survey, the results need to be 
collated and checked for accuracy, and the relative error of the survey results is kept 
within 5% to meet the requirements, and finally multiplied by the amplification factor 
to expand to the full sample. 

Based on the vehicle trajectory database, import all vehicle trajectories into the 
QGIS software, as shown in Fig. 18.5a and b are the trajectory maps of all vehicles 
on March 28 and March 29 respectively, which means that the city motor vehicle 
travel desire line map was formed. The motor vehicle trip desire line shows the 
distribution of trips between intersections within the city, and can directly obtain the 
traffic generation results in the four-stage method of traffic planning, which is more 
efficient than the traditional manual sampling survey. Besides, the traffic distribution 
results obtained are relatively more perfect and accurate.

Table 18.4 Commonly used vehicle OD survey methods 

Survey method Content 

Distribution 
form survey 
method 

The survey form will be sent to motorists, implemented by the vehicle 
management system to each person, filled out and recycled, and needs to be 
filled out before the mobilization and explanation work 

Roadside 
inquiry method 

Investigation stations are set up on the road to stop vehicles and question 
drivers. Since the investigation process requires stopping vehicles, it has a 
large impact on normal road traffic 

Registration of 
vehicle license 
plate method 

A number of survey stations were set up on the road network, and each station 
noted down the last 3–4 digits of the vehicles that passed through the station, 
as well as the time of passage, and finally, the summary was checked 

Vehicle 
tethering 
method 

Attach the tag to both sides of the windshield or door handle of the vehicle at 
the parking place, with the tag indicating the place of issuing the tag and the 
time of driving out, and unhook the tag at other parking places and note the 
place and time of driving in 

Postcard survey 
method 

Postcards with survey items will be mailed or sent to drivers, who will fill 
them out and collect them, with a recovery rate of no less than 20% to be valid 
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(a) March 28   (b) March 29 

Fig. 18.5 Vehicle travel desire line 

18.5 Conclusion 

As one of the most important means of travel for residents, information on the travel 
routes of urban motor vehicles can reflect to a certain extent the situation of urban 
traffic travel. 

This paper firstly presents the sources of license plate recognition data and 
analyzes the data structure and features. Then the vehicle trajectory database was then 
constructed based on the MYSQL database using the grouping character stitching 
method, and the trajectory data was combined with the GIS system to visualize the 
vehicle travel trajectory. The main research findings are as follows. 

(1) Based on the MYSQL database, a vehicle travel trajectory database was 
constructed using the grouping character stitching method. The trajectory 
database contains the spatial and temporal trajectories of 115,466 motor vehi-
cles traveling in a day, which can reflect the daily motor vehicle travel rate of 
the city to a certain extent. 

(2) The trajectory data combined with GIS enables the visualization of the travel 
trajectory of motor vehicles, not only to view the travel trajectory of each vehicle, 
but also to form a travel desire line map of all motor vehicles with the city 
intersection as the OD, providing a more complete traffic distribution result and 
providing a more accurate and complete data to support urban traffic planning. 

In the process of traditional traffic survey, often only intersection flow data can 
be obtained, but not the specific driving path of each vehicle. The vehicle travel 
trajectory database constructed through license plate recognition data can provide 
more detailed vehicle travel data, realize the visualization of vehicle travel trajecto-
ries, and generate vehicle travel desire lines, which can provide traffic management 
departments with more intuitive urban vehicle operation and provide data support 
for traffic management, control and planning schemes.
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Chapter 19 
A Two-Stage Teaching Philosophy 
for Postgraduate Students 

Kai Wang, Ying Yang, Yue Zhang, and Xiaobo Qu 

Abstract In this study, we develop a two-stage structured teaching philosophy that is 
able to cater to the needs of postgraduate students with different expectations about 
the learning outcomes. At the postgraduate level, different students have distinct 
expectations about their future careers. Some may want to pursue their career as an 
engineer, with little interest in research and development. Others may have different 
views and would like to pursue their career as a researcher or an academic in the 
future. Therefore, it is necessary to take into account the distinctions among students’ 
expectations about courses. The proposed teaching philosophy divides the course 
sessions into two stages. In the first stage, fundamental and common knowledge 
bases for the courses are delivered to all students, which ensures the students receive 
the necessary and basic knowledge that is required for both industrial and academic 
pathways. Afterward, the second stage leverages the flipped classroom model to let 
the students choose their learning and course materials with different emphases as 
per their own expectations and interests. Customized learning and teaching materials 
are prepared for students who prefer the industrial pathway and students who show 
more predilections for the industrial pathway. We will use a master course about 
transportation engineering to empirically test this teaching philosophy and evaluate 
its performance, including a comparison with the conventional teaching process. 
The results demonstrate that the new structure is well received by students and is 
much beneficial for improving students’ subjective evaluations of the courses and 
performances in learning.
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19.1 Introduction 

In the curriculum development plan for master’s students, students will be equipped 
with the required knowledge base to be engineers in relevant industries or an academic 
in the fields of research [1, 2]. It has been recognized that there are significant distinc-
tions between these two groups of students. Although both pathways do have some 
similar knowledge bases, they are very different at the next stage [3]. Academic 
researchers are inclined to discover new knowledge about the physical and natural 
world or human society that are not unrevealed by the human yet. In other words, 
researchers focus more on creating new knowledge with comparatively fewer consid-
erations of practical applications and constraints. Researchers need to ask a scien-
tific question, formulate a hypothesis, and test that hypothesis based on experiments 
or deductive methods. These essential skills for scientific studies ask for excellent 
theoretical background and abstract thinking, which should be well-trained during 
education. Therefore, learning knowledge and developing capacities requested by 
scientific research are more beneficial for students who show a predilection to the 
research pathway. 

On the contrary, engineers tend to make the best use of the existing and learned 
knowledge to solve practical problems, focusing on promoting our daily lives such as 
reducing cost, improving efficiency and safety, and so on. Engineers tend to provide 
more attention to practical situations and constraints of specific problems. This aim is 
to apply mature technology, methods, and strategies to successfully solve a particular 
problem. Hence, technical expertise and practical knowledge about existing solutions 
and mature techniques in a professional field are more crucial for industrial appli-
cations as compared to abstract thinking and theoretical deductions. For example, 
skillfully using practical software or solution tools are more important for students 
who prefer the industry pathway as these skills and knowledge are core competence 
for industrial jobs. Students in the research pathway look at 5–10 years’ time, and 
target general science, while the industry looks at the current situation. In summary, 
there are non-negligible differences in the education needs for research and industrial 
pathways [4]. 

After years of bachelor’s study, Master’s students have already made initial plans 
for their future career pathways. On account of the divergent career plans or expec-
tations, different students are supposed to show quite different interests and focus 
during their studies at the master level [5, 6]. As per empirical observations, students 
who prefer the research pathway generally have stronger desires to develop his/her 
academic and research ability in terms of theoretical backgrounds and research skills. 
As a consequence, these students present stronger motivations for absorbing more 
knowledge concerning academic research and may seek the opportunity to know 
the emerging research topics and expertise, which is part of preparations to pursue 
a Ph.D. or other research careers in the future. However, Master courses generally 
do not mandatorily include clear and enough channels to provide research ability 
training for Master students as these are not standard requirements for all master 
students. In this regard, Master students tending to pursue the research pathway may
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receive less training about research ability than they expect in Master courses, which 
potentially results in negative impacts on students’ self-development and passions. 
Nonetheless, if much content about academic research is included in courses, these 
would increase the difficulty on account of diversity in students’ abilities and back-
grounds. More importantly, students who prefer the industry pathway are not very 
interested in a lot of theoretical deduction and research content, and may not be 
satisfied with the courses because they expect more practical expertise and technical 
skills to solve practical problems. 

In short, it is challenging to balance the expectations about course contents from 
students with different interests and career plans as the required focuses and contents 
from the two types of students to some extent, conflict with each other. However, 
diversity among students is a rather common phenomenon or situation that teachers 
should well deal with. As a result, it is of great utmost to develop a course structure 
that is able to establish the nexus among learning objectives, students’ expectations 
as well as distinctions between the two pathways. More specially, flexible teaching 
philosophy or framework that accommodates different learning objectives and expec-
tations, is mandatory to realize better master education outcomes that are appropriate 
for students choosing both research and industrial pathways. 

This above-mentioned situation is particularly evident for transport engineering 
students at the Master’s level. The transport discipline is under revolutionary changes 
in the past few years, mainly due to the advent of connected, automated, electric vehi-
cles and shared mobility [7–9]. As a result, the master courses in transport engineering 
constantly introduce a bit more about these emerging technologies and advances 
happening in the area. As per our empirical observations, this progress of research 
and development immediately attract the attention of some students, who are very 
passionate about it. They show much interest to learn more about the knowledge and 
theories behind these new technologies. A few students even expressed their interest 
in pursuing a Ph.D. in this area. There is actually a fundamental paradigm change 
in the discipline resulting from emerging technologies. To achieve a sustainable and 
diverse education and support research development, it is very important to not only 
train our master’s students to be outstanding engineers in our master’s program, but 
also prepare themselves with the required fundamental basis to be an excellent poten-
tial researcher. As a consequence, the teaching philosophy also needs to be adjusted to 
accommodate the different objectives and expectations of different master students. 
This aims to endow the course structure with flexibility and comprehensiveness to 
satisfy diverse students’ expectations and needs. 

In this study, we develop a two-stage structured teaching philosophy that is able 
to cater to the needs of postgraduate students with different expectations about the 
learning outcomes. At the postgraduate level, different students have distinct expecta-
tions about their future careers. Some may want to pursue their career as an engineer 
with little interest in research and development, while others may have different 
views and would like to pursue their career as a researcher or an academic in the 
future. Thus, it is necessary to take the distinctions among students’ expectations 
into consideration. The previous course structure does not differentiate the distinct
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views of our master’s students, while a two-stage structured teaching philosophy is 
employed. 

The proposed teaching philosophy divides the course sessions into two stages. In 
the first stage, fundamental and common knowledge bases for the courses are deliv-
ered to all students. The first stage ensures the students receive the necessary and 
basic knowledge that is required for both industrial and academic pathways. After-
ward, the second stage leverages the flipping learning to make the students choose 
their learning and course materials with different emphases as per their own expecta-
tions and interests. More specially, two customized learning and teaching materials 
are prepared in the course. One is designed for students who prefer the industrial 
pathway in the future, with more academic and theoretical content. Another is for 
students who show more predilections for the industrial pathway, with more profes-
sional tools and knowledge concerning practical solutions. We use a master course 
about transportation engineering to empirically test this teaching philosophy and 
evaluate its performance, including a comparison with the conventional teaching 
process. We further compare the performances of both structures using student eval-
uations and students’ average marks. The results demonstrate that the new structure 
is well received by our students. 

The rest of this report is organized as follows. Section 19.2 introduces the two-
stage course structure and associated assessment plan. We use a course in transport 
engineering to conduct an empirical comparison of students’ feedback and perfor-
mances using our proposed course structure and the conventional course structure. 
In Sect. 19.3, the results of the before and after comparisons are presented, including 
both qualitative and quantitative measures. Section 19.4 concludes this study and 
proposes the way forward. 

19.2 Methods 

On the one hand, some contents and knowledge are standard bases in a course, 
and thus indispensable for all students, no matter what pathways the students are 
interested in and plan to pursue. These contents are essential and should be certainly 
taught in the course. On the other hand, as above-mentioned, different students may 
also have some divergent expectations for a course due to their preferred career 
pathways in the future. If the same teaching process in terms of learning contents, 
material, and evaluations throughout a course is used for all the students, their distinct 
expectations will be ignored, which would reduce students’ passions and proactive 
learning motivations in the course. Consequently, these may have negative impacts 
on students’ acquired knowledge and their future development. Hence, it is necessary 
to use a flexible teaching paradigm to take care of different needs. 

Taking into account the two obligations of a course, we propose a two-
stage teaching philosophy. The basic idea is to include two different instructional 
approaches, including student-centered teaching and the flipped classroom model, 
by integrating their mutually complementary merits. Both approaches are conducted
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based on the constructivism theory in educational research. Constructivism theory, 
one of the most important learning theories in pedagogy, believes that people acquire 
knowledge through constructing meaning from their experiences and interactions 
with the world [10, 11]. Employing a student-centered teaching philosophy entails 
taking students as the main role of the classroom and teachers as the active coaching 
roles. The flipped classroom model is based on the learning process explained by 
constructivism theory which highlighted the importance of creating a learning model 
to encourage students to think and interact more with the learning content. 

In the first stage, student-centered teaching is used to deliver the fundamental and 
mandatory content to all students using the same learning materials, lectures, and 
discussions. Teachers provide basic introductions and explanations about theories 
and contents in the courses, divide students into several small groups, assign home-
work, and exercise in groups to understand the present theories in courses through 
discussions with peers and shared experience from solving problems. Teachers 
instruct by giving feedback on the homework and exercises to enhance students’ 
understanding and correct students’ mistakes. The teacher teaches and delivers the 
main contents during courses via lectures, discussions during the course, and tuto-
rials. Because all students need this fundamental knowledge, the student-centered 
teaching approach which is more impressive is used for these contents. However, 
fundamental knowledge is hard to satisfy different students’ demands. As stated in the 
introduction, two types of students have various learning ambitions. Some students 
enjoy the deduction process and calculation of a theory. However, others may be 
not interested in theoretical perspectives. These students may lose their passion and 
interest in proactively participating in the courses. To address this, we utilize the 
flipped classroom model in the second stage to consider different expectations of 
students who prefer different career pathways in the future. 

The flipped classroom model adopts flexible teaching and learning approach in 
which instructional modes of student learning, in-class activities, and out-class home-
work are flipped [12, 13]. Differing from the conventional teaching paradigm, the 
flipped classroom model moves reading and learning materials to pre-course periods 
and makes the best of the in-class time to let students conduct deeper discussions 
and potential practice in the class with assistance from teachers. 

As the flipped classroom model moves the material reading to pre-class periods, 
teachers can prepare two different sets of learning materials in advance, concentrating 
on different aspects of research and industrial pathways. Students can choose their 
own preferred materials for learning as per their own expectations. For the materials 
of the research pathway, more content about emerging technology and theoretical 
knowledge will be covered. In contrast, more content about technical tools and prac-
tical solutions will be included in the materials for students choosing the industry 
pathway. In this way, different students’ learning expectations and interests can be 
satisfied. Moreover, the flipped classroom model uses a sustainable way and has 
essential advantages to encourage students’ active learning, which is very impor-
tant. The ultimate goal of teaching is to let the students acquire the corresponding 
knowledge and develop self-learning abilities as per their own career interests. In 
students’ future development, the ability to active learning or self-learning may be
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more important than the previously obtained knowledge. It is worth mentioning that 
the teacher has to prepare more material and in-class activities for different groups 
due to flipped classroom model. These, to some extent, increase teachers’ pedagog-
ical burdens and workloads. Nonetheless, the prepared materials are sustainable and 
can be conveniently reused in future courses. 

We conduct an empirical before- and after-analysis based on a field experiment 
to test the effectiveness and recognition of the proposed two-stage teaching structure 
and compare its performances with the traditional teaching structure. The experiment 
is conducted at a Swedish university, taking advantage of a master’s course in trans-
portation engineering. In 2018, we used a traditional “teacher-centered” teaching 
structure as most engineering courses did. The teaching materials are exactly the 
same for both pathways, with around 40% fundamental knowledge, 40% practical 
project-based materials, and 20% research components. For the assessment, students 
will be required to answer all questions in the final exam. In 2020, we used the 
proposed two-stage teaching structure for the same course. However, 40% of funda-
mental knowledge remained unchanged (same as the contents in 2018) and was 
delivered to students in the first stage. For the rest 60% of the sessions, we use 
flipping classes and prepared structured teaching materials with some pre-reading 
requirements (both practice targeting engineers and research targeting Ph.D. studies) 
before attending the lecture. Students can choose their own preferred materials for 
self-learning before the course. In the flipped classroom model, half of the students 
study research articles and the other half of the students learn practical reports. The 
teachers comment and help the class to have a good understanding of both prac-
tice and research. It is expected that students will be more self-motived in reading/ 
exploring the pathway that their future career path might be associated with. It should 
be noted that a clear syllabus is critical for the success of course modification [14, 
15]. Further, the teachers need to prepare good materials for research papers for the 
research pathway and practical project reports for the industry pathway. Simulta-
neously, the evaluations of students’ learning performances for different students 
should be distinguished as they focused on different types of learning materials. For 
the assessment, two compulsory aspects are evaluated. The first aspect is to reflect 
the student’s learning progress about fundamental knowledge in the first stage. The 
second aspect concentrates more on the learning contents in the second stage. We 
design four selective problems, in which two problems are designed for the industry 
pathway, and the other two are customized for the research pathway. Students need 
to select two out of the four problems to answer in the evaluation as per their choice 
of learning materials in the second stage. 

19.3 Results 

To evaluate the students’ feedback towards the proposed two-stage teaching structure, 
we employ both qualitative and quantitative measures [16]. The qualitative measures 
are executed via the form of student interviews. For 2018, we randomly selected
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ten student representatives and discussed their subjective evaluations concerning the 
courses. In 2020, we also randomly select ten student representatives and discuss 
the courses with them to identify the difference between the two teaching strategies. 
We design a few questions for these two groups of students to answer, including 
what goes right, what goes wrong, and how we can improve in different aspects of 
the course. We employ the five-point Likert Scales to measure students’ evaluations 
on six dimensions, including prerequisites, learning outcomes, learning, literature 
assessment, and workload. At the same time, the overall impression of all aspects of 
the courses is surveyed. 

Based on the collected data, we would like to test whether students believe 
this experiment is in alignment with their career development plan. The results 
are summarized in Table 19.1. The results demonstrate that there is a noticeable 
improvement in the investigated items in 2020 as compared to those in 2018. The 
students’ evaluation of prerequisites increases by about 5.5%. The scores about 
learning outcomes and learning improve by 15.3% and 23.7%, respectively. These 
imply that the proposed teaching structure is more beneficial for students’ learning 
from the students’ perspectives as compared to the conventional teaching process. 
Additionally, a notable increment in the student’s evaluation of assessment (48%) 
is observed after implementing the proposed teaching strategy. This indicates that 
more flexible assessment processes for different students in the proposed strategy 
are welcomed by the students. The proposed teaching structure lets students answer 
questions about the aspects (i.e., contents for research or industry pathways) that 
they prefer to learn, and thus motivate the students’ self-interest to learn and explore 
relevant knowledge, which consequently leads to students’ higher evaluation about 
“assessment” in the course. 

As for the overall course score, the students’ evaluation improves by 40.2% 
in 2020, which is considerable. This hints that the proposed teaching structure is 
indeed beneficial for increasing students’ satisfaction with the course contents as 
compared to the conventional teaching approach and is well accepted by students. 
However, the students’ evaluations of workloads have no differences over the two 
years. Besides students’ subjective feedback, we also evaluate the students’ objective 
study outcomes using the students’ exam grades. The results are presented in Table 
19.2. The results demonstrate that the average exam grade improves from 73.3 to 76.7 
(4.6% increase), indicating the positive effect of the proposed teaching structure on 
students’ learning outcomes and exam performances. Better performance in exams

Table 19.1 Students’ evaluations of different aspects of the course in different years 

Year Prerequisites Learning 
outcomes 

Learning Literature Assessment Workload Overall 

2018 3.81 3.4 2.91 3.92 3.04 3.23 2.81 

2020 4.02 3.92 3.6 4.3 4.5 3.22 3.94 

Improvement 
(%) 

5.5 15.3 23.7 9.7 48.0 −0.3 40.2 
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Table 19.2 Students’ grades: 
comparison between the two 
years (average marks and 
deviation) 

Year Student’ average grades Deviation 

2018 73.3 10.6 

2020 76.7 8.4 

Improvement 4.6% −2.2 

can be well explained by the self-determination theory. Self-determination theory 
argues that human beings have an innate psychological need for self-motivation and 
personality integration [17]. Allowing students to choose what materials they want to 
learn is a kind of autonomy-supportive teaching style, which is proven to be helpful 
in increasing students’ autonomous motivation [18]. At the same time, autonomous 
motivation as one type of intrinsic motivation in self-determination theory can help 
students create positive learning outcomes in academics [19]. However, due to the 
large deviation among students, the improvement is not significant in statistics. 

One of the features of the proposed two-stage teaching structure is that we leverage 
flipping teaching to satisfy different students’ learning expectations and interests 
on account of their preferred career pathways. Nonetheless, there are still some 
challenges in using flipped classes in real practice that are worth noting. The first one 
is that the quality of pre-course materials should be secured at the cost of increasing 
teachers’ preparation workloads. In the flipped classes, the pre-course materials are 
very important, as discussed before. On account that it is a pre-course, the teachers 
could provide immediate responses to the question by students when the students 
view and learn the materials. Therefore, the materials should be well-prepared, taking 
the special needs of different students into consideration. More specifically, the pre-
course materials and videos should be more detailed and comprehensive as compared 
to normal face-to-face courses. This may take more time for the teacher to prepare, 
but it is worthy as the materials could be reused in a sustainable way for future 
courses. 

The second problem of a flipped class is ensuring every student spends enough 
time preparing before courses. The process is kind of dependent on the students’ 
self-learning before the courses. Some passive students may be negative in preparing 
the courses, and then they may perform very badly in the courses as there is no 
studying surveillance like conventional in-class teaching. This results in a concern 
that teachers have to ensure students read the pre-course materials responsibly and 
understand the contents mainly by themselves. Unfortunately, there is no efficient and 
explicit way to guarantee that students will adequately prepare the materials. Even 
though it is the student’s choice to show responsibility for the course or not, teachers 
always want to ensure every student learns from the course and gets the credit for 
their degree correctly. One potential solution may check the quality of preparation 
in the course through some quizzes. If a student is found to show irresponsibility in 
the preparation, the teachers could provide customized reminders and warnings.
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19.4 Conclusion 

In this study, we propose a two-stage structured teaching philosophy that is able to 
cater to the needs of students with different expectations about the learning outcomes. 
This intends to help students not only to be equipped with the most fundamental 
knowledge about the discipline but also to learn materials that are in alignment with 
their future career plans. The first stage teaches all students the same fundamental 
and common knowledge bases about a course. Afterward, the second stage leverages 
flipped learning and provides two options for the students. For students who have a 
clear idea about their future, they can pick up the most valuable components from 
this flipped learning for their future career path, while maintaining a satisfactory 
understanding of the other pathway. Also, students who are still in the stage of 
preparing for their future will have a clearer picture of what the two pathways look 
like, and they will select an appropriate pathway based on their interests and talent. 

We use a before and after-analysis in a transport engineering course to test the 
effectiveness and recognition of the proposed teaching strategy. The results show that 
there are improvements in students’ subjective evaluations of the course and their 
objective performance in learning knowledge and exams after implementing the 
proposed strategy as compared to the conventional teaching process. The empirical 
results indicate positive effects of the two-stage structured teaching philosophy on 
students’ subjective satisfaction, learning outcomes, and performances. 
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Chapter 20 
A Network-Wide Traffic Speed 
Estimation Model with Gaussian Process 
Inference 

Chen Qiu and Ruo Jia 

Abstract Accurate urban road traffic speed analysis and prediction are important 
for the application of intelligent transportation systems. However, the limited and 
inefficient traffic state monitoring infrastructure installed on urban roads makes it 
difficult to monitor the traffic state of an entire network. Moreover, the complex 
characteristics of urban road networks may lead to difficulties for traditional statistical 
and traffic flow models in dealing with this type of complex relationship. Therefore, 
this study proposes a network-wide traffic speed estimation model with full spatial 
and temporal coverage and selects floating vehicle trajectory data in an actual road 
network for experiments. The results show that the proposed model can accurately 
estimate the full spatiotemporal traffic state of a traffic network with only partial 
data input. This method can be effectively applied to urban road state estimation 
and can provide a scientific basis for traffic management departments to formulate 
congestion mitigation strategies. 

20.1 Introduction 

Traffic congestion has become a common problem in urban megacities and inherently 
affects the efficiency of the residents’ travel and logistics. It is important to accu-
rately estimate and predict traffic conditions to effectively avoid and relieve traffic 
congestion. 

In the past decade, due to the rapid development of new technologies such as 
artificial intelligence, big data, and the Internet of Things, various terminals and 
electronic field equipment have generated massive amounts of data, which have 
penetrated various business fields of the transportation industry to become an impor-
tant production factor [1–3]. Traditional data processing technologies cannot satisfy
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the real-time processing requirements of large-scale data nor mine the important 
values contained in the data. Data-driven technologies, such as artificial intelligence 
and big data, as new engines for scientific and technological development, are still 
in the early stages of exploration and application. As such, they are not expected 
to bring about major changes in transportation system simulation and deduction, 
prediction, and decision-making in the near future [4–6]. In particular, under the 
impetus of traffic big data, predicting traffic flow and road traffic congestion status 
has become a research focus for scholars in the field of transportation in recent years 
[7]. Traffic congestion prediction is based on the extraction of prior knowledge from 
relevant historical data and other environmental factors to estimate future traffic flow 
states. 

Urban road networks require real-time traffic state monitoring to achieve effective 
urban traffic control and management. However, traffic state monitoring infrastruc-
ture (such as traffic detectors) installed on urban roads is limited and inefficient, 
which makes it difficult to monitor the traffic state of the entire network [8]. The 
analysis of the urban road traffic state is mainly divided into methods based on statis-
tics and methods based on traffic flow theory. However, most only focus on inferring 
the road state of a single road segment, so it is difficult to estimate the traffic state 
over the entire time and space [9]. 

Williams et al. [10] used the exponential smoothing method to model traffic flow 
data to predict traffic flow on urban roads. Based on the periodicity of traffic flow 
evolution, Ding et al. [11] proposed an autoregressive comprehensive moving average 
(STARIMA) model based on time and space to predict the short-term traffic flow 
change of the city over the next five minutes. 

Urban road networks exhibit complex characteristics. For example, owing to 
the limitations and differences in lanes and channelization, very complex network 
topology relationships may exist between very short sections [12]. Traditional statis-
tical and traffic flow models are difficult to deal with in complex relationship 
modeling. However, owing to the limitations of traffic state data, it is necessary to 
infer the traffic states of spatially separated locations from the observed road traffic 
states. Therefore, data-driven Bayesian inference that can describe random processes 
and traffic state propagation is very important, and more complex statistical models 
are needed. Urban road traffic network systems have complex nonlinear structures 
and are restricted by various environmental variables such as weather and traffic 
accidents [13]. Therefore, traditional data-driven prediction algorithms are unsuit-
able for real traffic scenarios. As a mainstream data-driven prediction method, the 
artificial neural network prediction method has attracted much attention in the field 
of traffic flow prediction. Generally, the artificial neural network method does not 
need to build a complex physical model, but only needs to use rich historical data 
to build the key characteristics of traffic flow so that the model can effectively learn 
and predict the short-term traffic flow in the future. Kumar et al. [14] considered the 
key characteristics of traffic flow, such as traffic flow, speed, density, and time, as 
input variables and then used an artificial neural network (ANN) model for training 
to predict short-term traffic flow. In 2015, Ma et al. [15] introduced the deep learning
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theory to predict large-scale traffic congestion. Zhang et al. [16] designed an end-to-
end structure of ST-Resnet with unique attributes to process spatiotemporal traffic 
flow data. The model adopts the residual network architecture with the attributes 
of simulating the time proximity and periodicity of traffic flow and integrates the 
residual network and convolution network to predict the traffic flow in each area of 
the road. 

In summary, traditional traffic state estimation methods based on statistical models 
ignore the spatial attributes of urban road networks. Traffic flow theory research, 
represented by basic traffic flow maps and macro basic maps, ignores the time vari-
ability and randomness of traffic networks, and it is difficult to estimate the traffic 
state of the entire road network under the condition of spatiotemporal sparse data. 
Therefore, there is an urgent need for an urban road network traffic estimation method 
that can reasonably model the topological characteristics of the traffic network and 
the propagation and inference of the traffic state with the aim of estimating the traffic 
state covered by the entire time and space of the traffic network under partial data 
input. 

20.2 Problem Statements 

For the entire space–time traffic state estimation problem, the model needs to consider 
the static topology of road network information and obtain the macro-spatial infor-
mation of the urban road network to better estimate the relationship of traffic state 
propagation between road segments. In this study, a Gaussian process Bayesian 
structure was constructed. The correlation between road segments is characterized 
by conditional Bayesian conditional probability, and graph information is introduced 
into the kernel function of the Gaussian process through the graph Laplace operator to 
better study the propagation of traffic state between road segments and road segments 
within the network. 

20.2.1 Gaussian Process 

The Gaussian process is an effective method for data-driven modeling [17]. The 
Gaussian process model is suitable for analyzing problems with uncertainty. It can 
effectively approximate any continuous function and encode it reasonably in combi-
nation with the prior information. For example, by selecting different covariance 
functions, different degrees of difference or specific functions can be coded, such as 
periodicity and symmetry. 

Assuming Xn is the data set, for random functions f : X → R, a Gaussian process 
is defined as f ∼ GP(μ, k), where μ(·) represents the mean value of the function, 
and k(·, ·) represents the kernel function. For the points in the dataset x ∈ Xn , the  
random vector f (x) is a multivariate Gaussian vector with mean vector µ = μ(x)
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and covariance matrix Kxx = k(x, x). Without loss of generality, we assume that the 
prior mean μ is zero. 

20.2.2 Variational Inference 

Although prior and posterior Gaussian processes have great flexibility, they have 
two main defects. First, if the likelihood function of the kernel function is non-
Gaussian, the posterior Gaussian process cannot be calculated analytically. Second, 
the computational complexity of the Gaussian process is very high, reaching O(N 3), 
where N is the number of training data points, making the model unsuitable for large 
datasets. 

To solve these problems, modern variational inference introduces a set of induced 
points Z = [z1, . . . ,  zM ]T by constructing set M, in which zm ∈ RD×1 provides 
an effective solution. The induced point u = [  f (z1),  . . . ,  f (zM )]T is a variational 
parameter, which is a set of subsets of random variables of a subset for Gaussian func-
tion f (x). By assuming that m(x) is zero, the Gaussian process under this condition 
can be written as 

f (x)|u ∼ GP�(kT 
zxK

−1 
zz  u, kθ (x, x) − kT 

zxK
−1 
zz  kzx  ) (20.1) 

where kzx  = [kθ (z1, x), . . . ,  kθ (zM , x)], [Kzz]i j  = kθ (zi , z j ). 
It can be deduced that p(u) = N (0, Kzz), and the variational posterior distribution 

q(u) of the induction point u obeys the Gaussian distribution with mean m and 
covariance matrix S. According to the theory of variational inference, the evidence 
lower bound (ELBO) of the induction point is 

L(θ, Z, m, S) = 
N∑

n=1 

Eq( f (xn ))[log p(yn| f (xn))] −  KL[q(u)||p(u)] (20.2) 

Therefore, the variational distribution q( f (xn)) can be easily calculated by solving 
ELBO. 

20.3 Case Study 

This section evaluates the proposed full spatiotemporal estimation algorithm and 
compares it with the mainstream deep learning space–time estimation models in 
practical application scenarios, including GCN [18], DCNN [19], and DeepWalk 
[20].
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20.3.1 Data Description 

Experimental data were obtained from the PEMs Bay dataset in California, USA. 
It is the urban road network traffic data collected by the California Department 
of Transportation and includes 325 nodes and 2369 road segments. The time span 
was six months (January 1, 2017 to May 31, 2017). The time interval of the data 
was 5 min, and the average speed of traffic flow at each node was recorded. This 
experiment obtains and matches the Open Street Map road network according to 
the node data, establishes the adjacency matrix and calculates the Laplacian. In the 
model calculation and result analysis, 150 and 175 nodes were randomly selected as 
the test and verification sets, respectively. The experiment was repeated 10 times to 
calculate the mean value. 

20.3.2 Model Prediction Results and Analysis 

To evaluate the performance of the traffic flow speed prediction algorithm in this 
study, percentage error (MAPE) of Graph Gaussian Process (GGP) was used as the 
evaluation index. The smaller the MAPE value is, the higher the prediction accuracy, 
and the stronger the feature expression ability of the model. 

MAP  E  = 
1 

m 

m∑

i=1

∣∣yi − ŷi
∣∣

yi 
× 100%, (20.3) 

where yi and ŷi represent the actual vehicle speed and predicted vehicle speed, 
respectively, and m is the dimension of the dataset. 

As shown in Table 20.1, in terms of road state estimation performance, the Gaus-
sian process considering the graph information proposed in this study is more effec-
tive and accurate than other estimation models. For different kernel functions, the 
GGP model considering the Laplace operator has the best performance, and the 
MAPE reaches 15.3%; it can better estimate the traffic situation over time and space. 
However, only through GGP, the model whose kernel functions are RBF and Matérn 
has a general effect and fails to achieve the effect of the GCN.

Figure 20.2 shows the predicted mean value of the entire time and space vehicle 
speed in the entire road network, and Fig. 20.3 shows the predicted standard deviation 
of the entire time and space vehicle speed. Noticeably, the model proposed in this 
study can effectively capture global dependence. Moreover, the Bayesian conditional 
probability can represent the correlation between road segments, which allows the 
model to estimate the distribution of traffic states. Meanwhile, it can also be seen from 
Fig. 20.3 that for areas with long node distances, the impact of road network topology 
information is small, resulting in a higher estimation of the standard deviation by the 
model.



226 C. Qiu and R. Jia

Table 20.1 Model 
performance Model MAPE (%) 

GGP-RBF 21.2 

GGP-Matérn 19.6 

GGP-Laplacian 15.3 

GCN 18.3 

DCNN 23.1 

DeepWalk 33.8

Fig. 20.2 Estimated mean value of the whole time and space vehicle speed

20.4 Conclusion 

For the entire space–time traffic state estimation problem, the static topology of road 
network information must be considered to estimate the comprehensive traffic state 
as much as possible through limited data input. In this study, a Gaussian process based 
on a Bayesian structure was constructed. The correlation between road segments is 
characterized by conditional Bayesian conditional probability, and graph information 
is introduced into the kernel function of the Gaussian process through the graph 
Laplace operator to better study the transfer of traffic state between road segments 
and road segments within the network. The analysis of PEMs traffic data revealed 
that the predicted value of the model proposed in this study was relatively consistent 
with the actual road traffic flow state. This method was superior to the GCN, DCNN, 
and DeepWalk methods. This is an effective traffic state estimation and prediction 
model.
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Fig. 20.3 Estimated standard deviation of the whole time and space vehicle speed

This study only analyzed the traffic state and propagation law in the network 
from the perspective of average travel speed. However, to determine the relationship 
between network nodes and edges, this study constructs a Laplace operator only 
by distance, lacks the analysis and modeling of the characteristics of the actual 
road speed limit and intersection signal control, and relies excessively on training 
data, resulting in a poor generalization effect. In future research, by incorporating 
traditional traffic flow theory into the existing approach, we will explore an accurate 
deduction system of complex traffic systems integrating data-driven and model-
driven methods to realize efficient engineering applications. 
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Chapter 21 
Rule-based Recommendation System 
for Traffic Congestion Measures 

Yasmine Amor, Lilia Rejeb, Nabil Sahli, Wassim Trojet, Ghaleb Hoblos, 
and Lamjed Ben Said 

Abstract Traffic congestion has become a serious concern in both developed and 
developing countries. Increasing demand for urban transport has led to plenty of 
issues including longer travel times, higher fuel consumption and greater vehicular 
crash rates and therefore to a deterioration in the quality of life. On grounds of the wide 
range of problems that traffic congestion can cause, the study of traffic congestion 
measures and their implementation is a crucial step that should be considered in 
analyzing traffic. However, these measures might vary per country. They are context-
sensitive. Therefore, the purpose of this study is to develop a recommendation system 
able to generate the congestion measures in accordance with the context under study. 
The goal of this research is to assist researchers and traffic operators to choose the 
most suitable congestion measures to the studied area. 

21.1 Introduction 

Traffic congestion has been getting worse throughout many countries of the world 
representing an undeniable threat to the quality of urban life. Traffic congestion 
mainly manifests as a gradual slowing down of traffic speed, which increases travel 
time, fuel consumption, and environmental pollution when compared to a continu-
ous traffic flow. That’s why, the study of traffic congestion is growing in importance 
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within the field of Intelligent Transportation Systems (ITSs). To assess the severity 
of traffic congestion, several congestion measures have been developed. We classify 
them into five categories: Speed, Travel Time, Delay, Level of Services, and Conges-
tion Indices. They depend on various factors and might vary per country. There is no 
unique universal method of measuring road traffic conditions. In different countries, 
even in different states of a country, different measures can be used [ 1]. Congestion 
measures are indeed context-sensitive. In this paper, we use the term “context” to 
refer to the set of circumstances that result into a traffic congestion. Examples of 
circumstances include “heavy rain,” “bad road infrastructure,” or “accident”. Con-
sequently, choosing the most appropriate measure to apply in a road traffic analysis 
can be challenging. In fact, deciding on the congestion measure is required in a pre-
liminary stage when studying traffic. To the best of our knowledge, previous studies 
related to traffic congestion relief have not established the relationship between the 
studied contexts and the congestion measures. Therefore, our aim in this study is to 
find out the relation between these two different axes. In light of this, we developed 
a recommendation system that assists researchers and traffic operators in deciding 
which measure is the most suitable to the context they are dealing with. 

The paper is organized as follows: Sect. 21.2 presents a brief literature review of 
the existing congestion measures and a representation of the most common contexts. 
Section 21.3 describes the rule-based recommendation system and its functioning. 
Section 21.4 shows some given results. Finally, Sect. 21.4 presents the conclusions 
derived from this study and some perspectives. 

21.2 State of the Art 

Several measures have been developed to assess congestion. We propose to clas-
sify them into five main categories: Speed, Travel Time, Delay, Level of Services, 
and Congestion indices. Some studies used the Speed as congestion measure [ 2– 7]. 
They considered diverse contexts including the time of the day, the infrastructure’s 
condition, the climate, the presence of bottlenecks, etc. Malecki et al. [ 8] used both 
Speed and Travel Time measures. The authors conducted their research in Szczecin, 
Poland, considering in their context on-street car parking. They studied the behaviour 
of various drivers in the process of on-street parking and focused on three major 
behaviors: patience, perceptiveness, and the usage of indicators like turn signals. 
They developed a multi-agent system and simulated traffic using Cellular Automata 
(CA). Experiments’ final results indicated that impatient drivers exacerbate conges-
tion with a 19% increase in Travel Times. The Speed measure was also used by Boni 
et al. [ 2] who studied the effects of severe weather and driver behavior on traffic 
congestion. They dealt with the context of a severe rainstorm, which is very frequent 
in urban areas across many countries. Rainstorms lead to road waterlogging and poor 
visibility, which influences driving behavior and results in traffic congestion. These 
conditions also lead to potential accidents that will in their turn cause congestion.



21 Rule-based Recommendation System for Traffic Congestion Measures 231

Vehicles’ speeds were calculated under various water depths and visibility condi-
tions. Another study was conducted by Elleuch et al. [ 9] who used as well Speed 
and Travel Time to estimate traffic congestion. They developed an Intelligent Traf-
fic Congestion Prediction System (ITCPS) based on a Neural Network. In addition 
to Speed measures, Travel Time is also a persistent measure that has been widely 
used [ 8, 10– 14]. Farrag et al. [ 10] developed a micro-simulation model studying 
the local area’s network and the driver behaviours. They involved three sub-models: 
a car-following model, a lane-changing model, and a gap-acceptance model. The 
authors treated the congestion throughout peak morning and evening hours every 
day. Vlieger et al. [ 11] were concerned by a context with a bad infrastructure consid-
ering the driver’s behavior. They studied aggressive versus normal driver’s behaviors 
based on fuel consumption, and deduced that this latter increased with up to 40% for 
aggressive driving compared to normal driving. Zhibin et al. [ 13] used reinforcement 
learning in Variable Speed Limit (VSL) control strategies in order to reduce Travel 
Time. Two scenarios were evaluated for both stable and fluctuating traffic demands at 
freeway bottlenecks. Another study was performed by Zhang et al. [ 14] who exam-
ined the early and evening rush hours, while considering bottlenecks congestion. The 
authors employed the Delay and the Level of Services measures in addition to the 
Travel Time. A number of other studies used the Delay as congestion measure [ 3, 
5, 6, 15]. For example, Hamzah et al. [ 15] studied the context of car accidents that 
present a primary cause of traffic congestion. They investigated the human behavior 
and its impact on this context. The final results and analysis helped them in develop-
ing new traffic rules and policies, in order to prevent accidents, and improve roads 
safety. Other studies used the Level of Services as congestion measure [ 16, 17]. For 
instance, Ulfi et al. [ 16] studied various types of aggressive driving behaviors mainly 
improper speed, inattentiveness, display of hostility, impatience, and disobedience of 
traffic signals. Final results showed that driver’s impatience is the behavior that must 
be addressed in order to alleviate traffic congestion in Bandung, Indonesia. Conges-
tion was measured by the value of volume-capacity ratio, based on the data from 
Dishub Kota Bandung and from real time GPS tracking. Ichsan et al. [ 17] analyzed 
the level of service and the policy directions of Majene Axis Road of Campalagian 
Market in Polewali, Mandar. The result revealed that the primary cause of traffic 
jams is irregular parking. 

To sum up, several traffic congestion measures were used in the literature. Each 
with its own benefits and drawbacks. However, the use of congestion measures may 
vary from one study to another. Due to the wide variety of congestion measures, 
researchers may struggle to decide which ones are the most suitable for their case 
study. Upon reviewing the studies mentioned in this section, it becomes evident that 
the selection of the measure is strongly linked to the addressed context. The contexts 
themselves are made up of a variety of parameters such as the weather conditions, 
the driver’s behaviors, the roads infrastructure, the hour of the day, etc. To the best of 
our knowledge, most existing systems addressed particular contexts. None has come 
up with a generic framework that may work for any traffic context. Our aim is thus 
to develop a recommendation system to help choose the most relevant measures for
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Fig. 21.1 Inputs and outputs of the proposed recommendation system 

each particular context. In the next section, we present our recommendation system 
and its functioning. 

21.3 Proposed Approach 

We propose a rule-based system that relies on the similarity of contexts in order to 
make recommendations. Figure 21.1 illustrates the general architecture of our rule-
based recommendation system. In fact, two distinct phases are represented here. The 
first one is the data collection phase which is used to build the basis of our set of rules. 
The second one concerns the development of the recommendation system itself. This 
latter takes the context that we want to study as input, analyzes it and computes the 
similarities with the existing information in the data base and then generates the 
possible congestion measures that best fit the input context. To describe this input 
context, and after analyzing the different circumstances from the literature review, 
we categorize traffic contexts based on nine parameters (bottlenecks, hour of the 
day, day of the week, roads infrastructure, weather, work zones, incidents, Special 
events, and drivers behavior). Consequently, each context will be represented in our 
system by a weighted sum of these nine parameters. It is worth mentioning here that 
some context parameters may cause more harm than others and are then considered 
as more important. Besides, a context parameter may have more impact on traffic 
congestion in one country than in another country. For example, in countries with 
poor infrastructure, the parameter “Road Infrastructure” will be considered as the 
most important. In other countries characterized by bad weather conditions (snowy 
weather for example), the weather parameter will be considered as the most impor-
tant one. This makes it impossible to come up with a universal model, applicable 
in any situation. However, we can determine the most commonly used congestion 
measures, which is the aim of our recommendation system. 

In the following, we present the data collection process, show the functioning of 
our recommendation system and discuss the obtained results.
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Fig. 21.2 Context representation 

21.3.1 Data Collection 

The data base holds the domain knowledge necessary for the problem-solving. In our 
study, data were gathered from the literature review that we conducted. We developed 
a form for context representation that provides a detailed and precise depiction of 
environments. 

Figure 21.2 shows the considered parameters in our study. This representation 
helps providing a relatively accurate perception of the studied environments, capable 
of combining different context parameters that may be present at the same time. We 
also take into consideration the weight of each context parameter in order to get 
closer to reality and to focus on the most pertinent parameters to the studied area. 

Actually, we have 9 context parameters and the final context is the combination 
of all of them. Context parameters are represented by (C1, . . . ,  C9) where 

C1: The presence of bottlenecks 
C2: The hour of the day 
C3: The day of the week 
C4: The roads infrastructure 
C5: The the weather conditions 

C6: The presence of work zones 
C7: The presence of incidents 
C8: The presence of Special events 
C9: The drivers behavior 

A given context represented by all these context parameters is given as input to the 
system. This latter analyzes it and gives in return the congestion measures that can 
be used, with different weightings, where the measure having the highest weight is 
the most appropriate one. The output of the system is presented by (CM1, ... ,CM5) 
where 

CM1: Speed 
CM2: Travel Time  

CM3: Delay CM4: Level of Services 
CM5: Congestion Indices 

In a rule-based system, the knowledge is represented as a set of rules. Each rule 
specifies a relation or recommendation and is represented by an IF (condition) THEN 
(action) form. The rule is activated and the action part is performed as soon as the 
condition clause of the rule is fulfilled. 

As shown in Fig. 21.3, our system’s rules are represented by the following form: 
IF Condition (Context 1 AND Context 2 AND . . .  AND Context n) THEN Action 

(Congestion Measure1 OR . . .  OR Congestion Measure n) 
The condition is the combination of the considered context parameters and the action
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Fig. 21.3 Condition—action rule representation 

is the possible congestion measures. 

The next section is dedicated to the functioning of the system. 

21.3.2 System Reasoning and Context Analysis 

Our system takes as input the considered contexts, which should be entered by a 
system operator. This latter has to assign a different weighting to the various con-
text parameters (depicted in Fig. 21.2) depending on their relative importance. The 
system captures the input and processes it. The principle is to link the rules that 
are defined in the knowledge base with the input context. To do so, we calculate 
the similarity between this Input Context and the different contexts of our rules. In 
particular, we use Cosine similarity measure. It calculates the similarity between two 
vectors of an inner product space. Cosine similarity is measured by the cosine of the 
angle between these two vectors and determines whether the vectors are pointing to 
the same direction. We opt for the use of cosine similarity because even if two data 
objects are far apart according to the Euclidean distance, still there could be a slight 
angle between them. 

The first vector is related to the new input context and the second one is related 
to the context of the considered rule from our data base. 

We present below the equation of the cosine similarity measure. 

SimCos(V 1, V 2) = V 1 ∗ V 2/(||V 1|| ∗ ||V 2||) (21.1) 

where V1 and V2 are the two vectors. 

V1 = (C11,C12, . . .  ,C1n), where C11, C12, . . ., C1n are the contexts related to V1. 
V2 = (C21,C22, . . ., C2n), where C21,C22, . . ., C2n are the contexts related to V2. 

The scalar product of the vectors V1 and V2 is given by (2). 

V 1 ∗ V 2 = C11 ∗ C21 + C12 ∗ C22 +  · · ·  +  C1n ∗ C2n (21.2) 

The norm of the vector V1 is
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||V 1|| = SQ  RT  (C11 ∗ C11 + C12 ∗ C12 +  · · ·  +  C1n ∗ C1n) (21.3) 

The norm of the vector V2 is 

||V 2|| = SQ  RT  (C21 ∗ C21 + C22 ∗ C22 +  · · ·  +  C2n ∗ C2n) (21.4) 

After calculating the similarities between the input context and the different contexts 
of our rule base, we consider all the rules for which the similarity is greater than 0.7. 
We chose this threshold in order to ensure the greatest number of measures with a 
meaningful similarity. For each of these selected rules (named winning rules), we 
attribute scores to the different congestion measures. The score attributed to each 
measure is the average of the measures existing in the winning rules. These scores 
are calculated in order to determine the most used congestion measures for the given 
input context. 

21.3.3 Proposed Algorithm 

The selection of the most appropriate congestion measures for a given context is 
given by Algorithm 1. In our study, the final context is composed of 9 specific context 
parameters. Thus, if we have two possibilities for each context, the total number of 
combinations is 29. Therefore, we have 512 possible contexts. On the other hand, for 
the congestion measures, one or more measure could be used, which makes a total 
of 25-1 combinations. 

Algorithm 1 Traffic congestion measures selection Algorithm 
Input: New context C(C1, . . . ,  C9) + Weightings of the contexts W(W1, . . . ,  W9) 
Output: The appropriate congestion measures CM(CM1, . . . ,  CM5) + Their scores 
Begin 
I nputC ← C1* W1 +  · · ·  +  C9* W9 
V1 ← (C11 ,C12 , . . . ,  C1n ) 
Initiate (Speed, TT, Delay, LoS, CI) 
WinningRules  ← 0 
FOR i ← 1 à n /* n is the number of rules in our base */ 
V 2i ← (C21 ,C22 , . . . ,  C2n ) 
CM2i ← (CM1,CM2, . . . ,  CM5) 
Similari t y ← SimCos (V1, V 2i ) 
IF ( Similari t y > 0.7) 
WinningRules  ← WinningRules  + 1  
UpdateScore (Speed , TT , Delay , LoS, CI) 
End IF 
End FOR 
AvgScore (Speed , TT , Delay , LoS, CI , WinningRules) 
End 
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After receiving a new context as input, the system generates a first vector V1 related 
to that context. After that, we initiate all the measures scores to 0. We browse our 
rules data base, creating for each rule a vector V2 to be compared with vector V1. 
We calculate the similarity between the two vectors and for each similarity value 
higher than 0.7, We consider the congestion measures related to the winning rule. 
Following that, we update the scores of our measures by incrementing their values 
if they are existing in the winning rule. After that, we calculate the average scores 
of the congestion measures according to the number of the winning rules. The next 
section presents some results. 

21.4 Experiments and Results 

We used Java to implement our system. We created an interface that allows the users 
to select the parameters they want to take into account and assign each one a rating 
according to its importance. The process begins once the user enters its context. 
Table 21.1 depicts the tested scenarios. Nine different scenarios were considered. 
For each scenario, we assign a high weight to a specific context parameter that we 
want to focus on. 
For the first scenario, we considered bottlenecks as our major concern. We attributed 
the highest weight to bottlenecks’ context parameter. We also take into account the 
hour of the day (rush hour) and the type of the day (normal work day) but with 
lower weights comparing to the bottlenecks. For the other remaining parameters, we 
considered a good weather, a good road’s infrastructure, a normal drivers behavior 
and an absence of any incidents, work zones, or  special events. The generated output 
includes Speed and Delay as the most adequate measures with a score of 0.37 each. 
Travel Time could also be used in this context. This can be explained by the fact 
that bottlenecks are defined by localized sections that experience reduced speeds and 

Table 21.1 Scenarios and results 
Scenario Systems input Systems output 

Contexts Congestion measures 

C1 C2 C3 C4 C5 C6 C7 C8 C9 CM1 CM2 CM3 CM4 CM5 

SC 1 0.7 0.15 0.15 0 0 0 0 0 0 0.37 0.12 0.37 0.12 0.02 

SC 2 0 0.1 0.2 0.7 0 0 0 0 0 0.41 0.41 0.04 0.14 0.0 

SC 3 0 0.1 0.2 0 0.7 0 0 0 0 0.52 0.09 0.34 0.05 0.0 

SC 4 0 0.1 0.2 0 0 0 0.7 0 0 0.22 0.22 0.50 0.06 0.0 

SC 5 0 0.1 0.2 0 0 0 0 0 0.7 0.39 0.14 0.28 0.14 0.05 

SC 6 0.25 0.25 0.25 0.25 0 0 0 0 0 0.38 0.26 0.19 0.1 0.07 

SC 7 0 0 0 0 0.2 0.2 0.2 0.2 0.2 0.39 0.12 0.39 0.0 0.1 

SC 8 0 0 0.2 0 0 0 0.4 0 0.4 0.3 0.18 0.51 0.0 0.01 

SC 9 0 0.3 0.3 0.4 0 0 0 0 0 0.47 0.39 0.12 0.01 0.01
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inherent delays due to a recurring operational influence or a non-recurring impacting 
event. 

For the second scenario, we identified a bad-road infrastructure as the main focus. 
A rush hour and a normal work day were also considered. In this case, the most 
relevant congestion measures are Speed and Travel Time. 

The third scenario is related to a bad weather condition. The highest weight is 
thus attributed to weather. Considering a bad weather, the highest score was given to 
the Speed measure. In fact, due to bad weather such as high wind gust, heavy rains, 
or snow, both vehicles’ speed and volume can be affected [ 20]. 

In scenario 4, we paid attention to the incident context. Results showed that the 
most adequate measure is the Delay with a score of 0.5, followed by the Speed and 
the Travel time with a score of 0.22. 

Scenario 5 considered a high weight for the drivers behavior. The Speed was 
the most suitable congestion measure for this context. This can be explained by 
the related behaviors such as inappropriate speed, acceleration, and deceleration 
behaviors. In fact, when congestion occurs, drivers assess the situation and adjust 
their speed accordingly. The Travel Time and Delay measures can also be used. 

Indeed, congestion can be classified as recurring or non-recurring. Recurring con-
gestion occurs every day, due to the excessive number of vehicles on roads during rush 
hours. However, non-recurring congestion is caused by irregular events such as bad 
weather, work zones, incidents, or special events. We thus identified two other scenar-
ios (6 and 7) in order to test the recurring and the non-recurring contexts, respectively. 
For scenario 6, we considered all the recurring contexts and none of the non-recurring 
ones. We associated equal weights for all of them. Result showed that when we deal 
with recurring congestion, the most used measures are the Speed and The Travel Time. 

For scenario 7, we took into account every non-recurring context and none of 
the recurring contexts. For this case, the Speed and the Delay are the most adequate 
measures. For the two last scenarios, we simulated the studies of Hamzah et al. [ 17] 
and Elleuch et al. [ 9]. Knowing the measures that they used, our aim was to test 
the performance of our system. For scenario 8, the output of the system is 0.51 for 
the Delay measure and 0.3 for the Speed measure. The Travel Time may be used as 
well, but with a low score. For scenario 9, the system recommends to use the Speed 
measure in a first place, then the Travel Time in a second place. As discussed in 
the section “State of the art,” these were the measures that the authors used in their 
studies. Another observation drawn from the presented results is that the Congestion 
Indices are the less used measures. In [ 18], this measure has also a very low overall 
score as deemed to be inaccurate and insensitive to significant changes in road traffic. 

21.5 Conclusion and Perspectives 

In this paper, we proposed a recommendation system for the optimal traffic con-
gestion measures capable of addressing various contexts. Our main concern was to 
find out the most relevant congestion measures for each new situation, based on a



238 Y. Amor et al.

rule base. Actually, by taking into account a weighted combination of nine distinct 
context parameters, we are able to handle a large number of possible contexts. 

The weighting of the parameters is required in order to fit in every country’s 
context. As a consequence, the user can focus on the parameters that are most impor-
tant to him, despite the fact that their importance varies greatly from one country 
to another. In future works, more detailed context parameters can be addressed like 
traffic heterogeneity, inadequate traffic controllers, poor lane discipline, breakdowns, 
collisions, etc. The final aim is to enhance the performance of Intelligent Transporta-
tion Systems by choosing the most adequate congestion measures. The effectiveness 
of our paper is to assist researchers working on traffic congestion management. As 
recommending the most effective congestion measure depends on the accuracy and 
reliability of the data used to identify the context, it is important to use the most 
appropriate sources to collect these data. Our future plan involves expanding the 
system by providing recommendations on the optimal data sources for each context, 
in addition to the traffic congestion measures. 
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