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Abstract. On-board computer system has a significant role in spacecraft elec-
tronic system, and its reliability is especially essential to achieve final mission. In
order to still work normally when on-board computer has failure, system architec-
ture, switch method and estimation rule were introduced. On the basis of preserving
the state signal between main computer and switch circuit, the state signal between
backup computer and switch circuit, and the additional state signal between main
computer and backup computer was adopted, then presented a modified indepen-
dence switch method. By using modified independence switch method, indepen-
dence switch function still worked normally when independence switch module
had failure. Comparator was implemented by adopting software vote and software
switch approach, and it could eliminate hardware comparator’s key failure. Results
indicated that the redundant technology could effectively improve the reliability of
space on-board computer system. The scheme has engineering application value
for design and application of space on-board computer system with high reliability.
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1 Introduction

With the development of aerospace technique, the spacecraft reliability and security must
meet the needs of task. On-board computer system under space atmosphere is influenced
by plasma, energetic charged particles, earth magnetic field, solar electromagnetic radia-
tion, meteoroid, and so on, which will degrade performance. On-board computer system
in space orbit has the feature of unmaintainability except for space station [1]. Aircraft
mission may fail when On-board computer system has failure. Fault tolerance technology
has become a urgent topic for on-board computer system to increase reliability.

2 The Dual Redundant Hardware Architecture and Switching
Strategy

Backup fault tolerance architecture is common means for fault tolerance system archi-
tecture. It has four types, includes cold standby, warm standby, hot standby and duplex
mode [2]. Redundancy will increase additional costs. According to performance and
reliability, on-board computer system adopts multiple scheme based on flight sequence.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Q. Liang et al. (Eds.): CSPS 2022, LNEE 872, pp. 297-304, 2023.
https://doi.org/10.1007/978-981-99-2653-4_37


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2653-4_37&domain=pdf
https://doi.org/10.1007/978-981-99-2653-4_37

298 Y. Chen et al.

2.1 The Fault Tolerance Architecture of Dual Cold Standby

When aircraft is under station control or stable self-control, the scheme of one hot
standby and one cold standby is appropriate to insure working life and decrease power
consumption [3]. The typical fault tolerance architecture of dual cold standby includes
two same sets of processor and multiple I/O, as depicted in Fig. 1. Fault tolerance
module manages the switch between dual on-board computer. When host has failure,
control right is transferred from host to backup. When backup also has failure while host
don’t recover, control right is transferred from backup to emergency module.
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Fig. 1. The typical fault tolerance architecture of dual cold standby

Three factor should be taken into account, one is failure test, two is switch from
host to backup, and finally is state recovery. Failure test is indispensable base for fault
tolerance architecture of dual cold standby [4]. Failure test includes many methods,
such as system self-test, program repeating, choosing two from three data sector, and
watchdog technology. Majority fault can be discovered through system self-test, and the
key point is that system self-test must work normally.

2.2 The Fault Tolerance Architecture of Dual Hot Standby

To insure aircraft wok normally and deal with fault quickly, on-board computer adopts
the architecture of dual hot standby in initial attitude setting phase. When host has
failure, control right is transferred from host to backup by commands or autonomous
discrimination [5].

Host and backup both have power supply module separately. Control right can be
achieved only by either host or backup at the same time. In the hot standby mode, both
host and backup can accept system input signal. Processing results of the computer that
has control right are chosen as system output through switching circuit. When command
centre discovers a computer has severe failure and cannot work, the power supply can
be shut down through remote control or autonomous switching circuit. Fault isolation
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circuit deletes the computer that has failure. Closing failure computer cannot influence
the other computer. Figure 2 shows the typical fault tolerance architecture of dual hot
standby.
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Fig. 2. The typical fault tolerance architecture of dual hot standby

Dual switching circuit is monitored by host and backup. It has timing monitor and
corresponding logic circuit, designed by watchdog mechanism [6]. Dual switching cir-
cuit has two triggers. Host and backup reset corresponding trigger, but timing signal
inside the dual switching circuit set two triggers. If reset signal don’t appear before
timing signal coming, switching signal will be generated automatically, then the com-
puter working normally will be on duty. If host and backup are both working normally,
switching signal is not generated, and host will be on duty. If host and backup are both
out of work, host will be on duty, then at least there is still a guarding computer to avoid
switching frequently between host and backup.

2.3 The Switching Implementation Mode Between Dual Computer

When aircraft is in the orbit, control right can be switched between dual on-board com-
puter through remote control and switching autonomously [7]. When flight control cen-
tre estimates that current computer has failure according to telemetry data, control right
can be switched between dual redundant computer by remote control command. When
remote control mode takes into effect, autonomous switching is shut down, then output of
the dual redundant is determined only by remote command. To shut down autonomous
switching, permitting or forbidden time window of autonomous switching is set by
remote command. Only when aircraft is in autonomous switching state, autonomous
switching is permitted for on-board computer. In autonomous switching state, backup
will take into effect when host has failure. Autonomous switching right is achieved by
integral circuit to avoid accomplishing only by a piece of command. Switching com-
mand must be sent continuously many times, a certain level of integral circuit must be
achieved to drive relay switching, and then backup computer will be on duty.

2.4 The Modified Autonomous Switching Strategy Between Dual Computer

To avoid logic estimation failure between normal computer and faulty computer when
autonomous switching module has hardware malfunction. The typical fault tolerance
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architecture of dual hot standby is optimized. On the base of host state signal and backup
state signal, the working state signal was presented. Autonomous switching could still be
achieved if autonomous switching module has hardware failure. It can improve system
redundancy. The principle was depicted as follows: host sent regularly its normal state
signal to backup under regular condition, but backup could not receive normal state signal
when host had failure. Backup could estimate that whether host worked normally through
dual computer communication port. If backup worked normally and found failure on
host, it would transmit on duty pulse to get control right. System architecture would be
reconfigurable. Autonomous switching could be achieved when autonomous switching
module inside dual computer switching circuit had failure, and it could tolerance a
fault on autonomous switching module. Figure 3 illustrates the modified fault tolerance
architecture of dual hot standby.
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Fig. 3. The modified fault tolerance architecture of dual hot standby

There were separate cache in host and backup computer for exchanging data each
other. Host sent its data to cache of backup, while backup sent its data to cache of host.
Host and backup had the same component. Figure 4 shows the principle block diagram
for dual computer communication.

Figure 5 displays the data flow diagram for dual computer communication. If M
represents host, then N represents backup. Whereas if M represents backup, then N
represents host.

3 The Design of Comparator in Dual Duplex Mode Architecture

When taking into account influence on system availability caused by success ratio and
time of failure judgement, duplex system has greater availability than hot standby and
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Fig. 4. The principle block diagram for dual computer communication
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Fig. 5. The data flow diagram for dual computer communication

warm standby system under certain conditions. Besides duplex system has no switch
problem, it is suitable to run under real time condition for crucial task, but it increases
power consumption and has additional comparison circuit [8]. Dual duplex mode will
output the comparison result of host and backup, so comparator is the crucial component
for redundant system of dual duplex mode.

3.1 Hardware Design

Comparator is achieved by hardware in common redundant system of dual duplex mode.
Hardware comparison module consists of comparison circuit and detection circuit exe-
cuting agency [9]. Comparator adopts logic circuit for low redundancy level, and adopts
independent processor system for high redundancy level. Figure 6 illustrates architec-
ture for single comparator. If comparator has failure, it cannot generate detection signal
or indicate faulty output, so the reliability of comparator becomes the new key single
point for redundant system. To solve comparator’s single point of failure, the problem
can be relieved by increasing comparator’s redundancy. Figure 7 depicts the architecture
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for dual comparators. However when detection and switching circuit for multiple com-
parators should be introduced, hardware will become further complex. More and more
redundancy will decrease the whole system reliability.
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Fig. 7. The architecture for dual comparators

3.2 Software Design

To avoid comparator’s disadvantage and increase reliability for real time and embedded
on-board computer system, the design for solving comparator’s reliability was presented.
Based on the scheme of software voting and software switching, hardware unit for
comparator was abandoned and comparator was implemented as software. The design
was analyzed and detected as a part of system resource, which could solve the reliability
problem caused by alone comparator detection, therefore the system could be optimized.
From principle analysis, it was available that comparator belonged to system resource.
First, comparator had less process load and simpler category, and software reliability
could be guaranteed after testing, so it had low probability of leading to failure in
system. On the other hand, hardware lifetime is limited according to reliability theory.
Software reliability is almost invariable once put into use, so reliability of comparator
can be guaranteed. Figure 8 illustrates the determination flow diagram of software for
comparator.
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Fig. 8. The determination flow diagram of software for comparator

4 Conclusions

The reliability and security of on-board computer is the crucial topic for aircraft. The
paper introduced architecture of fault-tolerant on-board computer system with redun-
dancy function, and analyzed the dual switching strategy and determination criterion,
finally presented a modified autonomous switching strategy and software suitable for
comparator. Practice indicates that the redundant design improvement can effectively
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enhance the performance of space on-board computer system. The measure has engi-
neering application value for design and implementation of space on-board computer
system with high reliability.
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