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Abstract. Feature dimensionality reduction can remove redundant and useless
information in data and improve the accuracy of pattern recognition. Based on
this, a face image recognition algorithm based on singular value decomposition is
proposed. Firstly, the feature extracted data is decomposed by SVD, and the top
N values with the largest feature are retained, and the sample data after feature
reduction is obtained. Then, through calculation, the category corresponding to the
maximum similarity is determined, and the similarity recognition of face images
based on data dimensionality reduction is realized. Through experiments on the
face image data set, the experimental results show that the algorithm has a good
effect.
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1 Introduction

Face recognition [1] is a biometric identification technology [2] based on human facial
feature information, which uses computer technology for analysis and comparison to
identify faces. In the application of face recognition, the required facial feature informa-
tion can be extracted by the computer. The quality of the image features determines the
expression of the image information and the accuracy of the final recognition. In order
to improve the effectiveness of feature expression, fine-grained description of images
is required, but with the deepening of image analysis, the problem of increased fea-
ture dimension will arise, resulting in a dimensional disaster. The increase of the image
dimension will also face the increase of invalid features. In order to solve this problem,
it is necessary to perform feature dimension reduction [3, 4] on the collected features. In
order to improve the features in the image and improve the stability of the feature infor-
mation expression. Singular Value Decomposition (SVD) [5-7] is used to reduce the
dimension of face image features, and transform the original features by transforming
the original features.

In terms of image classification, ORL face image dataset is used, and each dataset
corresponds to a label category. A face image recognition algorithm based on singular
value decomposition is proposed. Firstly, SVD is used to calculate the singular value
of the original image feature data, and the first k singular values are selected to realize
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feature dimension reduction. Then, the data after dimensionality reduction is used as
input, and the calculation is carried out through the cosine similarity model. The final
maximum similarity is the category corresponding to the predicted image. The exper-
imental results show that the algorithm can effectively predict the image category and
realize the calculation of the similarity measure of the image.

2 Related Works

2.1 SVD Algorithm

Assuming that there is a training matrix A € R"*" containing m samples and n features,
there is a decomposition that satisfies:

Amxn = mxmzmannTXn (1)

So the original matrix A is decomposed into the product of U, X, V7 matrices,
we define this as singular value decomposition. This decomposition process is called
singular value decomposition. According to the principle of principal components, the
larger the value of SVD, the more information it contains. Based on this idea, only the
first k features are important, and the rest are unimportant features. Therefore, singular
value decomposition can be used for dimensionality reduction or denoising processing
of data to achieve the extraction of important features in the data.

2.2 Cosine Similarity Metrics

Two vectors are determined by calculating the cosine value of the cosine similarity [8] to
determine whether they are similar. For two vectors A and B, A; and B; are the respective
components of A and B, and the calculation formula is:

2 i1 AiBi
c 2 c 2
\/Zi:l A; \/Zi:l B;
Since the similarity between images is only positive correlation, the cosine value of

cosine similarity is [0,1]. The higher the similarity of two vectors, the closer the cosine
value is to 1. The more the cosine value tends to 0, the lower the similarity of the vector.

@)

similarity = cos6 =

3 Face Image Recognition Based on SVD and Cosine Similarity

3.1 Face Image Data Dimensionality Reduction Processing Based on SVD

For the image features matrix R, R is an m x n face feature matrix, and the SVD
decomposition method is used to decompose the matrix R into the product of three
matrices, as shown in formula (3):

Rmxn = Um><r . Sr><r . Vr><n (3)
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Among them, U is regarded as an m x r orthogonal matrix, V is regarded asan r x n
orthogonal matrix, S is regarded as a diagonal matrix, and the elements on the diagonal
are singular values. The first singular value is the largest, which represents the direction
that contains the most information. With the change of the singular value, the content
of useful information in the data also changes. Therefore, using the first k values can
effectively describe the sample data set and realize the dimensionality reduction of the
data set.

In the data dimensionality reduction method, the matrix singular value feature can
realize local feature extraction and dimensionality reduction of high-dimensional fea-
tures. At the same time, singular value decomposition has the data processing ability
under the global optimum, because the top 20% to 30% of the largest eigenvalues can
effectively retain most of the information of the data set, so this paper uses SVD for
the face [9, 10] image feature data set to realize the data analysis. The dimensionality
reduction process of SVD calculates the eigenvalues of the multi-label feature data, and
retains the top 20% of the largest eigenvalues to realize the dimensionality reduction of
the feature data by SVD.

The original data setR is an m x n matrix, which becomes Ry, after feature dimension
reduction, and R is an m X k matrix, where k < n.

3.2 Image Classification Algorithm Based on Cosine Similarity

The algorithm selects the most similar class by measuring the similarity between the
test images and target images. The basic idea is: for a given set of test images, through
the cosine similarity measure [11], the features of the test images are compared with the
features of the target images, and then the nearest k data are found as judgments, and the
categories of these neighboring data are judged by probability accumulation. Finally,
the label with the highest probability is given.

The matching experiments on images are designed to evaluate the similarity of
images by optimizing the cosine similarity. The experiment is to calculate the cosine
similarity of a test label corresponding to other labels, calculate all cosine similarities
according to the label, and sum up the cosine similarity values of each label. Then, all
labels are reordered to establish the horizontal axis, and the sum of cosine similarity
is used to establish the vertical axis to generate a probability map similar to the label
distribution. When inputting image data, the output is the image corresponding to the
maximum value of the sum of cosine similarity.

4 Experiment and Result Analysis

4.1 Experimental Dataset

In order to analyze the experimental performance of the algorithm, the ORL
dataset (http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html) of Cam-
bridge University is selected for experiments in this paper. The dataset contains 40
face images of different ages and genders. Each group represents 10 different pose pho-
tos of the same person. These 10 face images are collected from the same person with
different facial expressions and from different angles.
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4.2 Experimental Results and Analysis

Experimental Program 1:

Experiments are performed on real datasets. Choose one image from each category
as the test set, and all the remaining images as the comparison data. In order to show the
difference between the original data and the dimensionality reduction data, the prediction
results of each category are displayed. The experimental results are shown in Figs. 1, 2.
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Fig. 1. Experimental comparison of different data on test image 31
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Fig. 2. Experimental comparison of different data on test image 32

Figures 1, 2 show the experimental results of the original data and the dimensionality
reduction data on the test images. For intuitive display, the pictures of the same group
of prediction categories are displayed, which can more intuitively explain the accuracy
of the prediction results. The experimental results in Fig. 1 show that the use of SVD
algorithm for data dimensionality reduction can accurately predict the category of the
image, which shows that face image recognition based on SVD algorithm can effectively
improve the model prediction accuracy. The experimental results in Fig. 2 show that
both the original data and the dimensionality reduction data can be used to accurately
predict the experimental results, but through the analysis of the predicted numerical
distribution [12, 13], it can be seen that the data processed by dimensionality reduction
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has better distinguishability and can be accurately segment the predicted category with
other categories to better complete data prediction.

Experimental Program 2:

Experiments were compared on the ORL dataset using 10-fold cross-validation.
The dataset was randomly divided into 10 parts for experiments. Record the mean and
standard deviation of the original data and the dimensionality-reduced data in terms of
prediction accuracy, and the results are as follows.

Comparative Results
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Fig. 3. 10-fold cross-experiment comparison between different data (plot)

Figures 3, 4 show the experimental results of ten-fold crossover between the original
data and the reduced-dimensional data. Figure 3 shows the result display of the original
data and the dimensionality reduction data by means of ten-fold crossover. The experi-
ment shows that in the ten experiments, the SVD feature dimensionality reduction data
is better than the original results 5 times, and the other 4 times the results are the same as
the original results. Figure 4 shows the experimental comparison between original data
and dimensionality-reduced data in different dimensions. Experiments show that in the
data dimension reduction experiment, when the dimension is 14, the prediction accuracy
of the original data and the dimension-reduced data is the same. When the dimension is
greater than 15, the experimental precision of the matrix factorization dimension reduc-
tion is better than the original data, and with the dimension increases, the prediction
accuracy approaches 1 and tends to stabilize.
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Comparative Results
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Fig. 4. 10-fold cross-validation experiment comparison with different data dimensions

5 Conclusion

In this paper, a similarity metric recognition of face images based on singular value
decomposition is proposed. Attribute reduction is performed on the original data through
SVD, and similarity measurement is performed on the processed features. Compared
with the original data set, the results show that the algorithm has a good effect, and can
accurately predict the label of the image in the real prediction.

This paper focuses on the impact of data dimensionality reduction on the results
of image similarity measurement. In the follow-up research, different methods will be
considered for dimensionality reduction analysis of image features.
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