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Abstract. Accidental falls constantly threaten the lives of the elderly, and failing
to detect them in time after a fall can cause the person to miss the best time to
rescue, causing severe injury or even death. This paper proposes a video-based fall
detection method to solve this problem. This method first performs motion detec-
tion of inter-frame difference on the video, performs feature extraction through
deep learning, and finally completes classification by support vector machine to
determine whether a fall occurs. The main application scene of this method is
the surveillance video of the elderly living alone. The experimental results show
that the proposed fall detection method has high accuracy and recall rate and can
complete the fall detection task.
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1 Introduction

With the continuous improvement of medical levels and living conditions in recent years,
humans are living longer, and the problem of population aging has become more signif-
icant. With the increase of age, the physical function, balance ability, and coordination
ability of the elderly are declining [1], which increases the probability of falls in the
elderly. Falls have become a significant cause of injury and even death in the elderly.
However, timely treatment after a fall can significantly reduce the mortality rate caused
by a fall, and the more timely treatment is obtained, the lower the risk.

The current fall recognition methods are divided into three categories: methods based
on environmental sensors, methods based on wearable devices, and strategies based on
computer vision [2]. The way based on computer vision is different from the first two
types. It does not require sensors to collect various parameter information. It mainly
contains images or videos of human daily behavior and fall behavior and analyzes the
obtained data to identify falls.

Transformer [3] has been making good progress and breakthroughs in Natural Lan-
guage Processing since its introduction. The Vit [4] model completely replaces the con-
volution with a Transformer in the image processing task, cuts the picture into several
small blocks, compares them to words in sentences, and inputs them into the model.
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TimeSformer [5] extends the Vit model to a video understanding model, which divides
the input video data into time series of image blocks extracted from each frame and sim-
ilarly obtains feature information. The video feature extraction in this paper is mainly
based on the Timeformer model.

2 Fall Detection Algorithm

The fall detection algorithm flow is shown in Fig. 1, including motion detection, video
feature extraction, and fall detection in three stages.
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Fig. 1. Overall flow of fall detection algorithm

2.1 Motion Detection

This paper mainly uses the method of frame difference to detect motion. The difference
between the two image frames can be obtained in the video by comparing the pixels. In
the case of continuous frame illumination conditions, the pixel point of the difference
image is not zero, which indicates that the target moves here. The primary process is as
follows:

Firstly, read the video sequence frame, each frame image into a grayscale image,
and differential calculation. Due to the slow movement of the elderly, the difference
between adjacent frames is slight if the use of conventional two-frame difference is
likely to cause misjudgment. Therefore, this paper uses the four-frame difference to
take the average to reduce misjudgment. The specific method is to make the difference
between the current frame and the last three frames, respectively, and take the mean
value of the three different images to form the final difference image. The calculation
formula is as follows:

1
D(x,)’) = §(|Ft(-x’ }’) —thl(x7)’)| + |Fl‘(x7y) _Ft72(-x7 )’)|
+ [Fr(x, y) — Fr—3(x, y))

(1)
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Suppose that the image of the current time t is Ft, and the last three images are Ft —
1, Ft — 2, Ft — 3, and D representing the different images. The left of Fig. 2 is the image
at time t, the middle of Fig. 2 is the image at time t — 3, and the right of Fig. 2 is the
image after averaging the four-frame difference.

Fig. 2. Image at a different time and its mean difference image

Secondly, select an appropriate threshold T1, set the pixels greater than or equal to the
threshold T1 as foreground pixels, set the pixels less than the threshold T1 as background
pixels, and obtain the average gray value of foreground (avgl) and background pixels.
The middle gray value of the pixel (avg2). d(x, y) is the value of the current differential
image D at the (x, y) coordinate pixel point, and the calculation formula is as follows:
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The threshold value T1 is determined by a threshold iteration method, which belongs
to an adaptive determination method, and different images have different thresholds. It
mainly uses multiple iterations to approximate the optimal threshold for the graph.
Initialize a threshold T, calculate avgl, avg2, and Tn(Tn is the average of avgl and
avg?2) under the current threshold, and use it as the initial threshold for the next round.
If the difference between Tn and Tn-1 is slight, the iteration process ends, and Tn is
determined as the threshold T1.

Finally, another threshold, T2, must be determined to calculate the ratio of the fore-
ground pixel’s average gray value to the background pixel’s average gray value. If the
percentage is greater than the threshold T2, the target moves; otherwise, the target does
not move. Through the determination of the threshold, it can effectively reduce the
misjudgment caused by random noise and improve the accuracy of motion detection.

2.2 Video Feature Extraction

Through the first stage of motion detection, the original video has been segmented into
video clips containing motion information. In this stage, the video clips need input into
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the TimeSformer, and the video features are extracted through the model to avoid com-
plex and cumbersome manual feature extraction. The model first decomposes the input
video to form a set of non-overlapping small image modules; to reduce the computational
cost, time and space segmentation methods are adopted, and timely attention and spatial
attention are used in turn [5]. Temporal attention is to compare the image modules in the
same position of each frame image (the blue module in Fig. 3(b) and the purple module
in Fig. 3(a) and Fig. 3(c)), and the input video has N frames. N temporal comparisons;
spatial attention compares each imaging module with all other modules in the current
frame (the blue module in Fig. 3(b) and all other red modules in Fig. 3(b)).

oy

Fig. 3. (a) frame t — n. (b) frame n. (c) frame t + n

Extracting frames from the input video is adopted to extract features to improve
the speed of extracting video features and reduce the waste of unnecessary computing
resources. The extraction method is the average frame extraction method. For example,
if F frames of video are extracted, one frame of image is extracted for every F/f frame of
the video. Finally, the extracted video frame is input into the pre-trained TimeSformer
model to obtain a high-dimensional feature vector.

2.3 Classification of Behavior States

After the video feature information is extracted from the second stage, a classifier is
required to discriminate the video content. The support vector machine (SVM) [6] is a
supervised learning algorithm. It maps the vectors of the data set into a high-dimensional
feature space by the kernel function. Select a hyperplane in the area to classify the dataset
so that vectors with different features are divided into both sides of the plane. If there are
multiple such planes, the maximum distance between the two sides of the hyperplane is
selected as the optimal plane.

SVM can effectively solve the small sample and binary classification problem, con-
sistent with the fall detection to be achieved: the video data set selected in this paper is
relatively small. The final classification can be regarded as a binary classification (fall
and normal), so this paper chooses SVM as the classifier.
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3 Experiments and Results Analysis

The experiment uses python3.8, OpenCV, PyTorch, and Sklearn in the PyCharm compiler
environment. The experimental video size is 224 x 224, the frame rate is 24fps, the
threshold T2 is 8, the penalty coefficient of the support vector machine is 0.9, and the
kernel function is radial basis kernel function ( RBF).

3.1 Data Sets and Processing

This paper selects two public datasets, the Le2i fall dataset [7], the Multiple cameras fall
dataset [8], and the video collected in this experiment. Le2i dataset contains 191 videos
from four different scenarios; the Multiple datasets include 24 scenes, each recorded
from different angles using eight cameras; The collected data sets mainly include some
common daily behaviors (falls, walking, etc.). The final dataset has a total of 700 videos
(350 positive samples and 350 negative samples). The ratio of the training set and the test
setis 4:1. Due to the uncertainty of the random partitioning of the dataset, the final model
predictions may be questionable. Therefore, the cross-validation method combines the
segmented data sets into different training sets and test sets. This paper is divided into
ten groups.

3.2 Performance Index

The binary classification problem can divide the sample into four cases according to
the combination of the actual category and the predicted category: true positive (TP,
fall detection is fall); false positive (FP, non-fall detection is fall), true negative (TN,
non-fall detection is non-fall) and false negative (FN, fall detection is non-fall). This
paper selects the commonly used indicators of classification and evaluation: precision,
recall rate, and curacy are used for performance measurement; the F1 measure is used
to balance precision and recall. The calculation formula is as follows:
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3.3 Experimental Process and Results

In this 2.2, we need to extract the feature vector of video information by frame extraction.
For video tasks, the video is generally extracted 8,16,24,32 frames. As the number of
frames increases, the calculation speed of the model will be slower. This paper extracts
the video data set into several standard frames and inputs it into the pre-trained TimeS-
former model to extract high-dimensional feature vectors (768 dimensions). Each video
corresponds to a feature vector to form a new vector data set. Finally, the support vec-
tor machine is used for training modeling and testing. Table 1 shows the classification
results and indicators after extracting different frames.

Table 1. Test results of each frame number

Frame Precision rate Recall rate Accuracy rate F1

8 frames 91.96% 94.28% 93.01% 93.11%
16 frames 92.91% 95.43% 94.07% 94.15%
24 frames 94.23% 94.36% 94.29% 94.29%
32 frames 93.02% 91.42% 92.28% 92.21%

Although the overall effect of the model is the best when 24 frames of image data
are extracted, 16 frames have a higher accuracy rate, and the accuracy rate is minimal
because it should maintain a higher recall rate while meeting the accuracy rate. Because
the two types of errors in detecting a fall as a fall and a fall as a fall are both misjudgments
in statistics, but in practical applications, it is more desirable to have fewer occurrences
of the latter category, and a higher recall rate is required. The reasoning speed of 16
frames is faster than that of 24 frames, so the method of extracting 16 frames is finally
selected. In addition, training and testing experiments are performed only on the Le2i
fall dataset and the Multiple cameras fall dataset. Table 2 shows the results, and Fig. 4
shows an example of overall model checking.

Table 2. Test results of each dataset

The data set Precision rate Recall rate Accuracy rate F1
Le2i 96.37% 98.52% 97.36% 97.44%
Multiple 91.89% 96.26% 93.88% 94.02%
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Fig. 4. Fall detection process

4 Conclusions

Fall detection is a way to monitor the lives of the elderly efficiently. This paper proposes
a fall detection method based on video data input. Fall detection mainly involves motion
detection, video feature extraction, and classification. The combination of neural network
and support vector machine is used to analyze and discriminate the input video data
containing motion. The experimental results show that the method can achieve better
results. However, the model’s generalization ability is affected due to the limited samples
of the overall video data set. Therefore, it is necessary to construct a richer data set to
improve the detection ability of the whole model.
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