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Abstract. Electroencephalography (EEG) is more likely to respond to emotional
changes compared to facial expressions and voice because it is not subject to exter-
nal interference and is not easily disguised. By classifying the emotions of EEG
signals, it can provide an aid for future treatment of depression, epilepsy and other
diseases. Therefore, this article uses the publicly available EEG emotion dataset
and uses a ratio of 80%—-20% to divide the training set and test set. The features of
EEG data are extracted using Fast fourier transform (FFT), and the Convolutional
neural network (CNN) in deep learning is used as the basic premise to incorporate
the channel attention mechanism. An EEG emotion recognition model combining
CNN and channel attention mechanism is designed, which includes three convolu-
tional layers, three channel attention blocks, three maximum pooling layers, three
fully connected layers, a dense layer and a softmax layer, and batch normalization
is used to suppress the overfitting of the model. Experimental results show that the
sentiment recognition accuracy of the DEAP dataset reaches 90%, which achieves
a significant improvement over existing emotion recognition models.
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1 Introduction

Nowadays, as the research of artificial intelligence continues to advance, more and more
researchers are focusing on human emotional intelligence. As an advanced stage in
the field of artificial intelligence, emotion analysis is an important research object in the
fields of human-computer interaction and anthropomorphic control theory [1]. It has been
found that positive emotions reflect pleasant psychological states and contribute to human
health and attitudes [2]. With the growth of information through social channels, emotion
computing emerged under the need for deeper understanding and rational use of emotions
[3,4]. Emotion recognition research has not only improved human-computer interaction
systems, but is also an important topic in clinical research, such as the treatment of
psychological disorders and epilepsy [5, 6]. Therefore, emotion recognition based on
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EEG signals has received wide attention from an increasing number of researchers in
the field of affective computing.

Deep learning has achieved remarkable results in the fields of computer vision and
natural language processing, and researchers have started to apply deep learning to the
field of EEG emotion recognition. The literature [7] proposed a convolutional recurrent
neural network combining CNN and Recurrent neural network (RNN), and its binary
recognition rate in DEAP dataset [8] was 72.06% and 74.12% in validity and arousal
dimension, respectively. The literature [9] compared the performance of deep learning
models, i.e., Long Short-Term Memory (LSTM) and CNN on training and test set splits of
80-20 and 75-25. The EEG emotion recognition accuracy of LSTM and CNN was 88.6%
and 87.72%, respectively. The literature [10] proposed the application of Hierarchical
convolutional neural networks (HCNN) to classify emotions as positive, neutral and
negative. Their method preserves the spatial topology of the electrodes. The EEG signal
is converted into an image by interpolation of the electrode positions obtained from the
2D projection technique and the frequency bands of the EEG signal. Their results have
an accuracy of 86.2% in the f-band and 88.2% in the y-band. In the literature [11] CNN
are built based on convolutional operations to extract information features by fusing
spatial and channel information within the local sensory field. They focused on channel
relations and proposed a new architectural unit, which we call “Squeeze-and-Excitation”
(SE) block, to improve the performance of the CNN model significantly.

Some approaches also use brain activity for subject identification or authentication.
For example, a cascaded deep learning using a combination of CNN and RNN was pro-
posedin the literature [12] and evaluated on the sentiment dataset DEAP. The results show
that CNN-Gate recurrent unit (GRU) and CNN-LSTM can perform person recognition
from different sentiment states with an average correct recognition rate of 99.90-100%.
The literature [13] proposed imagined speech for user recognition, achieving 99.76%
accuracy in six different subjects.

The use of brain activity for sleep monitoring is an emerging field and can be very
helpful in the adjunctive treatment of apnea. The literature [ 14] proposed a single-channel
EEG sleep staging model, SleepStageNet, which extracts sleep EEG features through a
multiscale CNN and then infers the type of sleep stage by capturing contextual informa-
tion between adjacent stages using RNN and Conditional random fields (CRF). Their
model was validated on Obstructive sleep apnea (OSA) patients with mean accuracies of
(F4-M1, 0.80) and (F4-M1, 0.67). To address the problem that existing methods rarely
consider local features in feature extraction and cannot distinguish the importance of
critical and non-critical local features.

2 DEAP Dataset

The DEAP dataset [8] is multichannel data collected experimentally by Koelstra et al. to
study human emotional states. The dataset is based on physiological signals generated by
music video material evoked stimuli, recorded by 32 subjects watching 40 min of music
videos (1 min per music video). The original 512 Hz EEG signal was downsampled to
remove artifacts and pre-processed to 128 Hz. Of the 40 physiological signal channels
collected, the first 32 channels were collected as EEG signals. EEG channels were
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selected according to the international system of 32 channels, the locations of which are
shown in Fig. 1.
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Fig. 1. 32 electrode channel positions

3 Method

3.1 Feature Extraction

FFT is performed on the feature extraction to reduce the dimensionality, thus having
a faster training speed as well as better accuracy. These extracted features include five
frequency bands. Delta-§ (1-4 Hz), theta-0 (4-8 Hz), alpha-a (8-14 Hz), beta-f (14—
31 Hz), and gamma-y (31-50 Hz). The FFT used in this paper extracts by time, thus
changing a signal from the time domain to the frequency domain.

The DFT is given by:
N-1
X (k) = DFT[x(m)] = Y _ x(mWy" k=0,1,....N — | (1)
n=0
in which,
Wy =e % 2)

Using the periodicity and symmetry of W/\‘," in DFT, the whole DFT calculation
becomes a series of iterative operations, which can greatly improve the operation process
and the number of operations, which is the FFT algorithm.

As shown in Table 1, 14 channels and 5 frequency bands are selected for our model.
The window size chosen is 256, averaging the band power over 2 s. The step size is 16,
which means that every 0.125 s the update.

3.2 Channel Attention Mechanism

Adding attentional mechanisms to the channel dimension, the traditional channel selec-
tion applied to EEG emotion recognition usually manually picks the EEG channels
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Table 1. Parameter settings of FFT

Parameters Values

channel 1,2,3,4,6,11, 13,17, 19, 20, 21, 25,
29, 31
Bands 4,8, 12, 16, 25, 45

Window size | 256

Step size 16

associated with emotional information. However, this approach loses some important
EEG information and requires the role of more manual factors. In this paper, we combine
CNN with channel attention mechanism, which can automatically assign weights to the
feature channels obtained by CNN extraction. That is, another new neural network is
used to get to the importance of each channel, and then it is used to assign a weight value
to each feature so that the neural network focuses on certain feature channels. Boosting
feature channels that are useful for the current task and suppressing feature channels that
are less useful for the current task.

X

Inception

’ GlobalAveragePooling ‘

Fig. 2. Block diagram of channel attention mechanism

As shown in Fig. 2, the right-hand operation is to generate a weight value for each
feature channel, where correlations between channels are constructed through two fully
connected layers, with the same number of output weight values as the number of input
channels.

Scale operation: The normalized weights obtained earlier are weighted to the features
of each channel, and the Scale operation uses a multiplication method, multiplying the
weight coefficients channel by channel.
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3.3 Model Architecture

As shown in the model architecture in Fig. 3 below, there are three conv1D layers, three
channel attention blocks, three fully connected layers and one dense layer, and finally
softmax activation with 10 classes.

EEG signals
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Fig. 3. Block diagram of EEG emotion recognition based on one-dimensional convolutional
neural network and channel attention mechanism
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The first convolutional layer uses Rectified linear unit (ReLU) as the activation
function and 128 filters with a kernel size of 3. The input to the first layer passed to
convlD is the shape (70, 1) and uses the same padding in steps of 1. Afterwards, it is
passed to the channel attention layer, which generates weights for each channel of the
input and then weights the features of each channel.

Normalize the output of the first layer, i.e., use a batch normalization layer to make
its mean 0 and variance 1. The next layer is maxpooling with a pool size of 2 and a
window size of 2. Take the maximum value to downsample the input.

The next convolutional layer is the same as the first layer, followed by a batch
normalization and maxpooling layer. The shape is then spread to form a one-dimensional
layer and fed to a fully connected layer consisting of 64 neurons and hyperbolic tangent
(tanh) as the activation function. A dropout on the output of the dense layer is used to
reduce overfitting of the network with a dropout rate of 0.2. This is followed by a dense
layer consisting of 32 neurons with tanh activation and a dropout rate of 0.2, and another
consisting of 16 neurons with ReLU as the activation function and a dropout rate of 0.2.

Finally, a dense layer of 10 neurons (with an activation function of softmax) is used
to give the output of the network. The softmax formula is shown in (3).

eti

>iet

The softmax function is different from the normal max function: while the max
function only outputs the maximum value, the softmax function ensures that smaller
values have a smaller probability and are not discarded outright. This means that the
various probabilities it obtains are related to each other. Therefore it is more suitable for
the multiclassification problem in this paper.

Softmax(x) =

3)
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4 Overall Performance

The accuracy, loss and confusion matrices of the model are shown in Fig. 4, 5 and 6,
respectively.
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Fig. 6. Confusion matrix for Model

Combining the above model validation results, the one-dimensional channel attention
CNN model was compared and analyzed with other models, and the results are shown in
Table 2. it can be seen that the accuracy of our model is better than most EEG emotion
recognition models.
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Table 2. Comparison with the existing studies

Method Accuracy
C-RNN [15] 74.12%
CNN [16] 81.41%
RNN [17] 84.00%
DBN [18] 88.33%
Ours 90.00 %

Conclusion

In this paper, an EEG emotion recognition method based on channel attention con-
volution is proposed. Experimental results on the DEAP dataset show that the CNN
incorporating the channel attention mechanism has a significant performance improve-
ment over the traditional CNN model, with a test accuracy of 90%. The improved model
proposed in this paper outperforms most current schemes. In future work, we intend to
extract more EEG signal features and fuse them to further improve the performance of
EEG emotion recognition through feature complementation.
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