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Abstract. With the progress of society and science, various fields have achieved
unprecedented development. Various research directions and problems have blos-
somed, and a huge amount of scientific literature has emerged. Scientific literature
contains rich “knowledge”, e.g., research hotspots and topics. If those “knowl-
edge” can be obtained from scientific literature, it would be of great practical
significance to both government and researchers. The existing methods generally
obtain “knowledge” by analyzing the semantics of scientific literature, which is
complex and time-consuming. In this paper, we aim to explore new methods of
research hot word extraction and research topic discovery from the perspective of
network. Firstly, the word network is constructed based on the text of scientific
literature. Next, a research hot word extraction method based on node central-
ity and a structural topic discovery method are proposed on the word network.
Then, the consistency between structural topics and semantic topics is explored.
Finally, the proposed methods are experimentally verified on a real dataset. The
experimental results show that the proposed centrality based hot word extraction
method can effectively extract research hot words, and the topics obtained by the
structural topic discovery method are consistent with the semantic topics in some
cases, providing a new way to textual knowledge discovery.

Keywords: topic discovery · network structure · centrality · clustering ·
community discovery

1 Introduction

Scientific literature is the main manifestation of scientific research carried out by scien-
tific and technicalworkers, and it condenses the highestwisdomof humanbeings, gathers
the concerns of various research fields and even the whole human society, and contains
the intricate relationships between research problems and key technologies. Therefore,
by observing and analyzing scientific literature, we can understand the concerns and key
technologies of different research fields and capture the correlation between them, and
even find interesting patterns which would give us a deeper insight on the development
of science and technology. For instance, mining research hotspots and topics hidden
in scientific literature is significantly important to researchers and governments, since
research hotspots and topics can tell what the concerns are in different fields. In recent
years, the scientific literature has shown a rapid growth and a large number of scientific
articles have been appearing, since many countries pay more and more attention to sci-
entific research. Taking China as an example, it has ushered in the peak period of rapid
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growth of scientific articles since the reform and open policy was executed. According
to reports from China Science and Technology Network, the total number of scientific
papers indexed by SCI, SSCI and the Humanities andArts Citation Index (A&HCI) from
China exceeded 10,000 in 1995; the number of scientific articles from China was nearly
140,000 in 2010; and the annual output of scientific articles is nearly 290,000 in 2015.
Obviously, to observe and analyze “knowledge” from such a large amount of scientific
literature, it is extremely unrealistic to only rely on manual labour.

Fortunately, data mining has been developed widely and the related technologies are
more and more mature, making it possible to automatically accomplish a lot of tasks
using machines. Data mining refers to the process of extracting hidden rules and valu-
able information from a large amount of data by algorithms, involving mathematical
statistics, machine learning, pattern recognition, etc. A natural way to apply data min-
ing to exploring “knowledge” from scientific literature is performing text mining on a
collection of articles, since each article in the scientific literature is essentially a doc-
ument. For example, we can use clustering to categorize articles into different groups,
and many methods, e.g., traditional clustering algorithms such as K-means [1] and its
variants, and ontology-based clustering [2], are available to text clustering. We can also
use topic models such as Probabilistic Latent Semantic Analysis (PLSA) [3], Latent
Dirichlet Allocation (LDA) [4], and their variants to detect research topics. We can also
simply count word and take the words with high frequency as research hot words. How-
ever, regarding to the traditional clustering methods, each article (or the used text of
each article) is required to be represented as numerical vector using techniques such as
coding or Doc2vec [5]. The former one must use an element to represent each word
appearing in the corpus, i.e., the length of the numerical vector is equal to the number
of words, consuming a huge amount of memory and computation time; the later one
is developed based on Word2vec and is much more complicated, and it also requires a
corpus large enough to obtain good representation. Regarding to topic models, they can
automatically extract topics as well as the belongingness of each article to each topic
based on text information, but the quality of the model is not guaranteed and the major
problem is that the topic result is not visual and may not reflect the difference between
topics. In addition, word frequency indicates the number of times that a word appears in
the used articles and reflects word’s popularity, but it does not consider the interaction
and similarity between words.

In this paper, we mine “knowledge”, specifically hot words and topics, in scientific
literature from the perspective of network, and study the consistency between structural
topics and semantic topics for the first time, with the aim of exploring a more visual
and effective method to mine the main research contents and concerns in scientific
literature. First, a word network is constructed to represent the collection of scientific
literature. Second, a method of hot word extraction based on node centrality is proposed
to identify research hot words from the word network. Then, a structural topic discovery
method is proposed to detect research topics according to the topological structure of
the word network. The consistency between structural topics and semantic topics is
also explored. Finally, experiments are conducted on a collection of scientific literature
in the field of computer science to test the proposed methods. Experimental results
show that the research hot words can be effectively extracted by the proposed hot word
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extraction method, and the obtained structural topics can be consistent with semantic
topics. This result implies that it is feasible to discover the main contents and concerns in
scientific literature from the perspective of network, providing a newway to “knowledge”
discovery in text.

The organization of rest part is as follows. The most related work is described in
Sect. 2. Section 3 presents the hot word extraction method based on node centrality.
Section 4 presents the structural topic discovery method and analyzes the consistency
between structural topics and semantic topics. Experiments are presented in Sect. 5, and
Sect. 6 concludes the work.

2 Related Work

To detect research hot words in scientific literature, one can simply count each word
appears in articles. However, for an article not each word is informative to the main
content. It is thus more realistic to only count the keywords since they condense the
most concerned content of article. There are commonly keywords explicitly provided
for an article, but one may perform keyword extraction to obtain more objective and
suitable keywords. As a fundamental problem in text mining, keyword extraction has
been researched widely and there are many ways to extract keywords. For example,
one can train a machine learning model on a set of documents where the keywords are
known and then used the resulting model to obtain keywords for documents where the
keywords are not known [6]. One can also apply statistical methods to obtain keywords.
The n-gram statistics [7], word frequency, TF-IDF [8], word co-occurrence, and PAT tree
[9] can all be used as statistics of words. Particularly, Biswas et al. proposed KECNW,
which is based on node edge rank centrality with node weight depending on various
parameters, to extract keywords [10].

To detect research topics in scientific literature, one can use topic models. LDA [11]
is a classical model for topics mining in a set of documents. It applies statistics to obtain
the topics and the distribution of each document on the topics. LDA can efficiently
infer topics, but the number of topics is artificially preset. The HDP model overcomes
this limitation by automatically determining the number of topics, but the number of
hidden parameters in HDP increases with the data size [12]. The related topic model
(CTM) represents another extension of LDA, and it uses a logistic normal distribution
to model the variability in the topic proportions of each document to discover related
topics [13]. Linstead et al. first used LDA to extract topics in source code and visualize
software similarity [14]. Zhao et al. proposed a personalized topic recommendation
method based on LDA, called hashtag-LDA, to discover latent topics in microblog [15].
Yin et al. propose a topic model named as LGTA, which is a combination of topic
modeling and geographic clustering, to detect topics from geographic information and
GPS related documents [16]. Link-LDA is extended from LDA to discover latent topics
in a collection of articles by combining citation structures and textual information [17].
Some researchers also integrate author information into LDA, PLSA or HDP to solve
the problem of mining author-topic distribution [18]. Cuietal utilizes TextFlow to show
the split and fusion of themes [19]. Liu developed a method for mapping technological
evolutionary paths using a novel nonparametric topic model named as CIHDP, which
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adds citation information to the topic model to determine the number of topics for better
dynamic topic detection and track scientific literature [20]. BALILI et al. proposed the
TermBall framework, which can simulate the knowledge structure of research topics
and track or predict the evolution of research topics [21]. TermBall represents research
topics as communities of keywords in a dynamic co-occurrence network.

3 Research Hot Word Extraction Based on Node Centrality

Two problems need to be solved to extract research hot words from the perspective of
network. One is how to construct a network based on text data of scientific literature. The
other one is how to use the structure of word network to determine hot words. To solve
these two problems, we propose a research hot word extraction method based on node
centrality. The method consists of two steps: 1) construct a word network according to
the adjacent positions of words; 2) apply a centrality metric to calculate each node’s
centrality value in the word network, and then select the words corresponding to nodes
with high centrality value as hot words. Next, we will describe the two steps in detail.

3.1 The Construction of Word Network

For a collection of scientific literature, we first extract each article’s abstract and con-
catenate all the abstracts to form a text. Here we only consider abstract for each article
because abstract condenses the research content of a article. Then, we preprocess the
text by removing meaningless words and irrelevant words. Meaningless words refer to
words without specific meanings such as conjunctions, prepositions and modal verbs.
Irrelevant words refer to unimportant words. For a word, its importance is measured as.

R(id) = atf id ∗ log(
N

nid
) (1)

where atf id is the times of word id (each word is assigned a unique id ) appearing
in the text, N is the number of articles, nid is the number of articles where word id
appears. After the importance of each word is evaluated by Eq. 1, the words with small
importance are considered as unimportant nodes and are eliminated. Actually, we find
that the distribution of word importance follows a long tail distribution, i.e., a lot of
words have small importance while a few words have extremely large importance.

After the preprocessing above, we construct the word network as follows: each word
in the text is represented as a node, and if two words are adjacent to each other in the
same sentence, a directed edge is established between the corresponding two nodes. For
example, given a text with only one sentence “w1 w2 w1 w3.” where w1, w2, and w3
are three different words, the word network constructed from this text contains 3 nodes
with each one representing one word; and because w1 and w2 are adjacent to each other
in this sentence, there is a directed edge from w1 to w2. Similarly, there are directed
edges from w2 to w1 and from w1 to w3.
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3.2 Node Centrality Calculation and Hot Words Selection

The centrality of a node is used to evaluate the importance or influence of the node,
generally according to the network structure [22]. Thus, we can utilize the centrality
of nodes in word network to extract the hot words in scientific literature. There are
many centrality metrics in the literature, e.g., degree centrality, betweenness centrality
[23, 24], closeness centrality [25], PageRank centrality [26], eigenvector centrality [27].
Some metrics based on local structure such as local clustering coefficient [28] and
neighborhood conductance [29] can be used as local centrality. Among these centralities,
which one is more suitable for our case? First, hot words should appear frequently;
second, hot words should span multiple domains. Moreover, we find that the word
network is very dense, and most nodes have relatively high degree and all nodes have a
degree more than 50 (see experimental part for details). It means that most nodes meet
the first condition. For a node vi, its betweenness centrality is calculated as:

(vi) =
∑

s �=t �=vi

σst(vi)

σst
(2)

where σst is the number of shortest paths from node s to node t, and σst(vi) is the number
of shortest paths through vi. It can be seen from Eq. 2 that if a node frequently appears on
the shortest paths between other nodes, its betweenness centrality is high, implying that
nodes with high betweenness centrality are important bridges connecting other nodes.
This meets the second condition. Therefore, we calculate the betweenness centrality of
each node in the word network, and then select as hot words the words corresponding
to nodes with high centrality value. Specifically, nodes are sorted in descending order
of centrality value, and the top k nodes are selected to obtain hot words.

4 Structural Topic Discovery and Consistence Analysis

4.1 Structural Topic Discovery

The word network reflects the contextual relationship between words, and the nodes that
are densely connected in the word network are context-dependent on each other. We
call the context-dependent words as a structural topic, since they are grouped together
through the topology of word network. Discovering structural topics is essentially the
task of community detection, since each structural topic corresponds to a groupof densely
connected nodes in the word network. Thus, we can perform community detection on
the word network to complete the discovery of structural topics.

Community detection is to find out the subsets of densely connected nodes and take
each of these subsets as a community [30], and is a fundamental problem in network
science. There have been a large number of community detection algorithms proposed
in the literature [31], we can choose one of them to perform on the word network, and
take each obtained community as a structural topic.
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4.2 Consistence Analysis

Further, it is interesting to explore whether the structural topic is consistent with the
semantic topic obtained through semantics (e.g., the topic obtained by LDA). If the
structural topic is consistent with the semantic topic, then we can discover topics through
word network, without using more complex methods such as topic models. Then, how
to analyze the consistence between structural topics and sematic topics? After obtaining
the structural topics as described in the previous subsection, we follow three steps to
fulfil this task: 1) cluster words into different groups to obtain sematic topics; 2) analyze
the connectivity within each semantic topic; 3) analyze the distribution of each cohesive
sematic topic on structural topics.

Sematic Topics. To obtain sematic topics, we first apply the technique of Word2vec
to represent each word as a vector, then use K-means to cluster the word vectors into
different groups. Each group is taken as a sematic topic.

Connectivity within a Semantic Topic. For a semantic topic ST i, we randomly
choose a word in it, and take the node corresponding to the chosen word as starting
node to perform the breadth-first search algorithm on the word network, with the con-
strain of ST i. In particular, for a node encountered by the breadth-first search algorithm,
if the corresponding word belongs to ST i, then the breadth-first search will continue on
this node; otherwise, the breadth-first search is truncated at this node. If the correspond-
ing node of each word in ST i has been visited after the breadth-first search terminates,
ST i is cohesive; otherwise, it is not.

Distribution of a Cohesive Semantic Topic on Structural Topics. For a cohesive
semantic topic ST i, , find the structural topics that overlap with it (two topics are over-
lapped if they have at least one common word), and evaluate the degree of overlap
between ST i and each of these structural topics.

5 Experimental Results and Analysis

In this section, the proposed methods are tested, and the consistency between structural
topics and semantic topics is analyzed. The used dataset is obtained by crawling articles
published inACMand IEEE (only the articles related to computer science are considered
in this publisher) from 2015 to 2019, and a total of 11,592 articles are contained.

Word Network. Following the method described in Sect. 3.1, we construct the word
network corresponding to the dataset, and its structural information is as follows: the
word network contains 849 nodes and more than 100,000 edges, and the average degree
is 135.11, the average length of the shortest paths is 1.84, the density is 0.159, and the
average clustering coefficient is 0.333, implying that theword network is relatively dense
and nodes can easily reach each other. In addition, the degree distribution of the word
network is shown in Fig. 1. It can be seen that this distribution is quite different from
the well-known power-law distribution, and even the minimum degree is larger than 50.
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Fig. 1. Degree distribution of word network

Hot Words. The betweenness centrality distribution is shown in the left figure in Fig. 2.
It can be seen that the range of the centrality values is [12.8, 30654.5]which is a relatively
large span; this distribution follows a power-law distribution, which implies that only a
few nodes have a very high centrality value and most nodes have a very low centrality
value. We empirically take the top 30 words as hot words and show them separately in
the right figure of Fig. 2. It can be seen that the hot words are common technical terms
such as model, algorithm and graph, and there are also some words related to research
topics such as recommendation, classification and cluster.

Fig. 2. Betweenness centrality distribution (left) and the top 30 hot words (right).

In addition, we analyze the neighborhood of hot words. Specifically, for each hot
word, we get the neighbor nodes of its corresponding node, and sort these neighbor
nodes in descending order of centrality value. We find that all the hot words have very
similar neighbors with high centrality, which are further very similar to the hot word set.
Taking “graph” as an example, the first 30 neighbor nodes are exactly the same to the
top 30 hot words (the ones shown in the right figure in Fig. 2). This implies that all the
hot words are highly connected. Further, it seems that the word network is composed of
highly connected hot words and marginal words closely surrounding the hot words.

Structural Topics and Consistence with Semantic Topics. To obtain the structural
topics on the word network, we apply a very popular algorithm of community detection,
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named as Louvain [32], to perform community discovery on the word network, and each
community is taken as a structural topic. In order to evaluate the quality of the obtained
structure topics from network structure (i.e., the quality of the discovered communities),
we apply two metrics: conductance and density. The conductance of a community is the
proportion of out-going edges to the total edges induced by the nodes in this community,
and density is the ratio of edges in the community to the ones in the complete graph
containing the same nodes. Lower conductance indicates better community while higher
density indicates better one. The details of the two metrics are referred to [33]. The left
figure in Fig. 3 shows the evaluation result (isolated nodes are not shown); each node
represents a community and the node size is proportional to the community size, the
value on the left of “-” is conductance and the one on the right is density. It can be seen
that the connections within communities are relatively dense (high density), but there are
also many connections between communities (high conductance). It can be inferred that
the boundary between communities is blurred, which is reasonable in dense networks.

Fig. 3. The quality of the structural topics from the perspective of network structure (left) and the
obtained structural and semantic topics and their distribution (right)

To obtain the sematic topics, we apply Word2vec to convert each word into a vector
of 100 dimensions, and then use K-means to cluster the word vectors into different
groups. Consequently, 35 semantic topics are obtained. After checking the connectivity
of semantic topics, we find that the semantic topics to which the hot words belong are
all cohesive. This means that the hot words have good connectivity in the word network,
which is consistent with the definition of betweenness centrality. Besides, there are
three semantic topics that are not cohesive, but they are also semantically unimportant.
To analyze the consistence between structural topics and semantic topics, we compare
structural topics and semantic topics from amacro perspective, and the results are shown
in the right figure of Fig. 3, where each separated part indicates a structural topic, and
each color indicates a semantic topic. It can be seen that there are three types of semantic
topics that are relatively tight in structure, and most words of them are within the same
structural topic. The first type is related to proper nouns (such as GPU, disk, file, etc.),
including three semantic topics. Most words in them are distributed within one structural
topic (the largest structural topic in the upper left corner), and they are the mainmembers
of that structural topic. The second typemainly involves business andmarketmedia (such
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as amazon, commerce, sale, profit, market, twitter, etc.), including three semantic topics.
Most words in them are also within the same structural topic (the largest structural topic
in the lower right corner). The third type also includes three sematic topics, mainly
involving expressions related to daily life (such as traffic, taxi, bus, GPS, home, car,
vehicle, weather, etc.). To these three types of sematic topics, each of them concentrates
on one structural topic, indicating that these sematic topics are similar to structural topics.
Furthermore, thewords belonging to semantic topics related to graph theory are basically
distributed in the leftmost structural topic, but this structural topic also contains other
words such as bridge, connectivity, neighbor, and motif, which are all related to graph
theory. This indicates that in this case the structural topic is better than the semantic
topic. In addition, there are eight isolated nodes (upper left corner) corresponding to
words of model, framework, application, machine, feature, recommendation, graph and
algorithm, respectively. There are also 4 semantic topics scattered in multiple structural
topics, which are pink-purple, green, orange, and brown, and we find that the words of
these sematic topics are unimportant in terms of centrality. From the discussion above,
it can be inferred that in some cases the structural topics and the semantic topics are
consistent.

6 Conclusion

From the perspective of network, this paper explores the methods of extracting research
hot words and discovering research topics in scientific literature. Specifically, a word
network is constructed to represent the contextual relationship of words in abstracts of
articles. Based on the word network, we propose to extract hot words by node central-
ity and discover structural topics by community detection. Moreover, we analyze the
consistency between structural topics and sematic topics. Experimental results on a col-
lection of articles show that the proposed hot word extraction method can effectively
extract research hot words, and the structural topics are consistent with semantic topics
in some cases. This provides a potential way to mine research hot words and topics.
However, this work is preliminary and requires more study in the future. For example,
testing the methods on large datasets to obtain pervasive conclusion, trying or designing
more suitable methods to discover structural topics, and designing suitable metrics to
improve consistence analysis.
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