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Preface

Welcome to the post-proceedings of ChineseCSCW 2022, the 17th CCF Conference on
Computer-Supported Cooperative Work and Social Computing.

ChineseCSCW 2022 was organized by the China Computer Federation (CCF), and
co-hosted by the CCF Technical Committee on Cooperative Computing (CCF TCCC),
the Taiyuan University of Science and Technology, and the Shanxi Datong University,
in Taiyuan, Shanxi, China, during November 25–27, 2022. The conference was also
supported by SCHOLAT and Guangdong Xuanyuan Network Technology Co., Ltd.
The theme of the conference was Human-Centered Collaborative Intelligence, which
reflects the emerging trend of the combination of artificial intelligence, human-system
collaboration, and AI-empowered applications.

ChineseCSCW (initially recognized as CCSCW) is a highly reputable conference
series on computer-supported cooperative work (CSCW) and social computing in China,
and has a long history. It aims at bridging Chinese and overseas CSCW researchers,
practitioners, and educators, with a particular focus on innovative models, theories, tech-
niques, algorithms, and methods, as well as domain-specific applications and systems,
from both technical and social aspects in CSCW and social computing. The conference
was initially held biennially since 1998, and has been held annually since 2014.

This year, the conference received 211 submissions, and after a rigorous double-
blind peer review process, only 60 of them were eventually accepted as full papers to
be orally presented, resulting in an acceptance rate of 28%. The program also included
30 short papers, which were presented as posters. In addition, the conference featured
6 keynote speeches, 5 high-level technical seminars, the ChineseCSCW Cup 2022 Col-
laborative Intelligence Big Data Challenge, the Forum for Outstanding Young Scholars,
the Forum for Presentations of Top-Venue Papers, and an awards ceremony for senior
TCCCmembers. We are grateful to the distinguished keynote speakers, Changjun Jiang
(CAE Member) from Tongji University, Xingshe Zhou from Northwestern Polytechni-
cal University, Ting Liu from Harbin Institute of Technology, Xing Xie from Microsoft
Research Asia, Xin Lu fromNational University of Defense Technology, and Tong Zhang
from South China University of Technology.

We hope that you enjoyed ChineseCSCW 2022.

November 2022 Yong Tang
Peikang Bai
Liying Yao
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Abstract. In order to improve the accuracy of short-term PM2.5 prediction, we
proposed a new hybrid solution that combines several machine learning tech-
niques. Firstly, a set of phase space features are obtained from PM2.5 historical
data based on PSR technique and combined with numerical weather prediction
(NWP) data to construct a pool of candidate features. Secondly, the optimal fea-
ture subset is selected and input to the multi-step ahead prediction model based
on the RReliefF feature selection algorithm. Then, K-means clustering is used
to divide the input instances into a number of subsets to train ANFIS. Finally,
the particle swarm optimization (PSO) algorithm is used to optimize the ANFIS
network’s parameters. In order to verify the effectiveness of the proposed method,
two benchmark models (PSR-FS, PCA-FS) were established to compare with the
hybrid model. The experimental results showed that the hybrid solution obtained
the best prediction performance in short-term PM2.5 prediction.

Keywords: PM2.5 prediction · Multi-step ahead prediction · Machine learning ·
Hybrid model · Benchmark model

1 Introduction

PM2.5 refers to particulate matter in the atmosphere with a diameter less than or equal
to 2.5μ, which is one of the air pollutants and is harmful to humans. Therefore, there is a
need for accurate monitoring and prediction of PM2.5 pollution. Due to the nonlinearity
and instability of PM2.5 data, accurate prediction on different time scales (daily and
hourly) and timely reporting to air quality management department is required. Short-
term PM2.5 prediction a few hours in advance can provide strong support to the relevant
departments for PM2.5 control.

In recent years, researchers have investigated short-term PM2.5 prediction from
different perspectives, and classifying short-term PM2.5 predictions into following 3
categories: (1) Physical-based methods [1–3], focus on modeling using meteorological
and geographic information, which can usually perform well over a longer range. (2)
Statistical-based methods [4–6], which are based on historical data to identify internal
patterns and trends in order to derive prediction results. (3) Machine learning-based
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methods [7–9] are mainly supervised learningmodels. However, the prediction accuracy
of these models needs further improvement.

In recent years, the feature selection and analysis of PM2.5 prediction models based
on machine learning have received much attention.

The prediction accuracy of the model can be improved by feeding the information
obtained from PM2.5 historical data into the supervised model. For example, Jin [10]
et al. used wavelet decomposition (WD) to preprocess PM2.5 data, trained a gated recur-
sive unit (GRU) network by using the decomposition results and used the network to pre-
dict PM2.5. Teng [11] et al. combined empirical modal decomposition (EMD) method,
sample entropy (SE), and bidirectional long and short-termmemory neural network (Bi-
LSTM) to construct a novel hybrid prediction model to predict PM2.5 concentrations
in the future 1–24 h. Qin [12] et al. used the ensemble empirical modal decomposi-
tion (EEMD) for Beijing PM2.5 data and constructed support vector regression (SVR)
models for prediction based on the decomposed subseries.

In addition, numerical weather prediction (NWP) data (including humidity, wind
direction, atmospheric pressure, temperature, wind speed, etc.) can also be used as input
variables for supervised models. It is important to note that unrelated and superfluous
variables reduce the accuracy as the dimension of the input variables increases. There-
fore, suitable variables need to be selected by feature selection methods. The commonly
used feature selection methods mainly include filtering methods, packing methods and
embeddedmethods. Filteringmethods rank input variables based on relevance and select
the top-ranked input variables to train the model and improve its predictive ability. Pack-
ing methods use prediction models to score subsets of input variables. The embedded
methods are similar to the packing methods, except that it optimizes the objective func-
tion of the prediction model. In this paper, the filtering methods are chosen for feature
selection, which have low computational complexity and are not prone to over-fitting.

As far as the authors know, few currently available PM2.5 prediction methods can
improve the accuracy of prediction models by selecting appropriate variables while
fully considering the usable information (e.g., PM2.5 historical data and NWP data).
Therefore, this paper proposed a new hybrid prediction method that considers both
PM2.5 historical data and NWP data and uses a filtering method to select the optimal
features to train the prediction model. The basic idea of the proposed model is shown in
Fig. 1.

First, the nonlinearity and instability features of the original PM2.5 data were iden-
tified and processed by using the phase space reconstruction (PSR) technique, and these
features were combined with NWP data to construct a candidate feature pool; Then the
most suitable features were selected from the candidate feature pool according to the
RReliefF algorithm, and the instances of these features were K-means clustered to obtain
subsets of different categories, which were input into the ANFIS model for training, and
the particle swarm optimization (PSO) is used to optimize the model; Finally, the model
is used to predict the PM2.5 concentration in the future 1–24 h.
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Fig. 1. Basic idea of the proposed model.

2 Feature Selection

For multi-step prediction of PM2.5, a univariate historical data of PM2.5 is known, and
the features required for the model need to be selected during modeling, i.e., feature
selection. As the chaotic characteristic of the PM2.5 historical data, its correlation with
future PM2.5 concentrations decays rapidly with increasing prediction time steps, which
leads to a decrease in prediction performance. Therefore, both PM2.5 historical data and
NWP data need to be used as features. The purpose of introducing NWP data is to pro-
vide auxiliary information for PM2.5 prediction, such as wind humidity, wind direction,
atmospheric pressure, temperature, wind speed. For different steps of prediction, these
features have different effects on the prediction objectives. Therefore, the feature selec-
tion is divided into two stages. First, the initial features are selected from the PM2.5
historical data based PSR method, and the initial features are further combined with the
NWP data to construct the candidate feature pool. Second, the optimal input variables
are filtered from the candidate feature pool based on the RReliefF algorithm.

2.1 Candidate Feature Pool Construction Based on PSR Method and NWP Data

PM2.5 as a complex spatio-temporal object is a typical chaotic time series.PSR is an
valid tool to analyze the dynamic patterns of chaotic data. Therefore, this paper used the
PSR method to identify and process the nonlinearity and instability of PM2.5 data. The
basic idea of PSR is to expand the one-dimensional data into a high-dimensional space,
so as to mine the effective information in the original data. Its key is to determine the
delay time τ and the embedding dimension m, which determine the similarity degree of
the phase space and the size of the chaotic attractor to obtain the most streamlined data
structure and the best kinetic information of PM2.5, i.e., the initial features.

There are two views on the determination of the above two parameters. The first view
is to assume that the two parameters are uncorrelated and independent of each other,
and to calculate the values of the two parameters separately. The delay time τd can be
calculated by auto correlation function, multiple auto correlation, mutual information,
etc. The embedding dimension m can be calculated by G-P algorithm or pseudo-nearest
neighbor algorithm. The second view is to assume that the two parameters are interde-
pendent, so that the delay time τd and the embedding dimension m are calculated along
with the delay time window τω = (m − 1)τd. The C_C method can calculate the delay
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time window τω, and it has the advantages of easy operation, small computation and
noise immunity [13, 14]. Therefore, in this paper, the C_C method is used to determine
these two parameters.

The C_C method is described as follows: For a time series {x(t)} of length N, its
phase space is reconstructed as: {x(i)}(i = 1, 2, …, M), M = N − (m − 1)τd, where the
time delay is τd and the reconstruction dimension is m, define the correlation integral
as:

C(m,N , r, t) = 2

M (M − 1)

∑
1≤i≤j≤M

θ(r − dij), r > 0 (1)

where dij is the Euclidean distance between vectors, dij =‖Xi −Xj‖; Heavisible function
θ(x) = 0(x < 0) or 1(x ≥ 0), and r is the radius of the time series. The time series {x(t)}
is divided into t mutually non-overlapping sub-sequences, i.e.:

x1 = {x(1), x(t + 1), ..., x(N − t + 1)}
x2 = {x(2), x(t + 2), ..., x(N − t + 2)}
...

xt = {x(t), x(2t), ..., x(N )}
(2)

Define the test statistic of the sub-sequence as:

S(m, r, t) = 1

t

∑t

s=1
[Cs(m, r, t) − Cm

s (1, r, t)],m = 2, 3, ... (3)

According to the BDS statistical findings, the C_C method mainly calculates the
values of the following 3 statistics:

S(t) =
∑5

m=2

∑4

j=1
S(m,rj,t) (4)

�S(t) = 1

4

∑5

m=2
�S(m, t) (5)

Scor = �S(t) + ∣∣S(t)
∣∣ (6)

where rj = jσ/2, σ is taken as the standard deviations of the time series, and the value of
S(m, r, t) is estimated using Eq. (3).

�S(m, t) = max{S(m, rj, t)} − min{S(m, rj, t)} (7)

After the calculation, then the optimal τd takes the first local minima of �S(t) ~ t
and the optimal τω takes the global minima of Scor(t) ~ t. In addition, the embedding
dimension m can be obtained by the following equation:

m = τω

/
τd + 1 (8)

The initial features associated with the PM2.5 historical data are obtained by
estimating the delay time τd and the embedding dimension m by the C_C method:
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Initial_FeaturesPM2.5(t) = [x(t), x(t − τd), …, x(t − (m − 1)τd)], where x(t) is the
PM2.5 concentration value observed at the current moment t.

The initial input variables associated with the NWP data are:

InitialFeaturesNWP (t) = [WS(t),WD(t),T (t),H (t),P(t)] (9)

whereWS(t), WD(t), T(t), H(t), P(t) denotes the values of NWP (wind speed, wind direc-
tion, temperature, humidity, and atmosphere pressure) at the moment t, respectively.
Therefore, the candidate feature pool constructed based on PSR and NWP is: Candi-
date_Features = [Initial_FeaturesPM2.5(t), Initial_FeaturesNWP(t)] and the dimension of
the candidate feature pool: |Candidate_Features| = m + 5.

2.2 Optimal Feature Selection Based on RReliefF Algorithm

In general, well-chosen features input to the model can actively improve the perfor-
mance of the model.The RReliefF algorithm is a feature selection algorithm with good
performance and is mainly used to solve regression problems.RReliefF algorithm is
an extension of the Relief algorithm that is more powerful and can handle incomplete
and noisy data [15]. RReliefF algorithm provides information about the attribute qual-
ity. Assume that W[A] is the quality of attribute A, which is an approximation of the
following Bayesian rule:

W [A] = PdiffC|diffAPdiffA

PdiffC
− (1 − PdiffC|diffA)PdiffA

1 − PdiffC
(10)

W[A] can be calculated directly using the probabilities of the predicted values of
two different instances, PdiffA, PdiffC and PdiffCIdiffA defined as follows:

PdiffA = P(different value of A|nearest instances) (11)

PdiffC = P(different prediction|nearest instances) (12)

PdiffC|diffA = P(different value of A|different value of A and nearest instances) (13)

The main idea of RReliefF algorithm is that some instances are randomly selected
from the training data, and then k sets of the same type are obtained by searching the
nearest neighbors. Finally, the weight value of each feature is obtained and ranked. The
feature with the highest weight value is selected to train the prediction model.

Therefore, in this paper, the feature selection based on RReliefF algorithm ranks the
priority of all the features in the candidate feature pool and selects different numbers of
top-ranked features to train the model, and based on the training results of the model,
the optimal number of final features can be determined.

3 The Proposed Hybrid Prediction Model

In this paper, a hybridmethod combiningK-means clustering, PSO andANFIS is applied
to the prediction model.
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3.1 Subset Division Based on K-means Clustering Algorithm

TheK-means clustering algorithm is a division-based unsupervised learningmethod that
is widely used in business and scientific research for its practical, simple and efficient
features. It can divide the input data set into different classes of subsets, while the same
class of data has similar features. Inputting these same type of data into the model for
training can significantly reduce the complexity of model training.

The basic steps of the K-means clustering algorithm are as follows [16]:

(1) Data preprocessing: Normalize the data in the input data set D into the space of [0,
1] to obtain n data points p1, p2, …, pn;

(2) Initialization: The number of clusters k is chosen, and k points c1, c2, …, ck, as
initial cluster centroids, are randomly selected from the n data points.

(3) Divide the clusters and calculate the Euclidean distance dist between each data
point p1, p2, …, pn and centroids c1, c2, …, ck, the data points are divided into the
nearest centroid clusters set S1, S2, …, Sk; The Euclidean distance dist between
data object p (with m-dimensional attributes) and the i-th(1 ≤ i ≤ k) centroid of the
cluster is computed as:

dist(ci, p) =
√∑m

j=1
(cij − pj)2 (14)

(4) Update the cluster centroids: Calculate the mean value of data points in each cluster
set Si(1 ≤ i ≤ k) as:

c′
i = sum

num
=

∑
p∈Si p
|Si| (15)

Update the mean c′
i to the new cluster centroid of the K-means clustering algorithm

and calculate the Sum of Squares Due to Error (SSE) for each cluster:

SSE =
∑k

i=1

∑
p∈Si

(dist(c′
i, p))

2 (16)

(5) The algorithm ends with the judgment that if the number of iterations reaches the
set upper limit or the objective function SSE converges, the clustering centroid is
returned and the clustering results are output; Otherwise, it returns to steps 3 to 5.

During the training process, the clustering results are used to train theANFISnetwork
model, thus helping to determine the parameters of the ANFIS network model. In the
prediction process, the data vector closest to the center of the clustering is fed into the
model for prediction.

3.2 Optimization of ANFIS Network Model Based on PSO Algorithm

ANFIS combines the ability of fuzzy systems to simulate inference processes and handle
uncertainty with the learning ability and adaptability of neural networks, and compared
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to traditional machine learning algorithms, ANFIS is able to approximate nonlinear
functions with arbitrary accuracy and is agile and efficient, without problems such as
hyperparameters and kernel function selection [17].

Assume that x and y are the inputs and z is the output. For the 1st-order Sugeno
fuzzy model (p, q, and r are constant parameters), with the following 2 fuzzy rules.

(1) if x is A1 and y is B1 then z1 = p1*x + q1*y + r1.
(2) if x is A2 and y is B2 then z2 = p2*x + q2*y + r2.

The typical structure of the 1st-order ANFIS is shown in Fig. 2. The network struc-
ture in Fig. 2 is divided into 5 layers: fuzzification layer, rule layer, normalization
layer, defuzzification layer and output layer. Here the output of the i-th node in layer 1
(fuzzification layer) is denoted as O1,i.

Layer 1: Each node i is an adaptive node in this layer and the output is given by the
following equation:

O1,i =
{

μAi (x), i = 1, 2
μBi−2(y), i = 3, 4

(17)

Fig. 2. Typical structure of ANFIS.

where μ is the affiliation function of ANFIS. The affiliation function has Gaussian
type function, triangular function, trapezoidal function and bell-shaped function, and
the Gaussian type function is usually selected as shown in the following equation:

μA(x) = exp

⎧
⎨

⎩−
[(

x − ci
ai

)2
]bi

⎫
⎬

⎭ (18)

where ai is the variance of the affiliation function; bi is the trainable parameter; and ci
is the height of the affiliation function spikes.

Layer 2: Node i is a fixed node in this layer, marked as �. Its output is the product
of all input signals, which represents the excitation strength of a rule. The output of this
layer is given by the following equation:

O2,i = ωi = μAi (x)μBi (y), i = 1, 2 (19)



10 Y. Wang et al.

Layer 3: Node i is a fixed node, marked as N. This layer is a normalization of the
individual rule adaptations.

O3,i = ωi = ωi

ω1 + ω2
, i = 1, 2 (20)

Layer 4: The nodes in this layer are adaptive nodes, and each node corresponds to a
fuzzy rule.

O4,i = ωifi = ωi(pix + qiy + ri), i = 1, 2 (21)

Layer 5: The nodes in this layer are fixed nodes, marked as �, which calculate the
sum of all incoming signals as the final output.

O5,i =
∑

i

ωifi =
∑

i ωifi∑
i ωi

(22)

In this paper, we use the ANFIS method to fit the training set, construct a prediction
model, and use the PSO algorithm to heuristically optimize the ANFIS network param-
eters to improve the prediction accuracy of the model. The PSO algorithm, developed
by Eberhart and Kennedy in 1995, was originally inspired by the regularity of flocking
activity of birds of prey, which in turn led to a simplified model using group intelligence
[18]. The PSO algorithm is described as a search for a spatial distribution of n particles
in e-dimensional space, with the velocity and position of the i-th particle described as:
Vi = {vi,1, vi,2, …, vi,e} and Xi = {xi,1, xi,2, …, xi,e}.

The updated equations for the velocity and position of the particle are:

vi,j(t + 1) = ρvi,j(t) + c1r1�pbesti − xi,j(t)� + c2r2�gbesti − xi,j(t)� (23)

xi(t + 1) = xi(t) + vi(t + 1) (24)

where ρ is the inertia weight; c1 and c2 are particle accelerations; r1 and r2 are random
vectors; pbesti is the current particle local optimum; and gbesti is the global optimum.

4 Analysis of Results

To validate the reliability of the proposed method, this paper uses the PM2.5 and NWP
datasets of Beijing with a time interval of 1 h (e.g., 24 observations per day). The dataset
is divided into two non-overlapping parts. The first part is the dataset for the whole
year of 2019, which is used for input variable selection and prediction model training.
The second part is the dataset for the whole year of 2020 and is used for testing the
prediction model. The proposed method is implemented in the PyCharm programming
environment.
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4.1 Feature Selection Analysis

Using PM2.5 historical data, the PSO parameters τd and m were determined by the C_C
method, and the curves of �S(t) ~ t and Scor(t) ~ t were plotted, as shown in Fig. 3.

As can be seen from Fig. 3, the optimal delay time is taken as the first local minima
of the curve �S(t) ~ t, i.e., τd = 3 h.

The optimal delay time window is taken as the global minimum of curve Scor(t) ~
t, i.e., τω = 12 h. From this, the delay time τd = 3 h and the embedding dimension m =
5 can be determined.

The initial input variables associated with the PM2.5 historical data can be obtained
based on the reconstructed parameters obtained by the C_C method. Assuming that the
current moment is t, Then the initial input variables associated with the PM2.5 historical
data are:Initial_FeaturesPM2.5(t) = [x(t), x(t − 3), x(t − 6), x(t − 9), x(t − 12)], where
x(t) is the observed value of PM2.5 at moment t. The set can be simplified to: {His1,
His2, His3, His4, His5}. Meanwhile, the initial variables associated with the NWP data
is: Initial_FeaturesNWP(t)= [WS(t), WD(t), T(t), H(t), P(t)], and the set can be simplified
to: {WindV, WindD, Temp, Hum, ATP}; Therefore, the final candidate feature pool can
be obtained as: {His1, His2, His3, His4, His5, WindV, WindD, Temp, Hum, ATP}.

Fig. 3. Calculation of delay time and embedding dimension by C-C method.

Then, the features in the candidate feature pool are ranked by the RReliefF algorithm,
and different number of features are selected to train the model, and the error trend plot
of the prediction models in different time range (6 h, 12 h, 18 h and 24 h ahead) are
obtained, as shown in Fig. 4.

As can be seen from Fig. 4, when the model accuracy no longer grows or grows very
slowly, this paper considers that adding further features does not improve the prediction
accuracy of the model to obtain the optimal number of feature selection. Since the model
have different prediction steps, the number of feature selectionmay changewith different
prediction steps.

Table 1 shows the detailed ranking and selected number of the candidate features
pool in different prediction steps.

As can be seen from Table 1, the ranking of features belonging to the same time
range is similar, and humidity, wind direction, and temperature are ranked the highest,
historical data are in the middle, and wind speed and atmospheric pressure are ranked
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Fig. 4. Calculation of delay time and embedding dimension by C-C method.

last in all the prediction steps. For the different prediction step, the candidate feature
pool is first ranked, and then the different number of top-ranked features are input into
the model for training, and an optimal subset of features is selected according to the
prediction accuracy of the model, thus effectively reducing the input dimension and
interference information.

4.2 Feature Selection Analysis

The features selected in the training set are used to train the above hybrid prediction
model, and then the trained model is used to obtain the prediction results in different
time ranges (6 h, 12 h, 18 h and 24 h Ahead) on the test set, as shown in Fig. 5. Figure 5
shows the graph of the prediction results of the model in different time ranges.

From Fig. 5, it can be seen that the prediction curves of the proposed hybrid model
in the range of 6 h is closer to the actual value curves compared to 12 h, 18 h and 24 h.
It can be concluded that the hybrid model has a good prediction effect in the short-term
PM2.5 prediction.

To evaluate the effectiveness and accuracy of the proposed hybrid prediction model,
three performance metrics, such as MAE, RMSE, and MAPE, are used, as shown in
Eq. (25), (26), and (27).

MAE = 1

N

∑N

i=1

∣∣(yi − ŷi)
∣∣ (25)

Fig. 5. Prediction results of the model at different time ranges.
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Table 1. Detailed ranking and selected number of candidate feature pool in different prediction
steps.

Steps Ranked Features num

1-step Hum, His5, WindD, Temp, His3, His4, His1, WindV, His2, ATP 5

2-step Hum, Temp, WindD, His5, His3, His4, His1, His2, WindV, ATP 6

3-step Hum, WindD, Temp, His5, His4, His3, His1, His2, WindV, ATP 5

4-step Hum, WindD, Temp, His5, His4, His3, His1, His2, WindV, ATP 5

5-step Hum, WindD, Temp, His5, His4, His3, His1, His2, WindV, ATP 6

6-step Hum, WindD, Temp, His4, His5, His3, His1, His2, WindV, ATP 5

7-step Hum, WindD, Temp, His4, His5, His3, His2, His1, WindV, ATP 6

8-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 6

9-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 6

10-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 5

11-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 5

12-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 5

13-step Hum, WindD, Temp, His4, His5, His2, His1, His3, WindV, ATP 6

14-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 6

15-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 6

16-step Hum, WindD, Temp, His4, His5, His3, His2, His1, WindV, ATP 6

17-step Hum, WindD, Temp, His4, His5, His3, His1, His2, WindV, ATP 5

18-step Hum, WindD, Temp, His4, His5, His3, His1, His2, WindV, ATP 5

19-step Hum, WindD, Temp, His5, His4, His1, His3, His2, WindV, ATP 6

20-step Hum, WindD, Temp, His5, His3, His4, His1, His2, WindV, ATP 7

21-step Hum, WindD, Temp, His5, His1, His3, His4, His2, WindV, ATP 6

22-step Hum, WindD, Temp, His5, His1, His3, His4, His2, WindV, ATP 6

23-step Hum, WindD, Temp, His1, His5, His3, His4, His2, WindV, ATP 6

24-step Hum, WindD, Temp, His4, His5, His2, His3, His1, WindV, ATP 7

RMSE =
√

1

N

∑N

i=1

∣∣(yi − ŷi)
∣∣2 (26)

MAPE = 1

N

∑N

i=1

∣∣∣∣
yi − ŷi
yi

∣∣∣∣ × 100% (27)

In order to evaluate the effectiveness of the proposed FS method based on the RReli-
efF algorithm, i.e., the RReliefF-FS model, two benchmark models for feature selection
were constructed separately for comparative analysis, i.e., the PSR-based feature selec-
tion (PSR-FS) model and the PCA-based feature selection (PCA-FS) model. For the
PSR-FS model, the selected features include all the PSR variables obtained by the C_C
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method and all the NWP variables, i.e., all the variables in the candidate feature pool,
without further selection. For the PCA-FS model, the selected features are mainly the
variables obtained from the candidate feature pool based on principal component anal-
ysis. Some multi-step hybrid prediction models are constructed to perform prediction
based on these three feature selection methods, respectively.

The performance of the models based on these three feature selection methods was
evaluated using the three performance metrics (MAE, RMSE, and MAPE) described
above. Table 2 shows the comparison of the multi-step prediction performance of the
different models.

Table 2. Multi-step prediction errors of different models.

Steps RReliefF-FS PSR-FS PCA-FS

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE

1-step 1.6 1.2 2.7 12.5 10.3 43.3 1.7 1.3 3.2

2-step 2.6 1.8 3.9 11.6 9.2 29.7 3.5 3.0 7.4

3-step 3.9 2.9 6.7 11.8 9.0 23.8 4.6 3.7 8.6

4-step 4.2 3.1 6.8 11.5 8.6 19.7 6.1 4.8 10.7

5-step 5.6 4.4 10.1 11.6 8.4 20.1 6.6 5.2 12.1

6-step 6.8 5.1 11.4 11.8 8.4 20.0 7.6 5.7 13.2

7-step 9.4 7.3 17.7 11.8 8.6 21.4 8.5 6.5 15.3

8-step 10.2 8.0 18.3 12.3 9.0 20.4 8.6 6.2 14.9

9-step 11.0 8.9 20.4 12.4 8.8 21.9 10.4 8.1 18.3

10-step 12.7 9.3 22.3 12.2 8.7 21.5 10.0 7.5 17.8

11-step 12.8 9.5 23.1 12.9 9.3 23.0 9.9 7.4 17.3

12-step 12.9 9.7 23.4 13.2 9.6 23.9 10.8 8.2 19.4

13-step 13.2 9.9 24.1 13.1 9.6 24.1 10.9 8.3 19.5

14-step 13.2 10.1 26.3 13.6 9.9 24.9 12.3 9.7 23.3

15-step 13.3 10.6 26.9 13.8 10.1 25.5 16.7 13.5 33.9

16-step 14.2 10.7 27.2 14.1 10.5 26.6 10.9 8.0 17.7

17-step 14.4 10.9 27.8 12.6 9.5 21.9 11.1 8.0 17.7

18-step 14.8 11.1 28.5 13.7 9.9 24.4 13.4 10.0 25.0

19-step 14.9 11.1 29.4 13.6 9.7 23.8 13.4 9.9 24.4

20-step 15.0 11.6 29.9 12.2 8.8 20.0 12.3 9.0 21.1

21-step 15.1 11.7 30.1 12.1 9.0 19.8 12.5 9.1 22.5

22-step 15.6 12.1 34.1 12.5 8.9 20.6 12.9 9.4 23.7

23-step 16.0 12.2 40.6 12.6 9.4 21.0 11.5 8.7 20.2

24-step 16.6 12.5 40.9 13.0 9.6 21.9 12.5 9.1 21.8
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As shown in Table 2, the prediction errors based on the proposed method at 1–6 steps
are the smallest compared to both benchmark models. This indicates that the proposed
method has excellent performance in PM2.5 short-term prediction. Overall, firstly, the
prediction error of the RReliefF-FS method increases with the increase of the prediction
step, where the lowest value is the 1-step prediction with the values of MAE, RMSE
and MAPE of 1.56, 1.2 and 2.7%, respectively. Secondly, the overall variation of the
prediction error based on the PSR-FS method is not significant, where the lowest value
is for the 2-step prediction with the values of MAE, RMSE and MAPE of 11.5, 8.6 and
19.7%, respectively, where the highest value is for the 16-step prediction with the values
of MAE, RMSE and MAPE of 14.1, 10.5 and 26.6%. Finally, the prediction error based
on the PCA-FS method also increases with the increase of the prediction step, where
the lowest value is the 1-step prediction with the values of MAE, RMSE, and MAPE of
1.7, 1.3, and 3.2, respectively. Therefore, the proposed method has better performance
than the benchmark model in the short-term prediction of PM2.5.

For a more visual comparison, Fig. 6 shows the curve trends of MAE, RMSE, and
MAPE for themulti-step predictionmodels based on different feature selectionmethods.

Fig. 6. Error trend of multi-step prediction models based on different feature selection methods.

As shown in Fig. 6, there are fluctuations in the curves of both benchmark models,
especially in the medium-length prediction phase, while in the proposedmodel, the error
trend increases smoothly, and the error values of the 1–6 step prediction are smaller
than those of the other benchmark models, indicating that the RReliefF-FS model can
effectively select appropriate features in PM2.5 short-term prediction, showing better
adaptability and robustness.

5 Conclusion

In this paper, a new multi-step ahead prediction algorithm for PM2.5 based on hybrid
machine learning techniques is proposed. First, the PSR method and the RReliefF algo-
rithm are used for FS. Secondly, K-means clustering is used to divide the input instances
into a number of subsets to train ANFIS, and finally, the PSO algorithm is used to opti-
mize the parameters of the ANFIS network. The proposed method is extensively eval-
uated and validated by building two benchmark models for comparative analysis. The
experimental results show that the proposed model is superior in short-term prediction.

The model is generalized and the accuracy of the model in medium- and long-term
forecasting needs to be improved, and future work needs to be improved in these two
areas.
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Abstract. The flight training comments are textual evaluation from the
instructor to the flight training students. Extracting the assessment expe-
rience and knowledge from the flight training comments can help improve
the flight training level. To this end, a joint extraction framework is pro-
posed in this paper. For the model input, we use an end-to-end grid
tagging scheme as the decoding algorithm to extract aspect terms, opin-
ion terms and opinion pairs simultaneously. Considering the continuity of
terms, we propose WoBERT as encoder, which modifies the pre-trained
word segmentation based on BERT, and realizes Chinese word segmen-
tation at word-level granularity. We conduct extensive experiments on a
real flight training comments dataset. The results show that the model
with WoBERT as the encoder achieves the best performance with a F1-
score of 0.647, which can be used for the task of knowledge extraction
from the flight training comments.

Keywords: Flight training comments · Opinion pair extraction ·
Word granularity · Natural language processing · WoBERT

1 Introduction

Flight training comments are textual evaluations given by the instructor to the
flight students during the flight assessment. Extracting the instructors’ assess-
ment experience and knowledge from the flight training comments can help
improve the flight training level of students and provide support for a scien-
tific, effective and comprehensive initial flight training assessment, which has
important research value and practical significance.
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For the unstructured flight training data represented by instructor reviews,
natural language processing techniques are needed to understand the assessment
knowledge embedded in them. However, there has no research in this area being
reported, and the more relevant ones are research on keyword extraction and
fine-grained sentiment analysis. The existing research works mainly focus on
commodity reviews, film and TV reviews, etc., and no research efforts were
observed for reviews related to flight training.

Aspect-based sentiment analysis (ABSA) is an important research direc-
tion in sentiment analysis task, which has attracted great attention from both
academia and industry. Based on the flight training comments that have strong
domain specificity, this paper proposes an joint evaluation knowledge extraction
framework for flight training comments. Firstly, we perform BIO (Beginning,
Inside, Outside) tagging on the data to offer convenience to the decoding algo-
rithm. Secondly, an improved BERT model is used as the underlying encoder
for training. This improved BERT model can achieve word-level Chinese word
separation at the pretraining granularity to make full use of the professionalism
of flight training comments. In addition, similar to Wu et al. [12], considering
that the traditional pipeline approach is prone to error propagation, the paper
also uses an end-to-end grid tagging scheme as the decoding algorithm to extract
aspect terms, opinion terms and opinion pairs at the same time.

2 Related Work

2.1 Keyword Extraction

In keyword extraction research, Gollapalli et al. [3] proposed a method to fuse
expert knowledge to improve the accuracy of keyword extraction. Zhang et al.
[15] proposed the MIKE keyword extraction method by integrating multidi-
mensional heterogeneous information into a unified model. Papagiannopoulou
et al. [7] proposed an unsupervised keyword extraction method based on local
word embeddings to improve the quality of keyword extraction by training word
embedding vectors on a single document. Florescu et al. [2] proposed SurfKE, a
keyword extraction algorithm based on graph representation learning, consider-
ing the disadvantages of traditional methods that require manual feature extrac-
tion. Qiu et al. [9] proposed OEWE, an automatic keyword extraction method
based on word embedding, for documents related to the field of earth sciences.
Yang et al. [14] studied the keyword extraction problem on short Chinese texts
and proposed an extraction model combining a BiLSTM neural network with
attention. Jing et al. [6] proposed a joint ABSA model by introducing a dual
encoder design, one focusing on the classification of opinion pairs and the other
on sequence labeling, to improve the effectiveness and robustness of the model.

2.2 Aspect Based Sentiment Analysis

The pipeline approach firstly extracts evaluation objects in the text, and then
extracts opinions based on the aspects. Hu et al. [5] used association mining
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to identify aspects and extract adjacent adjectives as opinions. Peng et al. [8]
used a graph neural network to extract syntactic dependencies of the text while
extracting opinions and sentiment polarity to construct connections between
aspects and opinions.

However, the results of pipeline approaches depend heavily on the accuracy of
evaluation object extraction and suffer from error propagation. In order to avoid
the error propagation problem, recent studies have proposed the joint approach.
The joint approach models the task uniformly and obtains aspect terms and
opinion terms at once. Wang et al. [11] used coupled multi-layer attention to
simultaneously extract aspects and opinions, with bidirectional propagation via
interactive learning. Zhao et al. [16] proposed a span-based multi-task framework
SpanMlt to jointly extract aspects and opinions, considering the disadvantages
of sequence annotation methods that are difficult to extract in one-to-many and
many-to-one situations. Wu et al. [12] designed a novel grid tagging method,
GTS, which represents the task using a unified label, continuously updates the
grid tagging in an iterative manner, and decodes the final grid tagging to obtain
opinion pairs.

3 Model Architecture
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Fig. 1. Overview of the joint framework for evaluation knowledge extraction.
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3.1 Task Definition

As mentioned above, the paper focuses on the OPE (Opinion Pair Extraction)
task on flight training comments. Given a sentence s = {w1, w2, · · · , wn}, where
wi denotes the i-th word in the sentence and the total length of the sentence is
n. We use a and o to denote aspect words and opinion words, s and e to denote
the start index and end index of a complete word. The goal of the OPE task is
to extract the set of opinion pairs from this sentence denoted as follows (Fig. 1):

Pair = (was : wae), (wos : woe) (1)

where “:” indicates all words from s to e.

3.2 Grid Tagging Scheme

For the design of model inputs, we utilize the grid tagging scheme proposed by
Wu [12], and make some improvements based on it.

Specifically, four tags {A,O, P,N} are used to denote the four categories
of aspect terms, opinion terms, opinion pairs and null, respectively. The upper
triangular matrix is used to represent the relationship between each word and
the word pairs.

The use of labels is as follows: for A and O labels, compared to the original
scheme, the model specifies that they do not appear in the interior of the upper
triangle, but only on the diagonal, and the first and last indexes are {as, ae}
and {os, oe}, respectively. This ensures that when calculating is error, one can
focus on the calculation of the relationship between aspect terms, opinion terms
and opinion pairs without the need to include errors in unimportant places. P
is marked as a rectangular overlay with its upper left and lower right points as
{as, ae} and {os, oe}. The other places are treated as empty and noted as N .

With the above grid tagging scheme, we can simplify the OTE task to a
tagging classification task for each position in the upper triangular matrix.

3.3 Encoding

Most of the models use BERT [1] as an encoder, but BERT does not take into
consideration the non-separable relationship between words during pre-training.
For example, in the flight training comment “Assume the forced landing is not
turned to the forced landing field in time”, BERT will record each word in
the sentence as a token in the pre-training, and then do random masking in
the pre-training, probably masking the words “landing” and “forced” to train
the relationship between them. However, in terms of sentence meaning, “forced
landing” is a professional term, and even to extract the opinion pairs in the
sentence, these two words are extracted as a whole. Therefore, the original BERT
model was added with word-based granularity during the pre-training stage.

The implementation of the word-based granularity model mainly relies on the
change of the tokenizer [10], in which the model customizes a special word sep-
aration “WoBertTokenizer” to replace the original “Tokenizer” method. Specif-
ically, we first build a dictionary based on the specialist terms of flight training
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comments. For a given sentence s, we use Chinese word separation provided by
Jieba to divide the words, and get the output word list [w1, w2, · · · , wl], iterate
through each wi, if wi in the word list, then keep it, otherwise use the original
word splitting again, and finally the result of each wi is stitched together in
an orderly manner as the final word splitting result. The details of the word
separation are shown in Algorithm 1.

Algorithm 1. Word granularity segmentation algorithm
Require:

Flight training sentences S
Ensure:

Result P
1: Initialize: Let P ← ∅
2: Input the sentence P
3: Pre-split the sentence to get the set w = {w1, w2, · · · , wn}
4: for each wi in w do
5: if wi ∈ V ocab then
6: P ← P ∪ {wi}
7: else
8: wi → wi1, ·, wij

9: for each wij in wi do
10: P ← P ∪ {wij}
11: end for
12: end if
13: end for
14: return P

3.4 Inference Strategy

As described in Sect. 3.2, there are certain constraint relationships between dif-
ferent opinion terms. Therefore, we add inference strategies after BERT to use
these potential constraint relations to continuously and iteratively correct the
model.

In the grid tagging scheme, there are three constraint relations: For position
(i,j), if i = j, the only possible tag for the position is {A,O,N}, instead of P .
Therefore, if the tag for the position is predicted to be P , we set it to N by
default. If the token of position (i, i) is A, i.e., the word corresponding to this
token is predicted to be an aspect term, then for any position (i, j) satisfying
j < i, the corresponding tag can only be {P,N}, but not {A,O}. So if either A
or O occurs in the tagged position of the prediction, we set it to N by default.
And the previous prediction for the location (i, j) can be used to infer the tag
for that location in the current round.

In summary, the inference strategy on the grid tagging scheme exploits these
constraint relations by iterative prediction and inference. In the k-th round, the
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feature at position (i,j) is denoted as zkij and its corresponding probability vector
is pkij , which are initialized as follows:

p0ij = softmax(Wsrij + bs) (2)

z0ij = rij (3)

The specific calculations in the iterative are as follows:

pt−1
i = maxpooling(pt−1

i,: ) (4)

pt−1
j = maxpooling(pt−1

j,: ) (5)

qt−1
ij = [zt−1

ij ; pt−1
i ; pt−1

j ; pt−1
ij ] (6)

ztij = Wqq
t−1
ij + bq (7)

ptij = softmax(Wsz
t
ij + bs) (8)

where pt−1
i denotes the vector consisting of the maximum probability values

among the four labels corresponding to the i-th position and the other posi-
tions. Based on the three constraint relations mentioned above, the probability
of tagging corresponding to position (i,j) is corrected in ptij computed in contin-
uous iterations. The predicted probability pTij of the last round is used to obtain
the index corresponding to the maximum probability value at each position (i,j),
i.e., its most probable token r.

We calculate the cross-entropy loss value of the real distribution data and
the label prediction data as the training loss, as shown in Eq. (9):

L = −
n∑

i=1

n∑

j=i

∑

k∈C

II(yij = k)log(pLi,j|k) (9)

where yij represents the true labels of the word pairs (wi, wj), II() is the indi-
cator function and C denotes the set of tags as {A,O, P,N}.

3.5 Decoding

Through the above steps, the token prediction results for a given sentence in the
grid tagging can be obtained. Then the opinion pair can be extracted directly
by matching the tokens on the diagonal and strictly matching their correspond-
ing matrix ranges. The extraction is found to be unsatisfactory through pre-
experiments, and it is difficult to obtain the complete matrix to determine the
opinion pairs when a sentence contains multiple opinion pairs in the comment.
For this reason, a simple but effective scheme of relaxing the matching constraint
to decode the opinion pairs is proposed by referring to Wu et al. [12]. The specific
decoding details are shown in Algorithm 2.
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Algorithm 2. Decoding Algorithm for OPE [12]
Require:

The tagging results Rn×n

Ensure:
Opinion pair set P, i.e., ([as : ac], [os : oe])

1: Initialize the aspect term set A = ∅, the opinion term set O = ∅, the opinion pair
set P = ∅

2: /* get the aspect term set and the opinion term set */
3: while get a span index range (l, n) do
4: if ∀l ≤ i ≤ r, R(i, i) = A and R(l − 1, l − 1) 	= A and R(r + 1, r + 1) 	= A then
5: A ← A ∪ {(l, r)}
6: end if
7: if ∀l ≤ i ≤ r, R(i, i) = O and R(l − 1, l − 1) 	= O and R(r + 1, r + 1) 	= O then
8: O ← O ∪ {(l, r)}
9: end if

10: end while
11: /* get the opinion pair set */
12: while (as, ae) ∈ A and (os, oe) ∈ O do
13: Initialize flag ← F
14: for each as ≤ i ≤ ae do
15: for each os ≤ j ≤ oe do
16: if R(i, j) = P then
17: flag ← T
18: end if
19: end for
20: end for
21: if flag = T then
22: P ← P ∪ {([as, ae], [os, oe])}
23: end if
24: end while
25: return P

4 Experiment

4.1 Dataset

The data in this paper come from a large amount of flight training comments
data accumulated by the Civil Aviation Flight Academy of China, which contains
the information of instructor comments for a total of 208 trainees from 2015 to
2020. Firstly, with the help of a developed tagging tool, the comment data were
tagged with the required labels for the model. We randomly split the dataset
into the ratio of 6:1.5:2.5 as training, validation and testing set. The dataset of
flight training comments used in the experiment is summarized in Table 1.
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Table 1. Statistics of the dataset. #S, #A, #O, and #P represent the number of
sentences, aspect terms, opinion terms, and opinion pairs, respectively.

Datasets #S #A #O #P

Train 438 807 807 807

Val 110 197 197 197

Test 181 326 325 325

4.2 Experimental Setup

For performance evaluation, we use Precision, Recall, and F1-score to evaluate
the extraction of aspect terms, opinion terms, and opinion pairs, where Preci-
sion represents the proportion of extracted correct words to all words extracted,
Recall represents the proportion of extracted correct words to all words that
are true, and F1-score is the summed average of Precision rate and Recall. An
extracted aspect term, opinion term or opinion pair is considered correct if and
only if the word span at the extraction is exactly the same as the ground truth.

Table 2. Training hyperparameter settings

Parameters value Instruction

learning rate 5e−5 Learning rate

dropout 0.5 Neuron random drop probability

epochs 100 Times of training iteration

optimizer Adam Optimizer

b size 8 Batch size

T 2 Times of inference

On the experimental scheme, to ensure the accuracy and stability of model
training, the average value of experiment is taken as the final performance result,
and the model is saved at the epoch with the highest F1-score. For model train-
ing, each training hyperparameter is taken with reference to empirical values, as
shown in Table 2. Comparison experiments are conducted with structures using
traditional deep learning methods DE-CNN [13], BiLSTM [4], and BERT [1] as
encoders.
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4.3 Experimental Results

The improved GTS model described above was applied to the flight training
comment data to perform the task, and the best model were taken to save
and test for extracting performance. The final performance results are shown in
Tables 3, 4 and 5, with the best results shown in bold.

Table 3. Comparison of aspect extraction performance.

Model Precision Recall F1-score

GTS+CNN 0.5726 0.6667 0.6161

GTS+BiLSTM 0.5855 0.6618 0.6213

GTS+BERT 0.6087 0.6763 0.6407

GTS+WoBERT 0.6199 0.6618 0.6402

Table 4. Comparison of opinion extraction performance.

Model Precision Recall F1-score

GTS+CNN 0.5932 0.6774 0.6325

GTS+BiLSTM 0.5803 0.7226 0.6437

GTS+BERT 0.6707 0.7097 0.6897

GTS+WoBERT 0.6749 0.7097 0.6918

Table 5. Comparison of opinion pair extraction performance.

Model Precision Recall F1-score

GTS+CNN 0.5079 0.6339 0.5640

GTS+BiLSTM 0.4974 0.6275 0.5549

GTS+BERT 0.6139 0.6340 0.6238

GTS+WoBERT 0.6352 0.6601 0.6474

From the tables we can see that the BERT model almost always outperforms
the CNN and LSTM, with the WoBERT using word granularity showing a larger
performance improvement, not only outperforming the results of the CNN and
BiLSTM networks, but also performing slightly better than the BERT with word
granularity. For aspect extraction, it can be seen that the performance of the
four models is similar, with the F1-score of the model using GTS+BERT reach-
ing 0.6407, which is slightly better than that of the GTS+WoBERT model with
word granularity. For opinion extraction, a significant performance improvement
can be seen with the use of WoBERT, outperforming the F1-scores of the other
two models by almost 5%. The novel tagging scheme and inference strategy of
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the GTS model can exploit the potential relationships between different opinion
factors, so it not only solves the opinion pair extraction task in an end-to-end
manner, but also improves the performance of aspect and opinion sentiment word
extraction. For opinion pair extraction, it can be seen that the performance of
the first two models is significantly inferior to the latter two models due to the
strong context modelling capability of BERT, while WoBERT with word granu-
larity achieves better results in the opinion pair extraction task, with F1-scores
outperforming word granularity BERT by around 2%. This shows that when
extracting evaluation words such as flight training comments, which contain a
lot of specialist terms, pre-training with some of the specialist words instead of
individual words gives better results.

5 Conclusion

This paper researches and implements an evaluation knowledge extraction
method for flight training comments. We simplify the OTE task to a label clas-
sification task for each position in the label matrix based on a grid tagging
approach, and using the WoBERT pre-training model to encoder the comment
sentences. We improved the decoding algorithm by relaxing the matching con-
ditions, which extracts opinion pairs more accurately from the predicted tag
matrix. After experimental validation, the F1-score of test set can reach 0.64744,
which is about 2% better than the direct application of the original GTS model
(test set F1-score of 0.62379).

However, the paper only extracted the evaluation aspect, evaluation opinion
and opinion pairs from the flight training comments. However, sentiment polarity
was not yet considered. Therefore, in the future the data can be further tagged
with sentiment polarity to achieve the pair extraction of aspect term, opinion
term, and sentiment polarity. In addition, the paper has improved the decoding
of the professionalism of the flight comments, but still uses generic evaluation
indicators for the assessment, which lacks some empirical evaluation from flight
experts. The use of span and semantic relations between aspect and opinion
words is still inadequate and needs further improvement and refinement in the
future.
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Abstract. With the development of recommendation algorithms, rec-
ommendation systems are being widely used for recommendation tasks
in different domains. However, most recommendation systems do not
make good use of valid information, resulting in unsatisfactory recom-
mendations. At the same time, the overly complex system design leads to
slow recommendation speed, which does not meet the speed requirement.
To address the above issues, we introduce a new user recommendation
system based on academic social website SCHOLAT, including the key
modules of the system and the key processes of the system. Then we
introduce the solutions proposed to solve the system performance prob-
lem and cold start problem. Finally we introduce the social network
dataset of SCHOLAT used for training model, and verify the effect of
Variational Graph Normalized Auto-Encoders(VGNAE) on SCHOLAT
dataset. We compare the effect of old version and new version recom-
mendation system. The experimental results show that the new version
of the recommendation system outperform the old one in terms of rec-
ommendation accuracy and relevance. And the system performance also
meet the practical application requirements.

Keywords: Recommendation system · Graph convolutional network ·
SCHOLAT

1 Introduction

With the continuous development of the Internet, the world has ushered in the
era of information explosion. The speed of information generation far exceed the
speed of information processing. It is difficult for information consumers to find
the information they really need. And it is also difficult for information producers
to make their information stand out from the huge amount of data. To allevi-
ate this contradiction, researchers have proposed a series of recommendation
algorithms [1] and built many different kinds of recommendation systems [2].
On the one hand, the recommendation system helps information consumers to
find information they are interested in. On the other hand, it helps information
producers to promote their information, thus achieving a win-win situation.
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Nowadays, recommendation systems are widely used in different types of
websites, and it also used on academic social website SCHOLAT. System recom-
mend scholars that may be of interest to users, which can help users quickly find
friends they know but have not yet established friendships with. However, since
the system has been built for a long time, the recommendation algorithm and
system performance can no longer meet the needs of today. Through the analysis
of the old system, we find that the system has the following shortcomings: 1)
It uses only a simple collaborative filtering algorithm, which leads to a single
recommendation result. 2) The speed of the algorithm is slow, especially when
the user has more friends. 3) The lack of feedback mechanism, the system cannot
make adjustments to the recommendation results according to the user’s feed-
back. In order to solve the above problems, we designed a new recommendation
system.

The main contributions of this paper are as follows: 1) By comparing to
the recommendation algorithms proposed by scholars in recent years [3,4], we
finally use the VGNAE [6] model to implement the new system. 2) To solve the
problem that the model cannot be trained due to the high dimensionality of
user features, we use TF-IDF algorithm and BERT cosine similarity to reduce
the dimensionality of user features. 3) In order to solve the performance prob-
lem, we design a caching module, which makes the system’s recommendation
speed greatly improved. 4) Add feedback module, the system can adjust the
recommendation results according to the user’s feedback. 5) We use SCHOLAT
social network dataset to evaluate the system effect and performance. Experi-
mental results show that the new system outperforms the old system in terms
of prediction accuracy and prediction speed.

2 Related Work

2.1 Collaborative Filtering Based Recommendation System

The main idea of collaborative filtering system [7–9] is to use the past behaviors
of existing user groups to predict the possible future behaviors of current users. If
the past behaviors of users and a group of users are similar, their future behaviors
may also be similar. In social networks [10], collaborative filtering algorithms
recommend users with the same features based on their existing features and
personal information. Therefore, in order to ensure that the algorithm can work
properly, system will ask users to provide some information when they register,
such as: where they work, their interests, etc.

2.2 Content Based Recommendation System

The main idea of the content based recommendation system [10] is to use the
user’s previously liked items to find items that match this and recommend them
to the user. Older versions of shopping sites, such as Amazon, eBay, etc., use a
content-based recommendation system [11,12]. In social networks, content based
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algorithms recommends users who have viewed the same content. The advantage
of this type of algorithm is that it does not require users to provide personal
information in advance, but the disadvantage is that users must use it for a
period of time in order to collect enough browsing history.

2.3 Implicit Semantics Based Recommendation System

Unlike the several recommendation systems introduced before, implicit semantics
based recommendation system [13,14] does not use the explicit features of users
or items for recommendation, but learns the feature representation of users or
items through some algorithm or model, calculates the similarity of users or
items in latent space, and takes the user or item with the highest similarity
as the recommendation result. The commonly used algorithm models are: graph
based [15], matrix operation [16,17], probability model [18,19], machine learning
[20,21], etc. In social networks [23], algorithms or models collect information
about users in different dimensions, map specific information to the latent space,
and recommend users with similar characteristics. Since implicit semantics based
recommendation system can use the information of users and items in different
dimensions, its recommendation effect is also far better than the previous kinds of
recommendation systems. However, the complex algorithms lead to slower real-
time recommendations. We need to address the performance issues by caching
or other techniques.

3 System Design

3.1 System Architecture

We use Python to build our recommendation system for two main reasons: 1) It
is easy and convenient to build web services with Python’s flask framework [24].
2) Python makes it easy to implement machine learning models with PyTorch.
The overall architecture of the system is designed as shown in the Fig. 1. The
system is roughly divided into three layers: interface layer, service layer and
storage layer. The interface layer is responsible for accepting and processing
requests from clients. The service layer is responsible for implementing all the
functions of the system. And the storage layer is responsible for storing all kinds
of data needed for the operation of the system. We introduce some of the key
modules in Fig. 1 as follows.

• Recommend scholar: Recommendation result interface. The client initiates
recommendation request to the system through this interface. The system
gets the recommendation result according to the user ID, and returns the
recommendation result to the client after sorting.

• Follow scholar: User follow interface. After a user clicks “follow” button
in the recommendation results section, the client notifies the system through
this interface. The system records the user’s following behavior and removes
the followed user from the recommendation result list.
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• Dislike scholar: User dislike interface. After a user clicks “dislike” button
in the recommendation result section, the client notifies the system through
this interface. The system will records the user’s uninterested behavior and
removes the uninterested user from the recommendation result list.

Request

Interface LayerRecommend Follow Dislike

Read/Write

Response

Service Layer

Result

Storage Layer
LogPrediction

cacheDatabase Redis

ORM

Feature convertor BERT model

Corontab

VGNAE model

Cache prediction Cache refresher Feedback

Logger

Fig. 1. System architecture

• Cache prediction: Read the list of cached recommended users according to
the user ID. If the cache list is about to run out, system sends a request to the
cache refresher module to refresh the cache. While reading the list of cached
recommended users, this module requests the feedback module to update the
user’s activity, and adds one to the user’s activity for each recommendation
request.

• Cache refresher: Refresher uses the VGNAE model to refresh the cached
list of recommended users. The module constructs pairs of user nodes to be
predicted as model input. Then the module uses VGNAE model to inference,
gets the probability of link existence for each pair of nodes. Finally it sorts
the prediction results from highest to lowest to generate a recommendation
list, writes result to the cache file. All the operation will be record to the
system log.

• Feedback: The feedback module, which is responsible for handling operations
such as follow, dislike in the interface layer and user activity updates within
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the system. The system records user feedback into the storage layer’s Redis
database. The module ensures that the system will not recommend users who
are already followed and users who have already expressed their disinterest.
The user activity is used for the cold start algorithm of new users, system
recommends users who are active on the website to new users so that they
can be integrated into the scholar social network as soon as possible.

• Feature convertor: Module converts the user profile from rich text to plain
text, and then extracts feature keywords from the text using TF-IDF algo-
rithm. Then it calculates the feature keyword vector using BERT model mod-
ule and dimensionalizes the feature keywords. Finally the module encodes the
user features to generate the user feature matrix.

• BERT model: BERT transformer module. The module gets user feature
keywords and transforms the feature keywords into word vectors in order to
facilitate the calculation of the cosine similarity of the feature keywords.

• VGNAE model: The link prediction model. System converts the user node
pairs to be predicted and their corresponding user feature information into
the accepted input format of the model. Then the data will be feed into the
model for link prediction. Finally the model will return the probability of
the existence of edges for all node pairs as the recommendation result of user
recommendation.

• Crontab: Timed task monitor. The system needs to update the model reg-
ularly to keep the accuracy and relevance of the recommendation results.
Module is responsible for starting the feature convertor at regular intervals.
So that the system has the ability to update the user network graph, user
feature matrix, and VGNAE model.

3.2 Key Modules

In this section, we will introduce the key modules to implement the recommen-
dation function.

Feature Convertor Module. Since SCHOLAT does not classify users by tags,
we try to collect the original characteristic information of users from the follow-
ing dimensions: work unit, scholar title, research field, research interest, personal
profile, etc. Among them, user profiles are stored in rich text format, and it is
necessary to first convert the rich text to plain text, then perform sentence cut-
ting on the text, and finally use TF-IDF algorithm [25] to extract keywords from
the text as user features. TF-IDF is a technique for user information retrieval
and text mining. The algorithm consists of two parts, TF(Term Frequency) and
IDF(Inverse Document Frequency), and the following are the main steps of the
algorithm.

The Term Frequency, which indicates the frequency of keywords appearing
in the text, calculated as follows.

TFi,j =
ni,j∑
k nk,j

(1)
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where n(i, j) denotes the number of occurrences of word i in document j.
∑

k nk,j

denotes the total number of occurrences of all words in document j. The Inverse
Document Frequency, which represent a measure of the importance of words in
a document, is calculated as follows.

IDFi = log
|D|

|{j : ti ∈ dj}| (2)

|D| denotes the total number of documents in the corpus, denominator denotes
the number of documents containing the word ti, and if the fewer documents
contain the word ti, the larger the IDF, indicating that the word has good class
differentiation ability.

Finally, the results of the TF-IDF algorithm are obtained by multiplying the
TF and IDF results, which are calculated as follows.

TF − IDF = TF ∗ IDF (3)

After statistical analysis of all the extracted user features, we found that there are
26573 different features among the 27449 valid users in SCHOLAT. If we directly
construct a user feature matrix and input it into the model for training, the model
will slow down or even fail to complete the training due to the excessive number
of features, so we need to reduce the dimensionality of the existing features.
After observation, we found that there are a large number of features with the
same meaning expressed in different forms, such as: computer and computer
technology, software and software engineering, etc. In this regard, we can use the
BERT model [26] to convert all feature keywords into word embeddings, calculate
the cosine-similarity between the embeddings, and merge feature keywords with
similar features to achieve dimensionality reduction.

VGNAE Model. VGNAE was proposed in 2021 by Seong Jin Ahn and Myoung
Ho Kim [6,27]. The model mainly consisted of two parts, encoder and decoder.
The encoder maps the input graph network structure and node features into
the latent space. And then the decoder solves the latent space information and
reduces the latent space information to the graph network information, which
contains the prediction result of the node pair to be predicted. The larger the
result value is, the more likely the edge exists. The model structure is shown in
Fig. 2.

Firstly, we define a social network graph G = (V,E), N = |V | denotes the
number of nodes. A denote the adjacency matrix of the graph, where we set
each node connected to itself, and D denotes the degree matrix of the graph. We
define Z as the hidden space matrix with dimension (N,F ). Finally we define
the node feature matrix as X with dimension (N,D).

The inference equation for the VGNAE encoder is as follows.

q(Z | X,A) =
N∏

i=1

q (zi | X,A) (4)
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Fig. 2. VGNAE model structure

where
q (zi | X,A) = N (

zi | μi,diag
(
σ2

i

))
(5)

where μ = GCNμ(X,A) denotes the mean vector of the matrix and
log σ = GCNσ(X,A) denote the similarity, both calculated from the 2-
layer GCN model, which is defined as GCN(X,A) = ÃReLU

(
ÃXW0

)
W1,

Ã = D− 1
2 AD

1
2 denoted as a symmetric normalized matrix.

The inference equation for the VGNAE decoder is as follows.

p(A | Z) =
N∏

i=1

N∏

j=1

p (Aij | zi, zj) (6)

where
p (Aij = 1 | zi, zj) = σ

(
zT
i zj

)
(7)

The loss function of the VGNAE model is defined as follows. Where, KL is the
scatter formula to calculate the distance between two probabilities.

L = Eq(Z|X,A)[log p(A | Z)] − KL[q(Z | X,A)‖p(Z)] (8)

where

KL(q‖p) = ΣjQj log
(

Qj

Pj

)

(9)

and

p(Z) =
n∏

i=1

N (zi | 0, I) (10)

After the model is trained, the node pairs to be predicted are constructed as
adjacency matrix. And the feature matrix are also constructed, which can be
input to the model to obtain the prediction results for each pair of node edges.
The results indicates the probability of the existence of edges for the node pair,
with a probability distribution of [0, 1].
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3.3 Key Processes

In this section, we will introduce the main processes of the system.

Feature Reduction Process. The system first counts the frequency of all
feature keywords, screens out the features with higher frequency and represen-
tativeness as the target of dimensionality reduction. Then it converts all feature
words into word vectors using the BERT model. Finally it merges the feature
words with higher similarity into the list of feature words of the dimensional-
ity reduction target by calculating the cosine similarity of the feature words. In
this paper, the dimensionality of user features is reduced to 1000. The feature
reduction process is shown in Fig. 3.

Fig. 3. Feature reduction flowchart

VGNAE Inference Process. Due to the large number of SCHOLAT users,
only a portion of node pairs can be selected as the input to the model for each
inference process. The system first constructs the list of users to be recommended
for the users requesting recommendations, which consists of the users’ K-Hop
neighbors on the social network graph. If the user is an isolated node (e.g., a new
enrolled), the VGNAE model inference is stopped and the cold-start algorithm
is used instead to recommend for the user. The list of users to be recommended
consist of two lists, S and D, where each element of S is the user ID of the
requested recommendation and D is the user ID of the user to be recommended.
At the same time, the system constructs all the user features to be predicted
into a feature matrix. Input the two matrices into VGNAE to obtain the result
matrix. The values of the result matrix are distributed on the interval [0, 1],
indicating the probability of the existence of links for the corresponding node
pairs. The prediction results are output in the form of a list, corresponding to
the input list of sparse adjacency matrix one by one. Finally, the system sorts the
prediction results and stores in the recommendation cache file. The complete flow
of the system from constructing inputs, model inference, output result storage
is shown in Fig. 4.

Fig. 4. VGNAE inference flowchart
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Scheduled Update Process. The system will regularly collects the latest user
information from the database, builds the user network graph and retrains the
model. The regular update function is realized by a timer, which will be started
when the system start. And the feature convertor module will be started after
the timer is finished to generate the latest user network graph and user feature
adjacency matrix. Then the model will be trained. The current prediction cache
will be refreshed after the model training is finished. The flow of the scheduled
update is shown in Fig. 5.

Fig. 5. Scheduled update flowchart

3.4 Critical Problem Solving

System Performance Problem Solving. When using neural network model
to obtain user recommendation results in real time, all steps of VGNAE model
inference need to be executed. With so many steps, it takes a lot of time
and machine resources to make a real-time user recommendation, which is not
performance-compliant in practical applications. Users are not willing to spend
a lot of time on obtaining user recommendation results once. Therefore, in order
to solve the problem of system performance and user experience, we adopt the
method of advance caching of recommendation results. The specific approach is
to cache the user’s recommendation results in advance. When the user requests
for the list of recommendation results, the system reads the cache list directly
and returns the recommendation results. When the cache results are about to
be exhausted, the system submits a task to the thread pool to refresh the cache
results for that user. The thread pool completes a VGNAE model inference pro-
cess in another thread to obtain the user recommendation results. Using the
multi-threaded approach effectively prevent the system from spending too much
time on waiting for the model inference and improve the system performance.
The recommendation process after the system switched to the advance caching
recommendation method is shown in Fig. 6.

Cold Start Problem Solving. The cold start problem is common in all rec-
ommendation systems. Facing the cold-start problem of SCHOLAT recommen-
dation system, our solution idea is very simple but also very efficient and reliable.
The idea of the cold start algorithm is as follows: 1) gets the user’s activity from
the system feedback module, 2) sorts the users according to the level of activity,
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Fig. 6. Advance caching recommendation flowchart

3) if the user’s personal information includes school, college, major and research
interest, etc., further filter out the users with the same school, college, major and
research interest, 4) ranks these users in the queue with higher recommendation
priority, followed by the remaining active users. System recommends the users in
the list in order. The basis of our analysis of the cold start algorithm idea is that
for new users, they are more familiar with people around them generally, that
is, users from the same school, college and profession, so we mark these users as
users with higher recommendation priority. At the same time, in order to make
users integrate into the social network faster, we can recommend users who are
more active in the website, and new users may also get to know these active
users. Once a user joins a social network (user nodes are no longer isolated), we
can use a neural network-based recommendation algorithm to recommend more
users to this user.

4 Implementation and Evaluation

4.1 SCHOLAT Social Network Dataset

We use a sparse matrix to construct the user social network, and we extract the
relationship from the database. The binary of relationship (u, v), which represent
the existence of friend relationship between user u and user v, is added to the
sparse matrix. The details of the dataset are shown in Table 1.

4.2 Model Evaluation

The VGNAE model is set as follows: the model is optimized using the Adam
optimizer with a learning rate of 0.005, an input channel of 1000 dimensions,
a GCN hidden layer dimension of 128, the number of training iterations set to
300, the ratio of training set, validation set, test set is 8:1:1, and the number of
positive samples is the same as the number of negative samples. The model is
trained using the dataset constructed from the reduced-dimensional features, the
final results of the model are compared with other link prediction algorithms as
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Table 1. SCHOLAT dataset overview

Item Result

Number of nodes 27449

Number of edges 52250

Number of node features 1000

Minimum node degree 0

Maximum node degree 1361

Average node degree 3.807

shown in Table 2. It can be observed that the VGNAE model outperforms other
link prediction algorithms in all aspects of metrics. The VGNAE model achieves
the best prediction results when using 80% of the data as the training set, with
an AUC metric of 0.980 and an AP metric of 0.984.

Table 2. Model effect

Model Train Loss AUC AP

CN [28,29] 80% - 0.889 0.930

Jaccard [30] 80% - 0.888 0.891

PA [30] 80% - 0.828 0.800

AA [30] 80% - 0.888 0.925

RA [31] 80% - 0.890 0.955

GCN 20% 0.180 0.819 0.816

GCN 60% 0.322 0.847 0.886

GCN 80% 0.353 0.865 0.906

VGNAE 20% 1.127 0.969 0.972

VGNAE 60% 1.192 0.977 0.980

VGNAE 80% 1.222 0.980 0.984

4.3 Performance Comparison

The system use advance caching of recommendation results to improve the per-
formance. The comparison of the speed of using cache to get user recommenda-
tion results and the speed of getting user recommendation results in real time
is shown in Table 3. It can be easily observed that the speed of using cache
to get user recommendation results is greatly improved in the same configura-
tion of machines. The model with the biggest improvement is VGNAE, which is
improved from 3140 ms to 121 ms.
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Table 3. Recommendation speed comparison

Model Real time recommendation(ms) Cache recommendation(ms)

GCN 2940 116

VGNAE 3140 121

4.4 Demonstration Effect

Recommendation effect for new users in the old system is shown on the left side of
Fig. 7, the recommendation results for new users are almost always the same, and
the results will be the most active users on website. The original recommendation
page is shown in the middle side of Fig. 7. Since there is no refresh button for
changing a group of users, the list of recommended users can only be refreshed
after refreshing the whole page. When the user does not produce any follow
behavior, the recommendation results will not change much, and the system will
always recommend the same group of scholars, so the recommendation module
does not play its proper role.

The recommendation algorithm of the new recommendation system is imple-
mented based on the VGNAE model, which take into account the existing per-
sonal information of users in an all-round way, and has a complete feedback
mechanism. After a user requests for a recommendation, following the recom-
mended user, and the feedback for not interested, the system will adjust the
result of the next recommendation according to the user feedback in real time.
As shown in the right side of Fig. 7, users can click the refresh button in the
upper right corner to change a group of recommended users. If they are not
interested in a certain user, they can click the not interested button to feedback
to the recommendation system.

Fig. 7. Recommendation module comparison
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5 Conclusion

This paper analyzes the old user recommendation system of SCHOLAT and
finds that the recommendation algorithm of the old system utilizes less user
information, which leads to the unsatisfactory recommendation effect. The rec-
ommendation result of the system is monotonous due to the lack of effective
feedback mechanism, which is no longer suitable for today’s user needs. To solve
this problems, a redesigned user recommendation system is proposed, which uses
the latest machine learning-based recommendation algorithm and also improves
the user feedback mechanism. The experimental results show that the new sys-
tem meets user requirements in terms of user recommendation effect and rec-
ommendation speed. The system design the recommendation algorithm as an
independent sub-module, if the latest and best recommendation algorithm is
launched, the system is also able to quickly apply the algorithm to practice with
good scalability.
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Abstract. With the popularity of online social networks, dynamic com-
munity discovery has received more and more attention. The existing
dynamic community discovery algorithm divides the network into multi-
ple time slices and uses the static community detection method to iden-
tify the community on each network, but its efficiency is low. How to
effectively handle changes in the network structure at different periods,
is the key to analyse the dynamic community evolution. Aiming at the
form of dynamic network data flow, this paper based on the neighbor
subgraph and put forward an incremental community discovery algo-
rithm, which limits the influence of the increment on the network to
the neighbor subgraph of the incremental node. The core nodes in the
network are found through the local information of the nodes, and the
update strategy is designed according to the incremental type and the
type of the involved nodes to update the structure of community. Anal-
yse the evolution of the community structure and provide dynamic com-
munity structure in real-time as the community structure changes as
incremental events occur. Finally, experiments are conducted on static
social networks and dynamic social network. Experimental results verify
the superiority and efficiency of the algorithm.

Keywords: Community evolution · Neighbor subgraph · Incremental
community discovery · Resistance distance

1 Introduction

The study found that social networks generally have a community structure, that
is, there are some communities in the network, the density of nodes within the
same community is higher, and the frequency of node connections between differ-
ent communities is lower. Since the nodes of the same community in social networks
often have similar attributes, such as interest, location, etc., identifying the com-
munity structure of the network can help people better mine network information.
Therefore, in the analysis and research of social network, community discovery
is a research hotspot, such as using the community to solve the recommendation
of the cold start [25], maximizing the impact based on community [2], and so on.
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At present, dynamic network has attracted more and more attention in the anal-
ysis of social network. Traditional algorithms for community discovery are aimed
at static networks and cannot obtain the changes in the community structure in
dynamic networks. Therefore, studying the evolution of dynamic network commu-
nities can help solve this problem.

Most of the traditional dynamic evolution community discovery algorithm
is a time-step method. This method divides the dynamic network into multi-
ple continuous time step networks according to the time window. In each time
slice network, the communities are determined by a static community discovery
algorithm, and the communities in adjacent time steps are matched to track the
community evolution. The time step method ignores the community structure
that has been obtained on the previous time step and re-performs the commu-
nity discovery algorithm on each time step network, so it is not efficient. To solve
the time efficiency problem, and the real-time problem of the time-step method,
the incremental dynamic evolution community discovery method is proposed.
The incremental approach designs a progressive processing strategy to update
the community structure in real-time as the network changes. The increment in
a dynamic network is the change of nodes or edges in the network, which can
be divided into 1) new nodes join the network. 2) the original nodes disappear
from the network. 3) changes in the relationships between nodes. Different types
of increments have different impacts on the network. Even the same types of
increments may have varying degrees of impact. How to design a reasonable and
comprehensive progressive strategy is a challenge for the implementation of the
incremental method.

This paper proposes an incremental evolutionary community discovery based
on the neighbor subgraph method (IECD-NS), which can analyse the community
structure in time-varying networks. To limit the impact of network increments,
we define a neighbor subgraph, which can be used to find core nodes by local
topology information of the nodes. According to the characteristics of core nodes,
the core subgraph is defined. When there are new increments in the network,
we take the type of increment into account, and the types of nodes and the
changes in the core sub-graph of the community are comprehensively considered.
The incremental processing strategy proposed in this article can update the
community structure of the network in real-time and identify the birth, death,
growth, shrink, merge, and split events of the community.

2 Related Work

During dynamic community evolution, the network structure remains roughly
stable, with only a small fraction of the topology changing. Therefore, the incre-
mental method does not re-divide the entire network when the network generates
dynamic increments. Instead, it designs a processing strategy based on the type
of increment and makes local adjustments to the community structure of some
affected nodes.

Many incremental methods implement community discovery [22] in dynamic
networks by transforming traditional static community discovery algorithms.
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Han J et al. [5] utilize the Adaptive Label Propagation Algorithm (ALPA) to
enable detection and monitoring of communities in dynamic networks. Liu W
et al. [17] proposed a bottom-up incremental community discovery framework
to speed up community discovery algorithms in highly dynamic graphs. Li W
et al. [16] established a dynamic community evolution tracking model based on
resistance distance based on the concepts of node resistance, core nodes and
dynamic contributions between nodes. DynaMo [28] is also a modularity-based
adaptive incremental algorithm that is 2–5 times faster than the time-step Lou-
vain algorithm with greater efficiency. To ensure the continuity of community
structure in dynamic time, Li W et al. [15] proposed a multi-objective optimiza-
tion method by fusing three characteristics of community in dynamic networks:
temporal variability, stability, and continuity.

Some algorithms speed up the algorithm speed by a parallel algorithm [7] to
handle large-scale dynamic networks. Zhang C et al. [27] proposed an incremental
node-based parallel community discovery algorithm that uses a parallel weighted
community clustering metric to handle large-scale dynamic communities. Li G
et al. [10] proposed an incremental algorithm based on the MapReduce model
and label propagation strategy, called parallel label propagation and incremental
related vertices (PLPIRV). From the perspective of heterogeneous networks,
some scholars have established some effective models [13] for dynamic community
discovery.

Identifying important nodes with significant meaning can help track commu-
nities in a constantly changing dynamic network. Many scholars have proposed
some methods about distance measure and structure measure [20] to find impor-
tant nodes. Wang et al. [21] proposed the concept of topological potential field for
community discovery. In this method, each node has an independent topological
potential value that measures the node’s ability to affect its surrounding nodes.
In [24], a random walk is adopted to simulate the spread of information, the dis-
tance between nodes is calculated based on how often information is returned to
the original node. Some other scholars find important nodes based on the influ-
ence maximization task [12]. Li W et al. [11] proposed crowd sentiment-based
attribute influence maximization, which overcomes the shortcomings of the tra-
ditional method of insufficient feature consideration. DEIM [14] is a dynamic
influence maximization algorithm based on cohesive entropy, which takes into
account the dynamics of propagation and local aggregation factors and helps to
find important nodes that influence the community.

3 Incremental Evolutionary Community Discovery
Method Based on Neighbor Subgraph

The IECD-NS algorithm designs a reasonable increment processing strategy to
discover and update community structures, which consider the heterogeneity
of neighbor nodes, different increment types and node types. Due to the high
real-time requirements of this method and the high cost of obtaining global
information in the network, this paper defines a neighbor subgraph to effectively
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capture the local topology information of nodes. Using the resistance distance
between nodes in neighbor subgraphs, the local equivalent distance is designed.
The smaller the local equivalent distance, the more likely the node pair belongs
to the same community. Identify the core nodes in the network according to
the local equivalent distance of the passing nodes and the local information of
the nodes. The core subgraph of the community is defined according to the
characteristics of the core nodes. In the process of increment generation, the
impact area of the increment is determined according to the type of the increment
and the types of nodes involved. Processing strategies can track community
structure and identify community evolution events, including merge, growth,
birth, shrink, death and split events of communities.

3.1 Core Node Discovery Based on Neighbor Subgraph

A dynamic network can be formalized as a network sequence G =
{G1, G2, .., GT }. Let Gt = (V t, Et) represent the network topology structure
at time t(1 ≤ t), Gt is an unweighted and undirected network, V t is the set of
nodes in sub-network Gt, and V t is the edge set in sub-network Gt.

Dynamic networks are often large and complex, and the acquisition of global
information is costly. Based on the smoothness assumption, the dynamic network
topology remains mostly unchanged for a short time, and only a small part of the
structure changes. Therefore, it is not necessary to frequently re-obtain global
information due to network changes. Using local information is an efficient and
accurate method in dynamic networks. To mine local information, this paper
defines neighbor subgraphs.

Definition 1. Neighbor subgraph: The neighbor subgraph of node i at time t is
NeiGt

i(NeiEt
i , NeiV t

i ), where the node set NeiV t
i is composed of adjacent nodes

of node i, and the edge set NeiEt
i consists of edges between nodes in NeiEt

i .

Through the neighbor subgraph, the heterogeneity of the neighbor nodes can
be found, that is, the degree of affinity between the node and the neighbor node.
To effectively discover the degree of affinity, we model the neighbor subgraph as
a resistance network. In the neighbor subgraph, edges are treated as resistances,
and the inverse of the edge weight value is the resistance value. In a weightless
social network, the resistance value of the edge is 1Ω.

Definition 2. Local resistance distance: A resistive network can be represented
by the neighbor subgraph NeiGt

p of node p at time t. The equivalent resistance
distance between node p and its neighbor q is called the local resistance distance
Rt

pq of nodes p and q.

The resistive distances can be calculated in [8]. It should be noted that since
NeiGt

p and NeiGt
q are not necessarily the same, Rt

pq and Rt
qp may not be equal.

The number of common neighbors between nodes reflects the degree of similarity
between the nodes. To make full use of the local information of the neighbor
subgraph, this paper defines a local equivalent distance by combining the local
resistance distance of nodes and common neighbors.
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Definition 3. Local Equivalence Distance: The local equivalence distance
between nodes shows how closely they are connected in the neighbor subgraph.
The distance of the nodes is calculated as follows:

Dt
pq = Rt

pq ∗ min(1 −
∑

u∈V t
p ∧u∈V t

q
wt

pu
∑

u∈V t
p

wt
pu

, 1 −
∑

u∈V t
p ∧u∈V t

q
wt

qu
∑

u∈V t
q

wt
qu

) (1)

At time t, V t
p is neighbor nodes set of node p, and wt

pu is the weight of the
edge(p,u). When Dt

pq is less than the threshold ε, these two nodes are possibly
be neighbors. The local neighbor threshold of each node is calculated adaptively
by combined with the local topology information of each node, and the local
neighbor is determined by the threshold.

Definition 4. Local neighbor threshold: At time t, the local neighbor threshold εtp
of node is calculated by calculating the mean value of the local equivalent distance
between node p and all its neighbors, and its calculation formula is as follows:

εtp = (
∏

q∈V t
p

Dt
pq)

1
|V t

p | (2)

Definition 5. Close neighbors: At time t, for the neighbor node q of node p, if
the local equivalent distance Dt

pq is less than the node p’s local neighbor threshold
εtp, or Dt

qp is smaller than εtq, then node q belongs to the local close neighbor of
node p. The node’s local neighbor set is represented as follows:

N t
p = {q : q ∈ V t

p ∧ (Dt
pq < εtp ∨ Dt

qp < εtp)} (3)

The higher the number of nodes in N t
p, the node p is more likely to be the core

node. We use clustering threshold μ to determine the relationship between the
number of local neighbors of a node and important nodes. Since the global clus-
tering threshold ignores the influence of different community sizes and structures,
this paper uses the local information of nodes to generate the local minimum
clustering threshold of nodes to be suitable for community discovery of different
scales.

Definition 6. Local Minimum Clustering Threshold: The local minimum clus-
tering threshold μt

p combines its own local information and local parameter α,
and is calculated as follows:

μt
p = α ∗ |V t

p | (4)

Where |V t
p | is the number of neighbors of node p, α is a local parameter

entered by the user, which can adjust the shape of the resulted community. Based
on the node’s local close neighbor set and local minimum clustering threshold,
it can be judged whether the node can become the core node in a community.

Definition 7. Core node: At moment t, if the number of local neighbors of node
p is greater than or equal to its local minimum clustering threshold μt

p, then node
p is identified as a core node. The core representation is as follows:

Coret = {p : p ∈ V t ∧ |N t
p| ≥ μt

p} (5)
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Assuming that node p is a core node, then p and its local close neighbor set
N t

p form a community Ct
p. If two adjacent nodes are core nodes, most likely they

belong to the same community, so community merging is possible.

3.2 Community Evolution Based on Dynamic Contribution

Dynamic networks are time-varying. Some dynamic changes in the network occur
over time, which are called increments. The community evolution events occur
with these increments. The events studied in this paper are divided into six
types, including birth, split, growth, shrink, merge, and death event.

The community membership of a node is given by the core node. The core
node-set forms a community structure of the network through a series of com-
munity births and merges. Changes in core nodes impact the community and
generate community evolution events. To track these changes, a core subgraph
is defined.

Definition 8. Core Subgraph: The core subgraph Ct
i is CGt

i(CN t
i , CEt

i ), and
the node-set CN t

i in CGt
i is composed of core nodes in the community. The edge

set CEt
i in CGt

i is the relationship between these core nodes. For the core node
pairs p and q in CGt

i, if p and q are local neighbors of each other, they have edge
connections. Otherwise, they are not.

In the core subgraph, the community is connected by the core nodes, and it
also changes due to the changes in the number of nodes or the connectivity of
nodes. The core node will create a community containing its local close neigh-
bors. Two communities will merge when the two core nodes are locally close
to each other, so an edge in the core subgraph of the community represents a
community merger that occurred during the formation of this community. Due
to the characteristic of the core subgraph, the core subgraph must be a con-
nected graph. Because if the core subgraph is not a connected graph, the various
connected components in the graph cannot be divided into the same community
through community merger. With the increments increase, the identity label of
some nodes may change. The change of the node identity label brings about the
change of the core subgraphs of some communities, thus generating community
evolution events. For example, in Fig. 5, three nodes p, q, and z are the core
nodes of the community Ct

i , and the core subgraph CGt
i of the Ct

i is a connected
graph. At time t+1, since the p node is no longer the core node, the community
created by q and the community created by z cannot be merged into the same
community, so Ct

i is split into Ct
j and Ct

k.
Changes in node identity label will lead to community evolution events. In

the process of incremental generation, if a node’s neighbor subgraph is affected,
its identity label may change, thereby changing the community structure. There-
fore, in order to track the community changes, this paper first determines the
incremental impact area, that is, the set of nodes that the neighbor subgraph
may be affected by the increment. This set is represented by Changed, and then
the core subgraph-based community evolution algorithm is used to analyze the
impact of the Changed set and update the community structure.
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For the three types of increments, the specific process for determining the
area of the incremental impact is as follows:

Algorithm 1. Core subgraph-based community evolution algorithm
Input: Changed, Coret

1: for node p in Changed do
2: if p is in Coret−1 then
3: if p in Coret then
4: For the nodes that belong to N t−1

p but not N t
p or the nodes belong to N t

p

but not N t−1
p , re-judge the community belonging (the community shrinks or grows)

with the nodes that, and judge whether there are core nodes of other communities
in the new local close neighbors (community merger);

5: else
6: if the community that p belongs to has only one node then
7: Community death;
8: else
9: Determine whether the core subgraph CGt

i of the community where
p belongs is connected;

10: if CGt
i is connected then

11: Re-judge the community belonging to the original close neighbors
of p and p (community shrinks);

12: else
13: The core nodes of each connected component form a new com-

munity with their local close neighbors (community split);
14: end if
15: end if
16: end if
17: else
18: if p in Coret then
19: Determine whether there are core nodes in the local close neighbors of

node p and the community of these core nodes (community growth or community
merger or community birth);

20: end if
21: end if
22: end for

1. Node increase: The newly added node is an isolated node at this time, it is
not connected to other nodes in the network, so it will not affect other nodes
and the existing community structure, so there is no further processing.

2. Node deletion: The deletion of a node will affect the neighbor subgraph of
his neighbors, the local close neighbor threshold and local minimum clustering
threshold of these neighbor nodes may change, so their identity labels may
also change, and they will be effect. The deleted node and its neighbors are
added to the Changed set and further processed by Algorithm 1.

3. Edge changes: In the case where the edge changes, the neighbor subgraphs
of the nodes at both ends of the edge and their common neighbor nodes
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are affected, so they are added to the Changed set and further processed by
Algorithm 1.

It should be noted that when the relationship between the two nodes changes,
the most common incremental method needs to re-judgment the community of
these two nodes and all their neighbor nodes. However, in the IECD-NS, the
change will only affect themselves and their common neighbors. For example,
in Fig. 1(b), after the relationship between A and C changes, the neighbor sub-
graph of node A changes, and the number of neighbors increases, so the local
minimum clustering threshold μA of A and the local close neighbor threshold εA
are possible change, so it needs to be re-judged whether it is a core node, and C
must be re-judged for the same reason. For the common neighbor B of A and C,
the change will affect the neighbor subgraph of B, so B should be judged again,
and node D is not a common neighbor of nodes A and C, so there is no need to
re-evaluate D.

Fig. 1. Network change diagram

After determining the affected area of the network, the community subor-
dinates are updated for these nodes using the core subgraph-based community
evolution algorithm.

In Algorithm 1, for each node in the affected Changed set, determine whether
their identity tags have changed. Figures 2, 3, 4 and 5 shows the community
evolution caused by changes in the identity tags of several nodes. In the figure,
the red box node is the core node, the local neighbor threshold of the core node
is the radius of the circle centered on the core node, and other nodes within the
range are the local neighbors of the core node.

There are several types of node identity label transformations:

1. Maintain the label of the core node: In this case, the identity label of
the node is not changed. For example, in Fig. 2, node p is the core node and
belongs to Ci at time t− 1 and time t, but the node’s local close neighbor set
may change. Compare the local close neighbor set N t−1

p of the core node p at
the previous moment with the current local close neighbor set N t

p, and deal
with the following two cases (line 3–4):
(a) The original local close neighbor is no longer a local neighbor: in Fig. 2,

nodes a and b are both local neighbors of node p at time t − 1, but are
not in the local neighbor set of p at time t, so these two nodes may lose
the community membership of Ct

i at time t. For these nodes, determine
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whether they have other local close neighbors that are the core nodes of
the original community. For example, node a is still a local close neighbor
of node q at time t, and node q is also the core node belonging to Ct

i ,
so node a retains the community membership. Because node b is not a
local neighbor of other core nodes in the Ct

i , node b loses the community
membership of the Ct

i and the Ct
i community shrinks.

(b) There is a new local close neighbor: In Fig. 2, node z and node c are
not local close neighbors of p node at time t − 1, but become local close
neighbors of p at time t. For these nodes, determine whether they origi-
nally belonged to Ct−1

i . For nodes that did not originally belong to Ct−1
i ,

give them Ct
i membership, and for cores that did not originally belong

to Ct−1
i , merge Ct

i with the community to which the node belongs. For
example, node c is a common node, add c into Ct

i and community Ct
i

grows. Since node z is a core node and belongs to the community Ct
j ,

community Ct
j and community Ct

i are merged into Ct
k.

Fig. 2. Community merger diagram

2. Core nodes become ordinary nodes: Due to changes in the identity labels
of some nodes, the core subgraphs of some communities will be affected.
According to the original number of core nodes in the community, there are
several possibilities:

Fig. 3. Community death and community birth diagram
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(a) At the last moment there was only one core node in the community: For
example, in Fig. 3, node z is the core node of the Ct−1

i community and
the community has only one core node, so when time t, the z node is no
longer the core, the community Ci dies (lines 6–7).

(b) There were multiple core nodes in the community at the previous moment:
at this time, the connectivity of the core subgraph of the community at
the current moment is determined (line 8–9). As shown in Fig. 4, at time
t − 1, nodes p, q, and z are core nodes of the community Ct−1

i . At time
t, node q is no longer a core node, but the core subgraph of community
Ct

i is still a connected graph, so only node q and node a lose community
membership, and community Ci shrinks (lines 10–11). In Fig. 5, at time
t − 1, p, q, and z are the core nodes of the community Ct−1

i . At time
t, node p is no longer a core node. At this time, the core subgraph of
the community Ct

i is not a connected graph, then the core node set of
each connected component in CGt

i forms a new community with their
local close neighbors, and the community Ci is split into Ck and Cj (line
12–13).

3. Ordinary nodes become core nodes: According to whether there are
other core nodes in the local close neighbors of this new core node at the
moment, and whether these core nodes belong to the same community, there
are the following situations:
(a) There is no core node in the local close neighbor: For example, in Fig. 3,

node z is not a core node at time t, and node z becomes a core node at
time t + 1. Since there is no other core node in the local close neighbor
of node z, the node z and its local close neighbors d and c form a new
community Ct

i , and community Ci is born.
(b) There are core nodes in the local close neighbors and these core nodes

belong to the same community: For example, in Fig. 4, if time t is regarded
as the previous time, t − 1 is regarded as the current time, because there
is only one core node p in the local close neighbors of the new core node
q at time t − 1, and node p to the community Ct−1

i . Node q and his local
close neighbor a join the Ct−1

i community, and the community Ci grows.
(c) There are core nodes in the local close neighbors and these core nodes

do not belong to the same community: For example, in Fig. 5, if time t is
regarded as the previous time and time t − 1 is regarded as the current
time, due to there are two core nodes p and z in the local close neighbors
of the new core node p, and these two core nodes belong to different
communities, merge these communities and form a new community Ci

(line 15–16).
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Fig. 4. Community shrink diagram Fig. 5. Community split diagram

4. Maintain ordinary node identity: Since ordinary nodes cannot give com-
munity membership to other nodes, the community structure will not be
affected.

4 Experiment

This paper compares IECD-NS with some other popular community detection
methods. In order to prove the accuracy of the algorithm, this paper conducts
comparative experiments on static and dynamic networks respectively. To the
best of the authors’ knowledge, there is currently no canonical way to measure
the quality of community evolutionary discovery algorithms. Therefore, in the
absence of benchmark results, this paper compares the number of evolutionary
events found by IECD-NS and another dynamic evolutionary community dis-
covery method, and the trend of the number of evolutionary events over time.

4.1 Static Real Network

This paper uses five common static real network datasets in social network
research. Run IECD-NS and other community discovery algorithms based on
these 5 datasets, measured by the Modularity score [19] and the Standard Mutual
Information (NMI) [9] score. The static real social networks include: 1) Amer-
ican college football network (NCAA) [3], which has 115 nodes and 602 edges;
2) Dolphin Network (DOLP) [18], an unweighted and undirected network of 62
dolphins; 3) The Polbooks network(POLB), which has 105 nodes; 4) Zachary’s
Karate Network(KARA) [26] include 34 nodes and 78 edges; 5) A cooperative
network [1] with 4 communities (PHYS) including 241 doctors. These five kinds
of real networks are widely used in the research of social networks, and each real
network has a benchmark community structure. Comparison algorithms include
COPRA [4], SHRINK [6] and SLAP [23].

As shown in Fig. 6, IECD-NS obtained higher modularity scores on all exper-
imental datasets compared to other methods, even scoring a modularity score
of 1 on DOLP, KARA and POLI; in Fig. 7, IECD-NS has generally higher NMI
scores, obtaining optimal NMI scores on three of the datasets, while on the other
two datasets the algorithm’s scores were not significantly different from those
of the optimal algorithm on the other 2 datasets. The experiments show that
the proposed algorithm has excellent performance in community discovery for
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Fig. 6. Modularity score on real
network

Fig. 7. NMI score on real network

real networks, and can discover well-structured communities in the network with
high accuracy, and the discovered communities have high consistency with the
real community segmentation. Taking the KARA network as an example, the
proposed IECD-NS algorithm can identify two communities in this network and
identify the node representing the administrator and the coach as the core node.

In this paper, the suggested hyperparameter α value is in the range [0.4, 0.6]
used. Within this range, not only nodes with larger node degrees, but also adja-
cent nodes that are closely connected to the core node can be identified.

4.2 Dynamic Real Network Results

A subset of the DBLP dataset, DBLP Co-authorship, consists of 2752 nodes
representing authors. The network is a relational network where each edge rep-
resents an article published jointly by two authors between 1990 and 2010. This
dynamic network is divided into 9-time steps according to time. As the network
data grows larger over time, the general incremental algorithm tends to cause
a rapid decline in community detection due to error accumulation, however the
IECD-NS algorithm performs the opposite.

As shown in Fig. 8, the modularity score increases over time, meaning that
the strength of the communities obtained through the algorithm continues to
increase and become better in quality. On the T1–T4 time slices, the modular-
ity score of IECD-NS is slightly better than that of ECDR; on the T5–T9 time
slices, the scores of IECD-NS and ECDR methods on modularity are almost
equal. Compared with ECDR, the proposed algorithm has more stable and supe-
rior performance in detecting communities with better structural quality. The
increasing performance of the modularity score with increasing time slices also
proves that the IECD-NS algorithm can guarantee the performance of the algo-
rithm in large-scale dynamic networks. Figure 9 shows the runtimes of IECD-NS
and ECDR at each time slice. As the network size increases, the runtimes of
both algorithms increase, but it is clear that the increase in runtime is greater
for ECDR and less for IECD-NS, and the runtime of the former is always greater
than that of the latter, which indicates that IECD-NS, in large-scale dynamic
networks, can guarantee the algorithm efficiency its incremental idea based on
the neighborhood subgraph not only guarantees the effectiveness of the algorithm
but also improves the efficiency of the algorithm.
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Fig. 8. Modularity score on DBLP Fig. 9. Runtime comparison on DBLP

The evolution of the communities found on the DBLP Co-authorship can
be seen in Table 1, which shows that during the initial T1–T4 period, when
the network was just being established, there were more evolutionary events
in the network, with the highest number of community birth events, and the
number of community births in the network was much greater than the number of
community deaths, with more communities growing than shrinking. The number
of community births is much higher than the number of community deaths, and
there are more communities growing than shrinking. In the T3–T4 time period,
the number of community Births reached a high of 41, a peak that represents
the peak of dynamic community evolution within the network, which gradually
shifted to a steady state of growth. During the T4–T6 time period, the number
of various evolutionary events in the network tends to decrease, and the state
of the network stabilizes. From T7 to T9, the number of evolutionary events
decreases significantly, and the number of Shrinking events is greater than the
number of Growing events, indicating that the overall community size decreases
and the network continues to shrink. From T1 to T9, the DBLP network went
through three phases: high growth, stability, and shrinking, which is consistent
with the real network development. The low number of Merging and Splitting
events in any period indicates that the relationships between communities in the

Table 1. NUMBER OF EVOLVE EVENTS

Birth Death Continuing Shrinking Growing Merging Splitting

T1–T2 29 11 8 10 15 1 0

T2–T3 25 15 7 11 21 5 1

T3–T4 35 13 4 14 14 4 2

T4–T5 20 13 7 16 12 4 1

T5–T6 11 13 2 8 20 3 1

T6–T7 5 7 5 6 14 1 2

T7–T8 3 5 4 10 10 2 2

T8–T9 6 5 1 12 13 1 1
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DBLP network are more stable, which is consistent with the reality that there
are fewer connections between different communities and closer relationships
between users within communities, and that communities are less likely to merge
or split.

Fig. 10. Network change diagram

Although the standard number of community evolution events occurring is
not available for comparison, it can be seen in Fig. 10 that the number of com-
munity evolution events found by IECD-NS is more similarly distributed across
all types of events compared to the number found by the ECDR method, and
the community evolution trends found by the two algorithms are nearly identical
over the two adjacent time slices (a) and (b), for example, in the former time
slice T2–T3, the number of events Shrinking is much smaller than the number
of events Growing, while in the latter time slice, the number of events in both
categories is almost equal, indicating that the network is moving from a fast-
growing state to a stable state, a trend found by both algorithms; the similarity
of the results obtained by both algorithms proves that the IECD-NS algorithm
is somewhat accurate. In addition to the similarity in distribution, the IECD-NS
method finds more events in all categories compared to the ECDR method, espe-
cially in the more subtle evolutionary events in the network such as Shrinking
and Growing, indicating that the IECD-NS method is more sensitive to evolu-
tionary events and has superior performance in finding more evolutionary events
in the network.

5 Conclusion

In this paper, the IECD-NS algorithm is proposed to discover community struc-
ture in dynamic networks and track community evolution. Different from most
existing methods, the IECD-NS algorithm exploits the neighbor subgraph infor-
mation of nodes, excavates the relationship between neighbor nodes in the local
topology, and discovers the core nodes in the network. In the study of commu-
nity evolution, the core subgraph of each community is constructed by the fea-
tures of core nodes. When processing increments, comprehensively consider the
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types of increments and the types of nodes involved. Due to the special nature
of the neighbor subgraph, when the network edge changes, only the common
neighbors of the incremental nodes will be affected, and other neighbors are not
affected, which further increases the efficiency of processing incremental. The
designed incremental processing strategy can track community evolution and
identify community evolution events. The experimental results verify that the
IECD-NS algorithm achieves better accuracy and efficiency than other methods
on some famous datasets.
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Abstract. In recent years, short video platforms have become the main
source of online rumors. According to the statistics of Shanghai online
rumor refutation platform in 2021, the number of short video rumors
was about five times that of short video rumors in 2020, which makes
it necessary to detect rumors of short videos. At present, short video
rumor detection has the problem of multi-modal information fusion, the
traditional multi-modal fusion uses deep learning to obtain the underly-
ing features of multi-modality and then aggregate them into cross-modal
features. However, there are distortions of theme and tampering with
key-frame in rumor videos. Therefore, short video rumors need to learn
features from the perspective of theme and key-frame. Aiming at the
problem of multi-modal information fusion of short video rumors, this
paper proposes a short video rumor detection model (TKCM) based on
theme and key-frame. It uses aggregation network to obtain the theme
feature of video, attention network to obtain the key-frame feature, and
fuses multi-modality by modal adjustment mechanism for short video
rumor detection. Experimental results show that the F1 score of the pro-
posed method on the short video rumor dataset is improved by 2%–5%
compared with some state-of-the-art video classification models.

Keywords: Short video rumors detection · Multi-modal fusion ·
Modal adjustment

1 Introduction

With the rapid development of short video platforms such as Tiktok and Kwai in
recent years, short videos are becoming more and more popular with a large audi-
ence. According to a report published by QuestMobile, a data analysis website,
as of June 2020, the monthly active users of Tiktok and Kwai reached 513.36
million and 429.75 million respectively. The average user spends 1,569.5min
on Tiktok and 1,162.6min on Kwai each month. Everyone can express their
opinions and upload videos on the short video platform anytime and anywhere,
which makes the short video become the front of public opinion. At the same
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time, some people fabricate content, cut video, and combine content to create
rumor videos to achieve some undesirable purposes, such as attracting attention,
guiding, spreading, etc. For ordinary people, it is difficult to distinguish between
rumors and the real situation, which makes some people become the spread of
rumors unintentionally. The Shanghai rumor dispelling platform checked online
rumors in 2021 and found that the number of fake rumors through short videos
was about five times that of short videos in 2020. Statistics from the School of
Journalism and Communication at Beijing Normal University show that nearly
a fifth of online rumors are now accompanied by short videos. Due to the wide
audience, fast spread and strong incitement of short videos, online rumors are
easy to cause anxiety and panic among the public, leading to various mass inci-
dents and seriously threatening social security. In the era of rapid development
of short video, short video platform has become a hotbed of rumor transmission.
Compared with plain text or text, video is more deceptive, and its source and
authenticity are difficult to verify, so video rumors are more harmful. Therefore,
accurate and timely detection of short video rumors is of great practical signifi-
cance for maintaining the stability of public opinion on social media platforms,
protecting the nation’s online discourse power, and ensuring the stable develop-
ment of social order.
Short video rumor detection can be considered as a sub-task of video classifica-
tion, but it is different from other video classification tasks. It has the problem of
multi-modal information fusion, which brings difficulties to the classification of
short video rumors. Classical multi-modal fusion takes more into account mul-
tiple modes starting from the low-level features and gradually aggregating into
cross-modal features through deep learning. However, in rumor videos, there are
means such as theme distortion and key frame tampering. Therefore, we need to
obtain rumor features from these two aspects. In this paper, our contributions
are as follows:
(1) We propose a multi-modal rumor detection model based on theme and key
frame, which detects video rumors from the aspects of theme distortion and key
frame tampering. Compared with common video classification models, we have
achieved the best performance.
(2) We have collected a small-scale video rumor dataset, and there is no publicly
available video rumor dataset at present.

2 Related Work

The research on text and visual information shows that text and picture infor-
mation are effective in rumor detection task, and combining these two kinds of
information to detect rumors can improve the effect of rumor detection. Existing
rumor detection methods based on multi-modal information can be divided into
three categories.
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2.1 Multi-modal Information Fusion

Many researchers use visual feature extractors and text feature extractors to
obtain visual and text features respectively, and then combine visual informa-
tion and text information for rumor detection. Singhal et al. [1] proposed that
VGG [2] was used to extract visual information, BERT [3] was used to extract
text information, and then the combination of visual and text information was
fed into the classifier to classify fake news. Singhal et al. [4] proposes to use VGG
to extract visual features and XLNET [5] to extract textual features, and com-
bine them together and input the classifier to classify the rumor task. Liu et al.
[6] considering that the rumor picture contains textual information, modeled the
text information, the text information in the image and the visual information
respectively, and spliced these features together as the final representation of the
rumor for inference. However, directly combining visual and textual information
is too simple to make full use of multi-modal information, so many scholars have
developed some auxiliary tasks to help models better understand multi-modal
information. Wang et al. [7] developed an auxiliary task, event discriminator.
The event discriminator takes the concatenated multi-modal rumor information
as input. This auxiliary task is used to better understand the multi-modal infor-
mation to perform the rumor detection task. Khattar et al. [8] designed an aux-
iliary task, namely information reconstruction. The encoder encodes the visual
and textual information of the message, and the decoder reconstructs the visual
and textual information through the reconstruction task to better combine the
multi-modal information.

2.2 Contrast Learning Between Models

It’s assumed that if the picture doesn’t match the text, then it’s a rumor. Based
on this assumption, the researchers encoded pictures and text information to
calculate how similar they were to each other. If the similarity is high, it means
that the textual information matches the visual information and it is true, while
otherwise, it is a rumor. Zhou et al. [9] used the fully connected layer to map the
extracted text features and visual features in the same vector space, and then
compared their similarity. Xue et al. [10]] used pre-trained models to model text
and visual information respectively, and then calculated the similarity between
the two to determine whether the image and text match.

2.3 Enhance Multi-modal Information

The multi-modal rumors contain both textual and visual information, and these
two types of information can complement each other and promote mutual under-
standing between different model. Based on this, many researchers have proposed
that adding information between multiple modalities can help the model better
understand the content of rumors and thus better analyze their authenticity. Jin
et al. [11] first proposed that inter-modal attention is used to enhance the rela-
tionship information between modalities, and inter-modal attention mechanism
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is used to strengthen inter-modal information to better understand multi-modal
information. Zhang et al. [12] proposed to use attention mechanism to obtain
visual representation of text information so as to better understand multi-modal
information. Wu et al. [13] proposed two-level joint attention of image and text
information based on people’s habit of reading news, “people tend to look at
the text first, then look at the picture, then look at the text, then look at the
picture”. They modeled the spatial domain and frequency domain information
of the image respectively. The two kinds of information are then combined with
joint attention to get a better image representation. Qian et al. [14] uses joint
attention to supplement visual and textual information, and uses visual informa-
tion to supplement textual information. Moreover, they noticed that each layer
of semantic hierarchical information was useful for fake news detection, so they
combined the information of BERT’s four layers with the image information.
Zhang et al. [15] used multi-head converters to fuse text and visual information
for better news representation. In addition, they used supervised contrast learn-
ing to learn higher-order features of real news and fake news. They chose theme
similar, the same news authenticity as positive samples and chose theme similar,
different news authenticity as negative samples. Supervised Contrast learning is
used to narrow the distance between positive examples and widen the distance
between positive and negative examples, so as to learn the higher-order features
of real news and rumor news to better distinguish them.

3 Method

The previous multi-modal fusion mainly considered the gradual aggregation of
multiple modalities from the underlying features to the cross-modal features.
However, the rumor video contains distortions of the theme and manipulation of
key frames, such as a barbecue scene distorted into an explosion scene. Therefore,
the multi-modal fusion of short video rumors needs to learn the characteristics
of rumors from themes and key frames.

We designed a short video rumor classification model called Theme and Key-
frame Classification Model(TKCM), which is shown in Fig. 1. The TKCM model
is described in detail from the extraction of modal features, theme features acqui-
sition, key frame features acquisition and modal adjustment fusion mechanism.

3.1 Modal Feature Extraction

In order to obtain the theme feature representation and key-frame representation
on the three modalities, it is necessary to obtain the coded representation of text,
visual and audio modality first. This paper introduces the extraction methods
of three modal features under text, vision and audio.

Textual Modality. The text comes from the title of the video, and the output
of the last layer of the pre-trained model BERT is used to obtain the text feature
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Fig. 1. The short video rumor classification model based on theme and key frames can
be divided into four parts in total. It is the feature extraction of each modality, theme
feature representation, key frame feature representation and modal adjustment fusion
mechanism.

vector corresponding to the context, denoted as Ht.

Ht = {ht1, ht2, ..., htn} (1)

where Ht ∈ Rtn∗768, tn is the token length of the text.

Audio Modality. We use the pretrained model VGGish to obtain audio feature
vectors. First, the audio was resampled to 16 kHz mono audio, and the spectrum
was obtained by short-time Fourier transform with a frame shift of 10 ms using
a 25ms Hann window. Then the spectrum was mapped to the 64 order Mel
filter bank to calculate the MEL spectrum, and the log(Mel − spectrum+0.01)
was calculated to obtain stable Mel spectrum. These features are grouped into
frames at a time of 0.96 s, with no frame overlap, and each frame contains 64
MEL bands, 10ms in length, for a total of 96 frames. The output data format
of VGGish model is [NUMs_frames, 128], where NUMs_frames indicates
the frame length which is the audio duration divided by 0.96. Through these
operations, the feature representation of the audio is obtained, denoted as Ha.

Ha = {ha1, ha2, ..., han} (2)

where Ha ∈ Ran∗128, an is the frame length of the audio.

Visual Modality. The short video is processed by frame extraction, and then
the video pre-trained model is used to extract visual features. In order to keep
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in sync with the audio, a frame is extracted from the video at 0.96 s intervals.
Then the corresponding representation of each frame is obtained through the
pre-trained Resnet-50 [16] model. The feature vector of a sequence frame in a
video is represented as Hp, where Hp ∈ Rpn∗1024, pn is the number of frames
extracted from each video.

Hp = {hp1, hp2, ..., hpn} (3)

3.2 Theme Features and Key-Frame Feature

The multi-modal fusion of short video rumors requires learning the features
from the perspective of theme and key-frame. In order to obtain the vector
features at the video level, the single frame feature vectors obtained by the
pre-trained model of each modality are aggregated to form the overall theme
feature. Moreover, the attention mechanism is used to filter the key-frame. In this
paper, two aggregation networks are used to complete the experiment, namely
NeXtVLAD [17] and AttentionCluster [18].

Theme Features Extraction. We use NeXtVLAD to select the clustering
center, and then code visual, text, and audio to get the feature representation
of the theme in each modality. The complete structure of NeXtVLAD is shown
in Fig. 2, and the simplified structure is shown in the topic feature extraction
module in Fig. 1.

Fig. 2. NeXtVLAD is used to select the cluster center and encode visual, text and
audio through three branches to get the theme representation in each modality.

The features of each modality are decomposed into a low-dimensional fea-
ture vector using the attention mechanism before aggregation and coding. The
NeXtVLAD input has M frames, each frame has N dimensions and G is the size
of the group. First, the n-dimensional features of the input vector x are con-
verted to λn dimension through the fully connected layer, denoted by ẋ, where
λ is usually set to 2, which means the dimension of the feature is converted from
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(M, N) to (M, 2*N). Then ẋ through three branches, the first transforms ẋ to x̃,
(M, λn) to (M, G, λn

G ), and then x̃ is subtracted separately with k cluster centers
ck, whose dimension is λn

G , that is x̃g
ij − ckj in Eq. 4. In the second branch, ẋ

is fed to the fully connected layer and the softmax function, αgk(ẋi) in Eq. 4,
which represent the proportion of the features of group G of frame i at the Kth
cluster center ck. The third branch inputs x to the fully connected layer and
then passes through sigmoid function, namely αg(ẋi) in Eq. 4, which represent
the weight of i-th frame in group G, which is equivalent to the attention weight.
Finally, each frame is divided into G feature vector spaces of lower dimensions,
and each video frame can be expressed as Eq. 4.

vg
ijk = αg(ẋi)αgk(ẋi)(x̃

g
ij − ckj) (4)

After obtaining the representation of each video frame, we aggregate the
features of multiple images and sum them in the frame dimension and group
dimension to get the aggregated feature yjk shown in Eq. 5.

yjk =
∑

i,g

V g
ijk (5)

The dimension of the aggregate feature yjk is reduced by a fully connected
layer to get the theme feature of the short video. In the experimental part of this
paper, we set λ=2, k=128 and G=8. N represents the dimensions of different
modality, N=1024 in visual aggregation, N=768 for text aggregation, N=128
for audio aggregation. Each modality is aggregated by NeXtVLAD, and the
theme feature vectors of text, video and vision are denoted as Ht−NV ∈ R1∗768,
Ha−NV ∈ R1∗128 and Hp−NV ∈ R1∗1024.

Key-frame Features Extraction. There are many frames in the video, but
the information of some frames is redundant or overlapping for the video data
processing task, so these frames should be removed in some tasks. Some frames
in the video frame sequence are critical to the video classification task, because
they are related to classification labels, so these frames should be regarded as
key frames and must be given more weight. In view of the above assumptions,
this paper introduces Attention Cluster and the model structure is shown in
Fig. 3. It can assign more weight to the more important frames and capture the
key-frame representation.

Local features are integrated to obtain global features based on attention. The
attention output is essentially equivalent to the weighted average, as shown in
Eq. 6, v is the global feature derived from the attention unit, and a is the weight
vector composed of two fully connected layers, Eq. 7. In the implementation, v is
generated by the shift operation as shown in Eq. 8, where α and β are learnable
scalars. By adding an independent learnable linear transformation to the output
of each attention unit and then performing regularization, each attention unit
tends to learn different distribution features, which makes the attention cluster
better to learn data from different distributions and improve the representation
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Fig. 3. Key frame feature extraction adopts Attention Cluster model.

of the whole network. Due to the use of attention clusters, the output of each
attention unit is combined to obtain multiple global features g, as shown in Eq. 9,
where N is the number of clusters.

v = aX (6)

a = softmax(W2tanh(W1X
T + b1) + b2) (7)

v =
α · X + β√

N‖α · aX + ρ‖2
(8)

g = [v1, v2, ..., vN ] (9)

The global feature is concatenated and the dimension is reduced by the
fully connected layer to get the global key frame feature vector. Each modal-
ity extracted in the above steps is aggregated through the AttentionCluster
network to get the key frame feature vectors of the three modalities, denoted
as Ht−AC ∈ R1∗768, Ha−AC ∈ R1∗128 and Hp−AC ∈ R1∗1024. Theme feature
vectors and key frame feature vectors from different modalities extracted from
the two aggregation networks are concatenated together respectively, shown in
Eq. 10–12, to get the video-level feature vectors of each modality.

Ht = [Ht−NV ,Ht−AC ] Ht ∈ R1∗1536 (10)

Ha = [Ha−NV ,Ha−AC ] Ha ∈ R1∗256 (11)

Hp = [Hp−NV ,Hp−AC ] Hp ∈ R1∗2048 (12)
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3.3 Modal Adjustment Mechanism

Modalities can complement each other with information, so we use multi-modal
fusion to detect rumor videos. The feature vectors of the three modalities are
concatenated, and then a fully connected layer is used for linear transforma-
tion. In addition, before feature vectors are concatenated, the modal attention
is adjusted to reflect the different importance of the three modalities for classi-
fication. Attention is usually used to guide the model to adjust the attention of
different modalities, but it needs enough data to learn, small amount of data will
lead to insufficient training which is impossible to correctly allocate attention to
each modality. To solve this problem, a modal adjustment mechanism(MAM) is
proposed in this paper.

The MAM is to multiply the feature vectors of the three modalities by the
hyperparameter respectively before the features are concatenated, which range
is (0, 1], as shown in equations Eq. 13–15, where α, β, and γ are artificially
set hyperparameters. The adjusted multi-modal features are linearly changed
through the fully connected layer to obtain Ht, Ha, and Hp, and then they are
concatenated to obtain Hv. Finally, they are linearly mapped to two-dimensional
space for binary classification task, as shown in Eq. 16–21.

Ht−out = α ∗ Ht (13)

Ha−out = β ∗ Ha (14)

Hp−out = γ ∗ Hp (15)

Ht = Ht−outWt (16)

The adjusted multi-modal features are linearly changed through the fully
connected layer to obtain Ht, Ha, and Hp, and then they are concatenated to
obtain Hv. Finally, they are linearly mapped to two-dimensional space for binary
classification task, as shown in Eq. 16–21, where W and b are the final linear layer
weight and bias. In order to train the model, the minimization CrossEntropy loss
function is used, as shown in Eq. 22.

Ha = Ha−outWa (17)

Hp = Hp−outWp (18)

Hv = [Ht,Ha,Hp] (19)

logits = WT Hv + b (20)

p(y|logits) = softmax(logits) (21)

L = − 1
N

N∑

i=1

[
yi log p(Hvi) + (1 − yi) log(1 − p(Hvi))

]
(22)

The three modalities have different importance in the final rumor detection
task. It is assumed that visual features are more worthy of attention in the
detection, while the feature values of text and audio vectors are too large, which
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will lead to the classifier being dominated by text or audio. Although the classifier
will learn and give more weight to visual features in the training, small amount
of data cannot make the model focus on important modality. Through artificial
intervention, it is possible to specify which modality plays a dominant role in
the classification and help the model quickly learn feature information from
important modalities. This mechanism is proved to be effective in experiment,
and a comparative experiment of attention mechanism is set up to verify the
effect of modal adjustment mechanism.

4 Experiment

4.1 DataSet

In our survey, there is no publicly available dataset of video rumors. The data
used in the experiment is crawled from Douyin and manually labeled by us.
There are 584 rumor short videos and 625 non-rumor videos, a total of 1209
data. The data set is divided into training set and test set according to the ratio
of 0.8 and 0.2. The details of the division of the data set are shown in Table 1.

Table 1. Short video rumor dataset partitioning.

Rumors dataset Non-rumor Rumor Total

Train set 500 468 968
Test set 125 116 241
Total 256 584 1209

4.2 Implementation Details

In the feature extractor, the dimension of the text feature obtained by BERT
is 768, the dimension of the audio feature obtained by VGGish is 128 and the
dimension of the image feature obtained by ReNet-50 is 1024. In NeXtVLAD,
set λ to 2, k to 128, and G to 8.

Accuracy =
1
n

N∑

i=1

(f(xi) = labeli) (23)

Precision =
TP

TP + FP
(24)

Recall =
TP

TP + FN
(25)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(26)
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The weights of the modal adjustment mechanism for the three modalities are
1.0 for vision, 0.8 for text and 0.7 for audio. The evaluation metrics used are
accuracy, precision of rumors, recall of rumors and F1 of rumors, as shown in
Eq. 23–26, where N is the number of samples , f(xi) is predict labels of sample xi,
labeli is ground label of xi, TP represents the number of samples with ground
labels as rumors and predict labels as rumors, FP represents the number of
samples in which the ground label is non-rumor and the predict label is rumor,
FN denotes the number of samples in which the ground label is a rumor and the
predict label is a non-rumor.

4.3 Modal Combination Analysis

In order to verify the effect of various modalities and their combinations in short
video rumor detection, we set up single modality and multi-modal combina-
tions respectively for the experiment. In this experiment, the modal adjustment
mechanism is deleted for fairness. Table 2 shows the experimental results.

Table 2. Single-modality and multi-modal results.

Modality Accuracy Precision Recall F1

Text 69.7% 71.3% 69.9% 70.4%
Vision 72.1% 72.6% 72.8% 73.4%
Audio 68.9% 70.5% 68.8% 69.6%
Text + Vision 75.9% 77.2% 76.0% 76.6%
Text + Audio 72.6% 74.0% 72.8% 76.6%
Vision + Audio 74.6% 76.2% 74.4% 75.3%
Text + Vision + Audio 75.5% 76.7% 76.0% 76.3%

Comparing the experimental results of the three single-modality, the accu-
racy of using visual modality alone is more than two percentage points higher
than that of using other modality alone, and it is more than three percentage
points higher than that of using audio modal alone. It shows that visual modal-
ity plays a more important role in rumor video detection, followed by textual,
which indicates the size of the hyperparameter setting for the modal adjustment
mechanism. The experimental results of the text modality and its corresponding
dual-modality combination show that the performance is improved whether it is
integrated into the visual or the audio modality, which indicate that the infor-
mation contained in the text modality is different from other modalities, and the
accuracy of video rumor detection can be enhanced by fusing multi-modality. It
is worth paying attention to the results of the three modalities. The best result
of the two modalities is higher than the combination of the three in accuracy. It
may be that the model does not learn the weights between the modalities well,
which indicates that it is necessary to add the modal adjustment mechanism.
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4.4 Model Comparison Experiment

Table 3 shows the results of our model and other models, where the best results
are in bold. It shows our model outperform the competing methods on the short
video rumor dataset, and the accuracy of TKCM is improved by 1.7%–4.6% ,
which indicate that theme and key frame feature extraction can improve the
ability of short video rumor detection task.

Table 3. Results of different models, where VideoLSTM, FSTCN, ActionVLAD and
TPN are based on single-modal video classification, while att-RNN, MVT and TKCM
are all based on multi-mode.

Model Accuracy Precision Recall F1

VideoLSTM [19] 73.9% 75.4% 73.6% 74.5%
FSTCN [20] 72.6% 74.4% 72.2% 73.2%
ActionVLAD [21] 75.1% 76.4% 75.2% 75.8%
TPN [22] 75.1% 76.9% 74.4% 75.6%
att-RNN [23] 72.2% 73.8% 72.0% 72.9%
MVT [24] 75.5% 77.0% 75.2% 76.1%
TKCM 77.2% 78.2% 77.6% 77.9%

The performance of the multi-modal model is generally higher than that
of the single-modality, indicating that multiple modalities are helpful for video
rumor detection. Among them, although att-RNN uses both visual and text,
its accuracy is low, which may be because it uses LSTM and VGG in feature
extraction of each modality, while MVT can obtain advanced features. By com-
paring them, it can be found that the poor performance of att-RNN on rumor
video detection may be caused by the weak feature extraction model and the
inability to obtain high-level features of vision and text, which also verifies the
importance of modal feature extractor.

4.5 Ablation Experiment

Table 4 shows the experimental results of our model after removing each mod-
ule, in which the bold part is the best result. It can be seen intuitively that only
using theme features or key-frame features can improve the classification per-
formance, and combining them can further improve. Theme extraction and key
frame extraction of clustering can mine different information in rumor detection.

In order to explore the performance of the modal adjustment mechanism,
we removed it to verify its effectiveness. After removing the modal adjustment
mechanism, the accuracy decreases, which shows the three modalities have dif-
ferent importance. The attention mechanism needs enough data to learn. Due
to the small amount of data, which cannot allocate enough attention to each
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Table 4. Ablation experiment results, AC stands for AttentionCluster, NV stands
for NeXtVLAD, MAM stands for modal adjustment mechanism, Attention stands for
Attention mechanism, “-" stands for removing this module in the model, and “+" stands
for adding this module.

Model Accuracy Precision Recall F1

TKCM-NV 75.9% 77.2% 76.0% 76.6%
TKCM-AC 75.5% 77.0% 75.2% 76.1%
TKCM-MAM 75.5% 76.7% 76.0% 76.3%
TKCM-MAM+Attention 76.3% 77.9% 76.0% 76.9%
TKCM 77.2% 78.2% 77.6% 77.9%

modality. In order to verify this problem, the modal adjustment mechanism is
replaced by a layer of self-attention mechanism. The use of the modal adjust-
ment mechanism has a percentage point improvement in F1 score. This artificial
hyper-parameter setting method performs better than the attention mechanism
in the case of small amount of data.

5 Conclusion

In this paper, we propose a multi-modal fusion model based on theme and key-
frame. It can effectively capture the theme and key-frame information of the
three modalities in the video, and carry out rumor detection from them. The
F1 score of the proposed method on the short video rumor dataset is improved
by 2%–5% compared with the commonly used video classification model. The
experimental results show that the proposed model performs better on short
video rumor dataset than the single-modality and multi-modality models. At
the same time, the effect of each module in the model is verified by ablation
experiment. In addition, in order to verify the feasibility of the modal adjustment
mechanism on a small amount of data, the effectiveness of the modal adjustment
mechanism is verified by attention mechanism.
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Abstract. As more and more service providers encapsulate and pub-
lish their data and services on the internet in the form of Web APIs, the
number of Web APIs is ever-increasing. For this reason, Web API recom-
mendation is gaining momentum and has achieved high performance in
accuracy. However, few studies paid attention to function recommenda-
tion. As an indispensable entity in the mashup-API ecosystem, function
is not only the in-facto basis of API taxonomy, but also determines the
compatibility and the internal construction pattern of mashup composi-
tion. Considering that users adopt multiple function invocations during
a development cycle and the number of functions is also increasing, we
propose the complementary function recommendation(CFR), a function-
to-function problem. To solve the CFR, we regard each mashup as a
transaction set for frequent pattern mining and propose an association
rule-based complementary function recommendation(ARCFR) system,
which provides function recommendation and corresponding probability
explanation. Our experiments show that ARCFR can recommend com-
plementary function effectively, and we give two applicable scenarios to
demonstrate the practical value of our method in more aspects.

Keywords: Web API · Mashup · Association rule · Complementary
function recommendation

1 Introduction

Service Oriented Computing (SOC) has brought great innovation in software
engineering and greatly changed the way of software development [17,22].
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SOC presents computing resources over the internet in the form of platform-
independent Web APIs [21]. Promoted by SOC, mashup has become a promis-
ing software development manner which allows software developers to combine
existing Web APIs with different functionalities to create value-added web appli-
cations in an agile manner [3,10]. Moreover, mashup application has the supe-
riority of short development cycle and strong scalability. Thus, they are easy to
be reused when requirements change [11,19].

In practice, Web APIs come from service platforms such as Pro-
grammableWeb. In the repository, an overwhelming number of published Web
APIs make it challenging for developers to manually choose appropriate Web
APIs to satisfy their requirements [13,20]. Therefore, Web API recommendation
for mashup creation is gaining momentum. API recommendation is generally
divided into two objectives: one is to recommend Web APIs with better quality
of service (QoS); and the other is to recommend Web APIs that better meet
functional requirements.

The QoS-based methods recommend Web APIs from the perspective of QoS
optimization [2,5]. Existing methods successfully predict missing QoS data to
recommend APIs with best QoS. However, the QoS-based approach has two
limitations: (1)due to the dynamic nature of the network, QoS is difficult to
be measured accurately in real time [8]; (2)QoS is function-independent but
function is the indispensable consideration for Web API recommendation.

Requirement-oriented researches [4,6,7,14,18] were done to analyze func-
tional requirements of mashups from their descriptions, then recommend Web
APIs based on their semantic compatibility with descriptions. In addition, it is
common to directly recommend Web APIs from the entire repository and rank
them in a single list. Although they can output meaning recommendation results,
there are also two drawbacks: (1)the APIs in the recommendation list may not
be compatible; (2)due to the significant long-tail effect and usage sparsity, many
APIs are invisible to users.

Generally, all APIs are typically assigned to different categories of the reposi-
tory according to their functions as shown in Fig. 1(a). And this taxonomy is open
and visible to users, so if the compatibility between categories, i.e. function com-
plementarity, is modeled, the coarse-grained relations of all relevant APIs will
be well defined. As shown in the Fig. 1(b), suppose hyperlinks of corresponding
functional categories are provided for users who have selected a specific API,
users can be informed of appropriate types of APIs for their next invocation.

Considering the demand, we propose complementary function recommenda-
tion(CFR), a function-to-function recommendation problem. The input of CFR
is query function from the selected API, while functions on the output side repre-
sent categories where APIs complement the selected ones. In order to implement
CFR, we regard mashups as transaction sets and propose an association rule-
based complementary function recommendation (ARCFR) system, which not
only gives recommendations, but also provides additional additional intuitive
probability explanation as shown in Fig. 1(b).
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Fig. 1. ‘Mashup’, ‘Function’, ‘Web API’ on ProgrammableWeb (a) and Toy Example
of Complementary Function Recommendation (b)

The main contributions of the paper are four-fold:

(1) This is the first work to cope with the Web API complementary function
recommendation (CFR) problem. CFR not only demonstrates the internal
construction pattern of mashups, but also the compatibility between differ-
ent kinds of Web APIs.

(2) We observe two fact that a mashup development always involves multiple
function invocations and the number of available functions is increasing.
They demonstrates the necessity of complementary function recommenda-
tion.

(3) We use association rules to model the complementary relations between
functions and propose a rule-based recommendation system, ARCFR. The
experiment on real-world dataset shows that ARCFR can effectively recom-
mend complementary functions.

(4) We propose two typical application scenarios of ARCFR: complementary
Web API recommendation and Web API bundle recommendation, which
show that our system also has practical value in more aspects.

The rest of this paper is organized as follows. Section 2 overviews the related
work; Sect. 3 introduces motivations of CFR; Sect. 4 introduces the ARCFR sys-
tem; Sect. 5 introduces two practical scenarios about ARCFR; and Sect. 6 con-
cludes the paper.

2 Related Work

Recently, a lot of state-of-the-art algorithms have been widely used in API
recommendation. e.g., deep learning-based [4,13,23], RL learning-based [16],
graph-based [7]. These methods focus on the accuracy and diversity of mashup-
API recommendations, which have reached a high level. In this paper, we turn
our attention to function recommendation, which will enable mashup devel-
opers to have a better experience because of our intuitive and explanatory
recommendations.
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Fig. 2. Users always call multiple APIs to add functions for mashup creation (a), and
the number of functions is ever-increasing (b).

3 Motivation

In this section, through data statistics, we demonstrate the motivation of CFR,
i.e., the necessity. In addition, CFR is defined.

3.1 Necessity

Generally, mashups are composed of multiple functional modules, so mashup
developers always call different kinds of APIs which provided diversify func-
tions. As shown in Fig. 2(a), 1,547 mashups invoked two APIs, which was the
most common situation. And function components of mashup can also become
relatively complex, maybe with more than 10 functions which are always located
in different categories. Consequently, developers need to constantly explore new
kinds of APIs to add new functions to their mashup application.

With the expansion of API information, the increase of functions is also
overloaded for developers. As shown in Fig. 2(b), from 2005 to 2022, 507 different
functions have been provided on the ProgrammableWeb and the number is still
increasing. Thus, it is necessary and nontrival to help users find the appropriate
functions by recommendation system.

3.2 Formulation

Learning from API recommendation systems, CFR can be formalized as formula
(1):

CFR(A,K) = X (1)

A and K are inputs, while A denotes the target function(category in reposi-
tory) of selected API, K denotes the number of recommended functions, the
recommendation system for CFR can predict the complementary function list
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Table 1. ARCFR

Target Top-3 Function Recommendation Confidence

Music Video 40.70%

Social 23.30%

Photos 16.70%

eCommerce Search 25.30%

Mapping 19.30%

Social 14.80%

Analytics Social 46.90%

Mapping 43.80%

None None

X={xk ∈ X, k ∈ {1, 2, . . . ,K}} with respect to A. In the repository, all APIs
a ∈ xk are functionally complementary to selected API.

4 Methodology

In this section, we first introduce how our rule-based system works. Next, we
introduce association rule mining process by Apriori. Then association rules on
functional complementarity are analyzed. Finally, we conduct experiments to
prove the feasibility of ARCFR on CFR problem.

4.1 Web API Complementary Function Recommendation System

The association rule-based complementary function recommendation system
consists of all association rules about functions. As shown in Table 1, provided
target function, the system matches all rules triggered by the target at first.
Then, all rules triggered are sorted by their confidence(target⇒X ), and the con-
sequent of the TopK rules are the functions recommended. E.g., taking Music
as input, the diversity degree K is set to 3. Top3 consequents, [Video, Social,
Photos], will be recommended with probability, which means that developers
who call Music APIs may need APIs that provide [Video, Social, Photos] with
probability of [40.7%, 23.30%, 16.70%].

4.2 Mining Association Rules

Association rule mining is the cornerstone of rule-based recommendation system
[15]. The basic motivation is that if some functions co-invoked quite a lot of times,
they are likely to complement each other. In this paper, we adopt the most simple
and intuitive Apriori algorithm, which was proposed by Agrawal [1].

Apriori is a level-wise algorithm, using the frequent k -itemset to explore
frequent (k+1 )-itemset. First of all, we search in the transaction database to
find the set of frequent 1-itemset recorded as L1. Then, we search for the set
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of frequent 2-itemset L2 by L1 and repeat the process. To find each frequent
itemset, we need to scan the database once until no frequent itemset can be
found anymore. The relevant concepts and formulas are defined as follows.

Let {T = t1, t2, . . . , tn} be the set of transactions(mashups), and {I =
i1, i2, . . . , in} is a set of attributes called items(functions). Each transaction
ti(i = 1, 2, . . . , n) corresponds to a subset of (I ti ⊆ I ). The association
rule A ⇒ B can be defined as an implication, while Ai(i = 1, 2, . . . , n) and
Bj(j = 1, 2, . . . ,m) be two subsets of I, A ⇒ B implies that if the function A is
applied to build mashups, B would also be invoked (A ⊆ B,B ⊆ I and A∩B = ∅)
with a specific probability.

Association rules mainly involve the following three indicators: support, and
confidence. The support of association rule A ⇒ B in database T refers to the
proportion of mashups involving both A and B in all mashups:

Support(A ⇒ B) = P (A ∩ B)

=
|{A ∩ B ⊆ t, t ⊆ T}|

|T |
(2)

High support indicates the high popularity of function A and function B. In
particular, the support(A) refers to P(A).

The confidence of association rule A ⇒ B in database T refers to the pro-
portion of mashups involving both A and B to those just containing A:

Confidence (A ⇒ B) = P (B | A)

=
Support(A ⇒ B)

Support(A)
(3)

The greater the confidence, the stronger the influence of A on B. In our context,
confidence is the measurement of functional complementarity, hence B with the
largest confidence would be recommended to A.

Algorithm 1. Frequent itemset generating.
Input: The database of Transaction T, the minimum number of occurrences of items
min-support.
Output: Frequent itemset L.

1: Initialize the parameters:k = 1, L = ∅ and C1 = ∅;
2: Generate the set of candidate 1-itemset C1: All the items;
3: Generate the set of frequent 1-itemset L1: Calculate the support of each item in

C1 by formula (2), and add all the items whose support > (min-support / |T |) into
L1;

4: Generate the set of candidate k-itemset C2 based on the set of frequent (k-1)-
itemset L1: Link any two different items in L1;

5: Generate the frequent k-itemset Lk based on the candidate k-itemset Ck: Calculate
the support of each item in Ck by formula (3), and add all the items whose support
> (min-support / |T |) into L;

6: Return the frequent itemset L.
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Table 2. The List of Partial Association Rules

Rule Antecedent⇒Consequent Support Confidence

1 eCommerce,Video⇒Mapping 0.015 0.837

2 Messaging⇒Telephony 0.026 0.460

3 Telephony⇒Messaging 0.026 0.359

4 Music⇒Video 0.021 0.377

5 Music,Video⇒Social 0.007 0.303

Algorithm 1 represents generation process of frequent itemsets. From Step
2 to Step 5 is a recursive process. When no more itemsets can be found, the
loop exits. Step 4 is the join step to generate K+1 candidate item set. Step
5 is the pruning step. According to the Apriori theorem, if an itemset is not a
frequent itemset, its superset cannot be a frequent itemset. The frequent itemset
generation is the core process of Apriori.

Algorithm 2 represents the generation of association rules, which are com-
posed of implication expressions of mutually exclusive subsets of frequent item-
sets. After the antecedent and consequent of the implication are determined, the
confidence can be calculated according to formula(3).

Algorithm 2. Association rule generating.
Input: Frequent itemset T, the minimum confidence of filtered rules min-confidence.
Output: Association rule set R.

1: Initialize R = ∅;
2: Calculate the confidence between the nonempty subsets of each frequent itemset

by formula (3);
3: Add all the association rules whose confidence>min-confidence;
4: Return the set of association rules R.

Accordingly, all association rules on functions are obtained.

4.3 Association Rule Analyses

Through analyses of association rules in Table 2, the characteristics of functional
complementarity can be revealed.

(1) Complementary function chain
Complementary function chain means that the development process of mashups
can be regarded as a continuous extension of the function chain. Observing
Rule 4 and Rule 5, when Music is used to build an application, Video is also
likely to be called with the probability of 37.7%. Subsequently, when Video and
Music are called together, Social will be more complementary to the combination
of Music and Video, with the probability of 30.3%. Complementary function
chain is critical for ARCFR, which makes each recommendation function not
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only complementary to the last recommendation function, but also all previous
selected ones.

(2) Asymmetry
By comparing Rule 2 and Rule 3, the confidence of Messaging⇒Telephony is
0.460 but confidence of Telephony⇒Messaging is 0.359. Different confidence
shows that the complementarity is asymmetric. The asymmetry of complemen-
tarity between functions can be calculated by Imbalance Rate(IR):

IR =
P (B | A)
P (A | B)

(4)

After calculation by formula(4), the IR between Messaging and Telephony is
1.28, which demonstrates that the asymmetrical relation between A and B is
not significant.

Fig. 3. Recall with different K values (a) and min-support (b).

4.4 Experiments

In order to evaluate the performance of ARCFR, we conduct simulation exper-
iments on real-world dataset. For simplicity, our experiments use all frequent
binomial sets as samples (two functions are co-invoked, one is the target func-
tion, the other is the recommended function). The dataset is divided into training
set and test set in proportion. Recall is used to evaluate the performance of the
system as Eq. (5). K and min-support are two hyper-parameters of ARCFR. We
evaluate the performance of the system with different K and min-support.

Recall =
TP

TP + FN
(5)

As shown in Fig. 3(a), if the K value is large, more functions will be recom-
mended to users, which will inevitably improve the Recall. When K is set to 8



Association Rule Guided Web API 81
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Fig. 4. Complementary Web API recommendation (a) and Web API bundle recom-
mendation (b).

and the test set proportion is set to 30%, the highest Recall achieves 64.55%,
which means that over half of the recommendations will be useful for users.

In addition, the min-support indicates the reliability of the rule as shown in
Fig. 3(b). The higher the minimum support, the higher the reliability of filtered
rules. However, a higher min-support will reduce coverage of system, because
the number of rules decreases. When the min-support is set to 25 and the test
set proportion is set to 20%, recall achieves 68.97%.

5 Application Scenarios

In this section, two practical scenarios of CFR are proposed: complementary
Web API recommendation and Web API bundle recommendation.

5.1 Typical Application Scenarios

(1) Complementary Web API recommendation
Complementary product recommendation (CPR), whose aim is providing prod-
uct suggestions that are often bought together to serve a joint demand [9], while
CFR can be used to conduct complementary API recommendation. In Sect. 2,
we draw the conclusion that requirements for cloud APIs are also joint. CFR can
provide guidance for complementary API recommendation, because APIs that
provide complementary functions are complementary theoretically.

Figure 4(a) shows an actual example: Instagram Graph. First of all, Insta-
gram Graph API provide Photo, Social, and Mobile. Using these functions as
inputs, CFR outputs complementary functions, Video and Search. Filtering APIs
that provide these complementary functions through other indicators, such as
QoS, complementary API recommendation can be obtained.

(2) Web API bundle recommendation
Bundling strategy is a form of symbiosis marketing. The appropriate bundling
strategy can achieve a desired coordination and mutual promotion of two or
more goods with the systemic effect of “1+1>2” [12], such as toothpaste and
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toothbrushes. As for APIs, bundle recommendation can not only stimulate API
consumption, but also give users a better consumption experience.

As shown in Fig. 4(b), by combining APIs from different functions in the
frequent function set, the API bundle can be obtained. Each bundle can be seen
as a potential mashup. In this way, developers do not need to search for the
Web APIs one by one. They can readily choose a recommended API bundle for
mashup creation.

6 Conclusion

In this paper, we present the association rule-based complementary function rec-
ommendation system to solve the complementary function recommendation in
an explainable perspective. To this end, we firstly conduct detailed data analy-
ses on real-world repository, and provide objective facts to illustrate the neces-
sity of complementary function recommendation. Then, we utilize the records
of mashups as transaction sets to mine association rules to build our system.
Through analyses of association rules, we ascertain the characteristics of func-
tional complementarity, i.e., complementary function chain and asymmetry. And
our experiments indicate the effectiveness of the proposed approach. Finally, two
typical application scenarios demonstrate that our system also has more practi-
cal application value in the Web API ecosystem.
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Abstract. Community detection is a trendy area in research on com-
plex network analysis and has a wide range of real-world applications,
like advertising. As people become increasingly concerned about privacy,
protecting participants’ privacy in distributed community detection has
become a new challenge. When applied to not identically and indepen-
dently distributed (Non-IID) data, most federated graph algorithms suf-
fer from the weight divergence problem caused by diversified training
of local and global models, resulting in accuracy degradation. Further-
more, the privacy protection approaches based on anonymization, such
as differential privacy (DP), and cryptography, such as homomorphic
encryption (HE), incur accuracy loss and high time consumption, respec-
tively. In this paper, we propose a globally consistent vertical federated
graph autoencoder (GCVFGAE) algorithm, which builds a globally con-
sistent model among the coordinator and all participants to solve the
Non-IID graph data problem. As well, an attribute blinding strategy
based on security aggregation is developed to protect the network privacy
of each participant without losing accuracy. Both real-world and artifi-
cial networks’ experiments show that our algorithm reaches higher accu-
racy than the existing vertical federated graph neural networks (GNNs)
and the simple distributed graph autoencoder without federated learning
and detects communities identical to those found by the standard graph
autoencoder (GAE).

Keywords: Community detection · Federated learning · Graph neural
network · Non-IID data · Privacy-Preserving

1 Introduction

Many complex networks exist in real life, such as social networks among people.
Community detection is an essential subject of complex network analysis, which
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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aims at mining closely related vertex clusters in complex networks. Community
detection algorithms are widely used in many real-world applications such as cus-
tomer profiling, protein structure discovery, etc. In recent years, privacy protection
laws have been enacted in many countries, such as China’s Law on Personal Infor-
mation Protection [4] and the EU’s GDPR [5]. Therefore, it is necessary to protect
privacy in network data mining tasks such as community detection.

The emergence of the federated learning paradigm offers an effective solution
to distributed privacy-preserving data mining [16]. Federated learning requires
that local private data should not be exchanged and supports the integration
of multiple privacy-preserving techniques. The traditional federated learning for
network data mining usually trains a global model simultaneously with mul-
tiple local models, which is vulnerable to Non-IID graph data due to weight
divergence. We consider that the non-IID attribute value causes the non-IID
problem in vertical joint learning, called the attribute non-IID problem for sim-
plicity. Attribute non-IID problems include the problem of non-identically distri-
bution of attributes that each participant has a set of different and independent
attribute sets. Additionally, the widely adopted DP or HE based privacy pro-
tection techniques in federated learning suffer the problems of accuracy loss or
high time consumption [2,13].

In this paper, we propose a globally consistent vertical federated graph
autoencoder, namely GCVFGAE, which shares a unified model among the coor-
dinator and all participants to solve the Non-IID data problem under vertical
federated learning. The attribute blinding strategy based on security aggregation
[1] is employed to protect the intermediate data transferred among the coordi-
nator and participants. The contributions of this paper can be summarized as
follows:

1. By sharing a unified model among the coordinator and all participants,
GCVFGAE ensures that a globally consistent vertical federated model is
trained in the distributed privacy-preserving community detection, there-
fore achieving higher accuracy compared with the existing vertical federated
GNNs and the simple distributed graph autoencoder without federated learn-
ing.

2. The attribute blinding strategy ensures that GCVFGAE sustains no accuracy
loss in distributed privacy-preserving community detection based on vertical
federated learning, that is, it achieves the same accuracy as the standard
GAE.

3. We evaluate our algorithm on both real and artificial networks, and the results
demonstrate its effectiveness and correctness of GCVFGAE.

2 Related Work

2.1 Privacy-preserving Community Detection

Current privacy-preserving community detection algorithms primarily use
anonymization and cryptography techniques to protect network privacy. The
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method based on anonymization adds noise information to the network so that
the attacker can not locate the target vertex according to topology or attribute
information [9,14]. Ji et al. [14] proposed a privacy-preserving community detec-
tion algorithm using DP. Kamar et al. [9] proposed a fuzzy set-based random
anonymization algorithm called PPRA. The methods based on cryptography
protect privacy by encrypting the data transmitted between participants. Chu
et al. [3] designed a distributed privacy control protocol DPISP based on Shamir
secret sharing, which can be used for privacy protection on centralized social net-
works.

2.2 Federated Learning on Graphs

Existing methods of federated graph learning are categorized as horizontal fed-
erated graph learning and vertical federated graph learning. Most approaches
[11,15] use a graph neural network (GNN) with some gradient aggregation mech-
anism in horizontal federated graph learning. In vertical federated graph learn-
ing. Zhou et al. [2] designed a framework for vertical federated GNN learning by
segmenting the GNNs’ computational graph. Meanwhile, DP is used to foreclose
information leaking. Ni et al. [13] proposed the framework of a federated graph
convolutional networks (GCN) learning. The participants transmitted interme-
diate results using HE for each iteration of the training process.

3 Preliminaries

3.1 Problem Definition

Assume that np participants work together to detect communities within their
local networks. np represents the number of participants.We denote a local net-
work as G(V,E,A,X), where v = {v1, v2, ..., vn} denotes the set of vertices,
E represents the set of edges, A ∈ R

n×n is an adjacency matrix. Ai,j = 1
indicates the existence of an edge between vi and vj , X ∈ R

n×d denotes an
attribute matrix. Xi,k equals to 1 if vertex vi has k-th attributes, otherwise
0. In the vertical federated learning setting, we assume that each participant
has the highest overlap, each participant has the same topology and their adja-
cency matrix Ak is the same, which does not belong to private information
for all participants.Given networks Gp = {G1, G2, ..., Gnp

}, distributed privacy-
preserving community detection is the division of vertices on Gp into nc com-
munities {C1, C2, ..., Cnc

} under the condition that the networks’ privacy is not
compromised, as defined in [12].

3.2 Standard Graph Autoencoder

In this paper, the algorithm proposed in [8] is used as a baseline algorithm. We
call it standard graph autoencoder (SGAE) in the remaining sections to avoid
name ambiguity. The procedure of SGAE is as follows:
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Stage 1: Forward propagation. Propagate the topology and attributes of a
network forward through the autoencoder to calculate the loss function.
Step 1: Encoder. A Lc-layer GCN model is used in the encoder. Caculate vertex
embedding vectors according to Eq. (1)

Z = Ãσ
(
ÃXW(0)

)
W(1) = Ãσ

(
Y(0)

)
W(1) (1)

where Ã = D− 1
2AD− 1

2 is the Laplacian matrix and Y(0) = ÃXW(0). D is the
degree matrix. Z and σ denote the vertex embedding matrix and the activation
function, respectively. W(i) represents the parameter matrix of layer i.
Step 2: Decoder. Use the inner product as a simple decoder to reconstruct the
original adjacency matrix Â according to Eq. (2).

Â = σ
(
ZZT

)
(2)

Step 3: Loss computation. The goal of SGAE is to make the difference between
the original adjacency matrix and the reconstructed adjacency matrix to be
minimized. Therefore, the loss function of SGAE is formulated as Eq. (3).

LGAE = − 1
N

∑
i,j∈A

si,j log s′
i,j + (1 − si,j) log

(
1 − s′

i,j

)
(3)

where si,j and s′
i,j represent the values of similarity between vertices i and j

in the original adjacency matrix A and the reconstructed adjacency matrix Â,
respectively.

Stage 2:Backward propagation. Propagate the loss backward through the
autoencoder to update its parameters by stochastic gradient descending (SGD)
according to Eq. (4).

W(l) ← W(l) − η∇l
(
W(l)

)
(4)

where η denotes the learning rate.

4 Globally Consistent Vertical Federated Graph
Autoencoder

4.1 Design of GCVFGAE

In order to solve the attribute Non-IID problem in vertical federated graph
learning, we propose a globally consistent vertical federated GAE to utilize the
attributes of each participant’s network for community detection while protect-
ing their privacy. Different from the traditional manner of training global and
local models separately, GCVFGAE train a globally consistent model through
the collaboration of participants and the coordinator. Specifically, it splits the
process of community detection into three stages. The first and second stages
are devoted to the forward and backward propagation of GAE, respectively, as
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shown in Fig. 1. An attribute blinding strategy based on security aggregation is
adopted to insure the privacy of the intermediate data exchanged between the
coordinator and participants. When applied to community detection, we can use
a clustering algorithm to group the embedding vectors of the final hidden layer
of GCVFGAE to obtain communities.

Stage 1: Forward Propagation. Each participant cooperates with the coor-
dinator to complete the forward propagation of GAE. To prevent the leakage of
each participant’s local attributes, each participant Pk first calculates its local
first-layer embedding matrix Y(0)

Pk
and sends it to the coordinator. Then, the

coordinator aggregates all Y(0)
Pk

s to obain a complete first-layer embedding matrix
H(0). Finally, the loss of GAE is calculated. The stage is composed of five steps.

Fig. 1. Framework of GCVFGAE

Step 1: Each participant calculates its local Laplacian matrix Ã and attribute
matrix XPk

, and then the local first-layer embedding matrix Y(0)
Pk

according to
Eq. (1).
Step 2: Each participant uses the attribute blinding strategy to compute an
encrypted

〈
Y(0)

Pk

〉
and sends it to the coordinator. The attribute blinding strat-

egy guarantees that the ciphertext sum
∑

k

〈
Y(0)

Pk

〉
is equivalent to the plain-text

sum
∑

k Y
(0)
Pk

by adding random mask vectors according to Eq. (5) and canceling
out them in summation, where rk,u is the random vector for participants Pk and
Pu. Therefore, the sum obtain by the coordinator is correct.

〈
Y(0)

Pk

〉
= Y(0)

Pk
+

∑
u�=k

rk,u (5)

Step 3: The coordinator collects all Y(0)
Pk

s and calculates the complete first-layer

embedding matrix H(0) = AGG
(∑

k

〈
Y(0)

Pk

〉)
.
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Step 4: The coordinator continues the remaining Lc − 1 rounds of forward prop-
agation by itself until the embedding matrix H(Lc) is calculated.
Step 5: The loss of GCVFGAE is calculated according to Eqs. (2) and (3).

Stage 2: Backward Propagation. The loss is propagated back to layers 1 to
Lc − 1 of GCVFGAE on the coordinator side. For the backward propagation of
layer 0, the gradients of layer 0 are first sent back to each participant by the
coordinator. Second, each participant updates its first-layer local parameters.
There are three steps on this stage.
Step 1: The coordinator updates parameter matrix W(Lc−1) to W(1) according
to Eq. (4).
Step 2: The coordinator split (or decancatenated) the complete first-layer gra-
dient vector ∇l

(
W(0)

)
into local first-layer gradients vectors ∇l

(
W(0)

k

)
s and

sends each one to its corresponding participant.

Step 3: Each participant updates its local first-layer parameter matrix W(0)
k

according to Eq. (4).
Stages 1 and 2 are run iteratively until the loss function is converged. If

we want to detect communities in the networks, a clustering algorithm can be
run by the coordinator to group the final layer’s embedding vectors (and their
vertices) into communities and sends them back to each participant.

The pseudo-code of GCVFGAE is given in Algorithm 1. Due to page limits,
correctness and privacy analysis are available on GitHub 1.

5 Experiments

5.1 Datasets

The performance of GCVFGAE is evaluated using five real-world and two artifi-
cial networks. The vertex-cutting-based method [6] is used to split the complete
attribute set into 2, 4, 6, 8, and 10 sets of attributes to imitate participants’
networks under the vertical federated scenario. In this case, each participant
contains only a part of the attributes. Therefore the attribute Non-IID problem
emerges naturally.

Cora and Citeseer are real-world networks from LINQS. We select subgraphs
from dblp, musae github (abbreviated as musae), and lastfm asia (abbreviated
as lastfm) networks from SNAP as our dataset.

Artificial Networks. Using the LFR benchmark [10], we create two artificial
network groups, D1 and D2. The number of vertices in D1 ranges from 1000 to
5000. D1 is used to evaluate algorithms’ accuracy with varying network sizes.
The number of vertices in D2 is 5000, and the range of μ is 0.1–0.5. D2 is used
to evaluate algorithms with varying degrees of blurry community boundaries
because parameter μ determines the mixing degree of communities. The larger
the value of μ is, the more difficult for an algorithm to detect communities. The
approach proposed in [7] creates vertex attributes for D1 and D2 networks.
1 https://github.com/fytmolly97/GCVFGAE.

https://github.com/fytmolly97/GCVFGAE
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Algorithm 1: GCVFGAE
Input: Adjacent matrix A, Laplace adjacency matrix Ã, Attribute matrix

XPk , Training rounds T
Output: vertex embedding matrix Z

1 for j ←0 to T do
// STAGE 1:Forwoard Propagation

// Participant Pk:

2 Initialize W
(0)
Pk

randomly;

3 Y
(0)
Pk

= ÃXPkW
(0)
Pk

;// Step 1

4

〈
Y

(0)
Pk

〉
= E(Y

(0)
Pk

) ; // Step 2

5 Send 〈YPk〉 to the coordinator;
// Coordinator:

6 H(0) = AGG
(∑

k

〈
Y

(0)
Pk

〉)
;// Step 3

7 Z = σ
(
WL−1 · σ

(
. . . σ

(
W · H(0)

)))
;// Step 4

8 Reconstruct Â according to Eq. (2)// Step 5

9 Calculate loss LGAE according to Eq. (3);
// STAGE 2:Backward Propagation

// Coordinator:

10 Upadate W(l) according to Eq. (4);// Step 1

11 Split ∇l
(
W(0)

)
into ∇l

(
W

(0)
k

)
s and send them to its corresponding

participant Pk;// Step 2

// Participant Pk:

12 Update W
(0)
k according to Eq. (4);// Step 3

13 Return Z;

5.2 Baseline Algorithms

We compared GCVFGAE with SGAE, a simple distributed graph autoencoder
without federated learning (SDGAE) and VFGNN [2] in the experiments. SGAE
can see the complete network and attribute set in embedding vector learning.
SDGAE trains a model by each participant itself without their cooperation and
is used in the ablation study to reflect the effectiveness of federated learning.
VFGNN is used in the accuracy experiment.

5.3 Experimental Settings and Evaluation Metrics

For all algorithms, the learning rate is preset to 0.001. The activation function
is chosen from tanhshrink() and tanh(), depending on which brings higher accu-
racy. The neural network structure of all algorithms is configured to (|C|, 256,
256, 256), where C is the number of attributes. We use Kmeans to generate
communities according to the embedding vectors learned by the algorithms. To
evaluate the communities obtained by clustering, we set the parameter K to the
true number of communities per network.



GCVFGAE 91

We use Normalized Mutual Information (NMI) and Adjusted Rand Index
(ARI) as our evaluation metrics to evaluate these algorithms’ accuracy. Due to
page limits, the experimental results of all ARI metrics are available on GitHub1.

5.4 Consistency Experiment

We verify the correctness of GCVFGAE by comparing the accuracy of GCVFGAE
with that of SGAE on the same networks. As the Fig. 2 shows, the NMI values of
GCVFGAE are the same as that of SGAE on all networks with different partici-
pants. Therefore, the experimental results indicate that GCVFGAE’s accuracy is
identical to SGAE’s, that is, it incurs no accuracy loss. Moreover, Fig. 2 demon-
strates the attribute blinding strategy employed in GCVFGAE does not affect its
correctness while holding the privacy of each participant in good protection.

Fig. 2. Results of the consistency experiment

5.5 Ablation Experiment

To verify the algorithm’s effectiveness, we compare the accuracy of GCVFGAE
and SDGAE. As the Fig. 3 shows, on the D2 network with μ=0.5 and Citeseer,
the GCVFGAE has a higher NMI value than the SDGAE. Moreover, the accu-
racy of the SDGAE declined rapidly as the number of participants mounted. On
the contrary, GCVFGAE’ accuracy is not affected by the number of participants.
In vertical federated learning, each participant can only use its local attribute
set. Therefore, for traditional vertical graph federated learning methods training
multiple local models, the more participants are involved in federated learning,
the more unbalanced the attribute sets of their local networks, resulting in a
more severe Non-IID problem. In contrast, GCVFGAE learns a globally consis-
tent model with the knowledge of all participants’ local networks. Therefore it
is not affected by unbalanced attribute sets of the participants.

5.6 Accuracy Experiment

Citeseer and the D2 network are used in the accuracy experiment. Figure 4
depicts the NMI values of GCVFGAE and VFGNN with varying numbers of
1 https://github.com/fytmolly97/GCVFGAE.

https://github.com/fytmolly97/GCVFGAE
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Fig. 3. Results of the ablation experiment

participants. As we can observe from the figure, both algorithms’ accuracy does
not decrease as the number of participants increases, revealing that they can
counteract the affection of the attribute Non-IID problem in vertical federated
graph learning. However, GCVFGAE performs consistently better than VFGNN
in all networks, which is largely due to the globally consistent model learning
strategy employed in the algorithm. As shown in Fig. 5, GCVFGAE surpasses
VFGNN no matter in real-world networks or artificial networks with varying val-
ues of μ, which reflects that the globally consistent model learning strategy in
GCVFGAE is superior to the multiple model training strategy in VFGNN when
they are confronted with the attribute Non-IID problem. Besides, the lossy DP
technique employed in VFGNN also affects its accuracy.

Fig. 4. Results of the accurancy experiment on different numbers of participants

Fig. 5. Results of the accurancy experiment
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5.7 Running Time Experiment

We conduct running time experiments on GCVFGAE and VFGNN on real-world
and artificial networks. As is indicated in Fig. 6, we conduct running time experi-
ments on Cora and the D2 network with μ = 0.5 of different participants. And we
conducted a more specific running time experiment with multiple participants.
As shown in Fig. 6, VFGNN run much slower than GCVFGAE. As can be seen,
the encryption time represents a small proportion of the algorithm’s total time.

Fig. 6. Results of the running time experiment

6 Conclusions

We propose a globally consistent vertical federated GAE, namely GCVFGAE,
for privacy-preserving community detection. The coordinator and participants
jointly construct a globally consistent model to mitigate the attribute Non-IID
problem and enhance the accuracy of community detection. The attribute blind-
ing strategy is used to strictly protect the network privacy of each participant
without the loss of accuracy under a semi-honest model. The correctness and
effectiveness of GCVFGAE are verified by integrated experiments on real net-
works and artificial networks. Henceforth, we would like to further study the
Non-IID problem in network topology in the horizontal federated scenario and
develop a federated community detection algorithm based on it.
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Abstract. As an important medium for users to share experiences and feelings,
social media is the carrier of users’ emotions, hobbies and interests, and it has
become an important research content to mine user’s personality information.
Due to the unstructured and sparse characteristics of social texts, it is difficult to
grasp the fine-grained word segmentation and contain a large number of noise
words in mining user personality characteristics. However, the probability model
of traditional language rules has weak generalization ability, and the deep learning
model has poor anti-noise performance and poor feature extraction ability. This
paper proposes a text analysis model based on attention mechanism, referred to
as ATCNN-BiGRU. The model uses the attention mechanism to construct the
input feature matrix of the text, solves the interference of noise in the social text,
and integrates the double-layer gated unit network to overcome the problem that
the fixed-step scanning mechanism in the convolutional neural network affects
the extraction of global contextual semantic features. Through the experimental
results on datasets in three different domains and different languages, it is found
that compared with the existing mainstream text analysis models, the ATCNN-
BiGRU proposed in this paper has a significant improvement in the prediction
accuracy, especially in the Chinese data set by 2%.

Keywords: Personality Traits · Convolutional Neural Networks · Attention
Mechanisms · Layer Gating Units

1 Introduction

Information data has gradually become a necessity for the development of productivity
in the Internet era. As of June 2021, mobile Internet users accounted for 99.6% of
Chinese Internet users [1]. With the sharp increase in the amount of user interaction
data, information overload and inability to accurately obtain demand information, social
media is an important medium for users to share their experiences and feelings, and the
generated social texts are the carriers of users’ emotions, hobbies and interests. Mining
user personality information has become an important solution.

Important content in social texts are reviews of related services or products that
accumulate a large amount of user personality characteristic information. This data
contains information such as users’ opinions, emotions andpreferences for certain things.
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With the help of social text mining user personality feature information, it can further
helpmerchants to familiarize themselveswith user preferences, andmore quickly expose
these products or services that users can demand to places where users can easily contact
them.

As the mainstream model of current personality feature extraction and application,
deep learning has received extensive attention from researchers [2]. The recommendation
system based on deep learning proposed by YouTube improves the online playback time
by nearly 1% [3]. The deep learning-based reinforcement learning recommendation
model [4] designed and implemented by the Ant Financial team can reduce the need
for online training and update the model with feedback results. Relevant technologies
for extracting user personality characteristics emerge in an endless stream, but there
are still some difficult problems to be solved, such as the interference of noise words
in the process of feature extraction, and the ineffectiveness of the extracted feature
representation ability. Aiming at such problems, this paper designs a text analysis model
ATCNN-BiGRU based on social texts rich in user personality information in social
media to mine user personality informationmore effectively. Themain research contents
include the following two aspects.

On the one hand, this paper studies the extraction method of user personality fea-
tures in text information, and proposes a local feature extractionmodel based on attention
mechanism. Aiming at the problem of poor classification effect due to the sparsity of
text in the current text feature extraction, the paper introduces an attention mechanism
to extract local semantic features and focus on keywords, so as to reduce the influence
of noise on the extraction of keyword features. And using the sensitivity of the convo-
lutional neural network model to the language structure, it can effectively improve the
performance and efficiency while reducing the feature dimension.

Secondly, through text multi-classification experiments, this paper proposes a global
feature extraction model based on bidirectional gated recurrent network, aiming at the
problem that the existing models have insufficient ability to extract global semantic
features and focus too much on local features during text feature extraction. The model
can capture the dependencies between long-distance contextual keywords and consider
synchronous learning from the forward and reversed input of the text, so as to fully
consider the contextual information of the text and learn the contextual distribution of the
sentence. Solve the problem that the existing model lacks consideration of long-distance
context keywords due to the sliding convolution characteristics of the convolutional
neural network. At the same time, this paper considers and alleviates the problems of
model overfitting and excessively large parameters.

2 Related Research

Natural LanguageProcessing (NLP) [5] integrates probabilistic statistics, computer tech-
nology, language and literature and other disciplines. With the help of the theoretical
support of many disciplines, it converts text content into vector data that can be pro-
cessed by computers and performs complex formula operations. Computers understand
language features and perform NLP tasks. In order to learn the language features in the
text and extract the semantic features in the context, scholars at home and abroad have
proposed many algorithms and models.
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At present, many researchers havemined user feature information and used it in tasks
such as text classification and recommendation systems, and achieved good results. In
the process of user feature extraction, Geng Lin [6] proposed to establish a text-based
sentiment dictionary, using basic sentimentwords and online sentimentwords tomonitor
public opinion and analyze sentiment tendency and intensity. However, the dictionary
needs to be constructed manually and cannot effectively connect the context of the
article and the deep meaning of the article. J Patel [7] proposed to use a context-based
latent semantic model to extract user features and opinions as a source of item ratings.
The combination of contextual information and comment features simulates the user’s
rating value for unknown items, which has been shown to have better indicators through
experiments. Wang [8] proposed to fuse user social network data, geographic location,
and comment text data of user interest points to improve the recommendation accuracy.
The topic and topicwords are extracted from the text using the latentDirichlet distribution
for the review text information, and the probability model is used to judge the influence
probability of social relations. Jin [9] proposed an improved topic model LDA-Phrase
for textual information. The word frequency in this model is improved into a sentence
frequencymodel,monolingual words are converted into phrases, and a probabilitymodel
is constructed using the frequency of phrases. Taking phrases as the basic unit reduces
the occurrence probability of words with similar topics, and has higher recommendation
quality than the traditional LDA model. Wang H [10] proposed a cross-domain transfer
learningmethod in the absence of sufficient user features, using text embeddingmethods
to transfer from the source domain to the target domain in a semi-supervised manner.
And a probability matrix decomposition method is proposed to solve the problem of
user personality feature classification, and finally identify user personality features and
improve recommendation performance. Perozzi B [11] proposed to use the DeepWalk
method to obtain low-dimensional latent vectors as user feature representations. On the
basis of the former, Sun [12] and others regarded user comment text as a node and social
information mapped in the same vector space, jointly train its distributed representation.

Due to the limitations of hardware development and computing power, before
deep learning became the current mainstream model, most natural language processing
tasks hovered between language rules and statistical processing models. The increasing
demand for improved natural language processing capabilities has accelerated the tran-
sition of natural language modeling methods from traditional models to deep learning
models. TheGoogle teamofMikolovT [13] and others published a tool calledWord2Vec
in 2013, which relies on Skip-grams and CBOW methods to establish the vector repre-
sentation of words. The emergence of theWord2Vec model became the beginning of the
use of neural networkmodels for natural language processing. PanYuemei [14] proposed
to design an intelligent college entrance examination volunteer recommendation system
based on machine learning knowledge, with the Word2Vec algorithm as the core, and
using the relevant information of the Jiangsu Provincial College Entrance Examination
as the data source. Its main research focuses on college entrance examination scores and
objective user personal information, but does not consider the impact of user personality
characteristics on the recommendation results. Lei C [15] proposed to use Word2Vec to
extract semantics to assist LDA topic modeling in the case of similar data distribution to
complete transfer learning, and finally alleviate the cold start problem in Web services.
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Duan Minmin [16] proposed to use the constructed domain sentiment dictionary to gen-
erate sentiment word vectors, whichwere spliced and fusedwith traditional word vectors
to form an extended word vector containing both semantic information and emotional
information, which was used to solve the problem of lack of emotional information in
traditional Word2Vec.

Despite its strong universality, Word2Vec cannot solve the problem of polysemy or
deep semantic information due to the one-to-one correspondence between words and
vectors [15, 17, 18]. Kim Y [19] used the convolutional neural network model for the
first time in the text classification task, and the structure diagram used is shown in 1.1.
From the data structure, the sentence length n and the word vector dimension d form an
n*d matrix. Different from the “pixels” in the image, the convolution kernel processes
n complete word vectors at a time and completes a sliding convolution from top to
bottom. This process can finally extract the feature vectors of the text, that is, local
semantic features.

On the basis of the original model, Niu [20] et al. proposed to use the text representa-
tion of LDA for the convolutional neural network model to capture high-order semantic
features. The word vector of topic embedding not only contains semantic information,
but also can represent the topic of the text. At present, VO Duy-tin [21] et al. proposed a
multi-channel convolutional neural network model, which uses word features, location
features and part-of-speech features to form different feature combinations to formmul-
tiple network input channels, which is more efficient than a single convolutional neural
network. High classification results. He [22] et al. proposed the combination of emotion
mapping based on emoji and multi-channel convolutional neural network to enhance the
ability to capture emotion semantics, and obtained good classification results onmultiple
different emotion datasets. Although emojis are helpful in sentiment classification, the
semantic expressions of emojis for emotions are difficult to be correctly captured in the
model, so feature training for emojis is rarely performed in practical applications.

Due to the fixed size of the convolution kernel, there is a problem that only adjacent
vocabulary features can be extracted, so that the convolutional neural network has not
been able to solve the problem of feature extraction effectiveness and long-range seman-
tic feature extraction in dealing with NLP problems.. Jin [23] proposed that compared
with traditional word vector representation, although sentiment embedding can distin-
guish negative words in contextual semantics, it ignores the changes in wordmeanings in
different contexts. That is, the features of a word will change with the change of context
semantics, but will be assigned the same vector representation. Therefore, he proposed
to extract emotional information from the corpus based on BiGRU as a semantic training
model. Zhang Xiaochuan [24] proposed to use the CNN_BiGRU model to model text
semantics and enhance the representation ability of word vectors in order to improve the
problem that word vectors cannot effectively distinguish the semantics of polysemy and
text order affects semantics.

It can be seen from the existing research that the extraction of user personality
characteristics in the comment text is helpful for tasks such as improving the accuracy of
text classification and improving the performance of recommendation models. Existing
models, whether traditional probability-based topic modeling models, static word vector
representation models, or recent deep learning-based semantic models, can extract user
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personality information from text. However, the sparsity and noise of review texts may
limit the accuracy of feature extraction, thereby affecting the accuracy of classification
and scoring. Therefore, how to propose and design a more effective user personality
feature extraction model according to the characteristics of social text is helpful for
optimizing tasks in a wide range of natural language processing fields such as text
classification and personalized recommendation.

3 ATCNN-BiGRU Model

At present, in the field of text analysis and feature extraction, convolutional neural net-
work model and RNN model have achieved good results in semantic fine-grained target
keyword extraction, but there are still some problems. Convolutional neural networks
can effectively extract local semantic features while computing in parallel, but the text
has a long-distance contextual keyword dependence, which leads to the problem that
global semantic features cannot be effectively extracted. The researchers found that the
LSTM model can effectively preserve the long-range contextual semantic features, and
can effectively solve the phenomenon of gradient disappearance and gradient explosion
in the training process of the unidirectional RNN model. However, it brings a huge
amount of parameters, which is nearly 4 times that of the RNN model, and there is a
problem that the one-way loop cannot take into account the contextual semantic infor-
mation. Therefore, the researchers stack the unidirectional GRUwith smaller parameters
and faster training into a two-layer bidirectional GRUmodel, namely the BiGRUmodel
with bidirectional gated recurrent network. Input text from both positive and negative
directions, so that the model has a stronger ability to perceive front and rear semantics.
In order to pay attention to the influence of target keywords and enrich the expression of
text emotional features, this paper considers the convolutional neural network ATCNN
using the attention mechanism, combined with the bi-directional gated recurrent net-
work BiGRU, to construct a text analysis model ATCNN-BiGRU. The model includes
local and global feature extractors, taking into account both local semantics and global
semantics, so that the judgment of text personality tendency is more accurate.

3.1 Text Processing

Build an overall dictionary based on all the words that have appeared in the dataset, and
use the index order of the words in the dictionary to convert the n texts of user u into an
integer matrixWu ∈ R

n×z . ThenWu ∈ R
n×z is 0 − 1 encoded using one − hot, and the

0 − 1 matrix Bu ∈ R
n×z×s is obtained. n represents the number of text sentences of user

u, z represents the number of words in the sentence with the largest number of words in
the existing sentence text of the user, and s represents the number of words contained
in the dictionary. Map Bu ∈ R

n×z×s with the parameter matrix Ou ∈ R
s×w), the word

vector matrix eu represents the word vector of each word of the user’s preference and
evaluation text, and the specific expression is as shown in Eq. 1 shown.

eu = Bu ∗ Ou (1)
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3.2 Feature Noise Reduction and Fusion

Both themulti-channel convolutional neural network and the emotion symbol-based con-
volutional neural network do not consider the noise reduction of the input text [22, 25].
This summary and the next summary will introduce the text noise reduction integrated
with the attention mechanism. Specific steps. In the following chapters, an experimental
comparison of the former two models is made to analyze whether the noise reduction
method is effective through experiments. Feature extraction is performed on user text
and categorical attributes separately using convolutional neural networks. Perform con-
volution operation on eu, each convolution kernel filteri produces a feature sequence
result fi, the specific expression is:

fi = (filteri ⊗ eu + bi) ∗ sigmoid(filteri+1 ⊗ eu + bi) (2)

The sigmoid function expression is:

sigmoid(x) = 1

1 + e−x
(3)

filteri and filteri+1 indicate two convolution kernels with different parameters, ⊗ indi-
cates convolution operation, * indicates that the convolution results of two different
convolution kernels are multiplied bit by bit, and at the same time The sigmoid function
is used to activate a convolution result, and the range of the sigmoid function belongs to
(0,1). The features obtained after convolution are filtered using the global max pooling
operation, and the filtered feature output is expressed as:

Fnew_u = [
fnew_1, fnew_2, . . . , fnew_a

]
, fi ∈ R

n×1×1 (4)

The hidden vectors hk and hi of the category are introduced into the user coding
unit EU , and correspondingly, the implicit vector hu of the user is also introduced into
the category coding unit EI . The expression for denoising the user text semantic feature
Fnew_u is:

a(fk , hi) = vTa tanh(Wahk + Mahi) (5)

where fk ∈ R
a represents a single text vector, hi ∈ R

b represents the hidden vector of
the category, b is the set hidden vector dimension,Wa ∈ R

a×a, va ∈ R
a,Ma ∈ R

a×b all
belong to the weight matrix, and tanh represents the activation function.

3.3 Word Vector Attention Mechanism

The attentionmechanism helps themodel to focus onmore important information during
training, similar to focusing on a certain point in the external world with the human eye,
thereby improving the computational efficiency of the model. For the use of the attention
mechanism in text, such as the sentence “But the staffwas so horrible to us.“, the adjective
“horrible” is used to describe the keyword “staff”. Therefore, in this sentence, more
attention should be paid to the relationship between “horrible” and “staff”, and other
words should be regarded as noise or non-key words.
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The above example can be converted into a mathematical model, and the keyword
ti word vector is extracted from the text vector matrix S = {w1,w2, · · · , ti, · · · ,wn},
and the attention weight value is obtained by operating on each word, as shown in
the following formula 6 shown. Finally, the attention input matrix Ac after each word
operation is obtained as the input matrix of the convolutional neural network.

Ac
ii = α ∗ exp(a(fk , hi))∑n

k=1 exp(a(fk , hi))
(6)

α represents a custom parameter, and its role is equivalent to the learning rate parameter
during model training, which is used to adjust the degree of influence between different
words (Fig. 1).

Fig. 1. Word Vector Composition Under Attention Mechanism

3.4 Convolutional Neural NetworkModule Combined with AttentionMechanism

CNN can reduce the amount of computation while enhancing the anti-noise ability
by integrating the attention mechanism, and capture the local semantic features in the
comment text, so as to obtain rich semantic information. The following will introduce
the proposed model construction method step by step.

The input layer uses the input matrix constructed by the attention mechanism to con-
struct a three-dimensional matrix vector with an image-like RGB three-layer structure,
which is used as the input of the model. The multi-channel input form of the convolu-
tional neural network can be fully utilized to perform parallel convolution operations
on the input matrix. The first and second feature matrices are the 300-dimensional pre-
trained word vectors of Word2Vec and Glove [19, 26, 27], and the attention input matrix
is generated after the operation of the matrix vector through the attention mechanism,
and the third feature matrix is the label vector representation of this paper uses convolu-
tion kernels of different sizes for multiple channels, and uses convolution operations on
matrix vectors to extract the most important abstract features in text. The convolution
operation on the input matrix is shown in Eq. 7 below.

ci = f (w · xi:i+h−1 + b) (7)

Among them, w ∈ Rh×m represents the weight of the convolution kernel, h × m
represents the size of the convolution kernel window, the height is h, and the dimension
is m. When scanning a convolution kernel, the height is h, and the dimension is When
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the word matrix of m is used, it will get the eigenvalue b representing the bias value.
f represents the activation function. In this paper, the ReLU function is used as the
activation function of the convolutional layer. xi:i+h−1 represents the word vector matrix
from the i th word to the i + h − 1 th word in the sentence sequence, and ci represents
the i th eigenvalue obtained by the convolution operation. After the above steps, each
text will obtain a feature matrix, as shown in Eq. 8 below.

c = [
c1, c2, · · · , cn−h+1

]
(8)

In the pooling layer, the convolutional feature maps of different channels are down-
sampled by setting a fixed step size, and the most important feature C in each channel
is extracted, as shown in Eq. 9 below.

C = max{c} (9)

The vectors output from each channel are spliced into a single feature vector, the
final result is obtained through softmax, and cross-entropy is used as the loss function
for model training. as shown in Eqs. 10 and 11 below.

y = softmax
(
WfMp + b

)
(10)

loss = −
∑D

i=1

∑C

j=1
y
∧j
ilogy

j
i + λ‖θ‖2 (11)

3.5 Overall Model Architecture

In this paper, the text convolution module (ATCNN), is combined with the bidirectional
gated unit recurrent network module (BiGRU) to work together in the text classification
task. Among them, the paper will describe the parameters of each module in detail, and
splicing the feature vectors output by the two models. The overall architecture of the
final ATCNN-BiGRU text classification model is shown in Fig. 2.

When the attentional convolutional neural network (ATCNN) extracts local semantic
information, the hyperparameters such as the dimension of the word vector, filter size,
stride size, etc. have a significant impact on the classification of the convolutional neural
network. Therefore, this paper directly conducts experiments using widely accepted
hyperparameters. When the input vector is controlled at 300 dimensions, the filter size
is set to [3*300, 4*300, 5*300], the number of which is 256, the stride size is set to 1,
and the padding is set to 0, the model fits The combined effect is optimal and a better
classification result is obtained.

When the bidirectional gating network (BiGRU) extracts global semantic informa-
tion, it is represented by the word vector of the sentence as the input of the model. The
input dimension is the same as the attention convolution network module, both of which
are 300 dimensions, and the dropout function is introduced to prevent the model from
overfitting caused by over-reliance on a neuron. Then the cat() operation is performed
on the outputs of the two hidden layers to obtain the output of the bidirectional gating
network.
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Fig. 2. General Architecture of ATCNN-BiGRU Model

The feature vectors output by the two modules in the merging layer are input into
the ATCNN-BiGRU fusion model from two directions respectively. The model uses the
cat() method of the Pytorch framework to concatenate and fuse the two modules.

After the feature vectors of each model are passed through the cat function, they are
used as input values for the first fully connected layer. Secondly, the Dropout function
is used in each fully-connected layer to randomly discard the parameters of neuron
training to avoid over-reliance on a neuron to cause overfitting of the model. Finally, the
multi-classification results are output through softmax.

4 Experiments

This paper uses the SemEval2017 [28], NLPCC2014 [29], and SanyouEval2019 datasets
to randomly divide the training set and the test set according to the ratio of 8:2 for experi-
ments. The performance of themodel in this paper is tested through the text classification
task, and four indicators are used to measure the performance of the calculation model.
See Eq. 12–15. The accuracy rate measures the classification accuracy, and the precision
rate and recall rate measure the recall rate and the classification in the precision rate
task. Accuracy, the F1 value measures the performance of the model. Five classification
models that are most commonly used in text mining tasks and have high accuracy are
selected as the baselines of this paper, namely the MNBmodel [30] (Multinomial Naive
Bayes, MNB), the TextCNN model [19], and the BiGRU model [23]], MCCNN model
[25], EMCNN model [22].

Accuracy = TP + TN

TP + FP + TN + FN
(12)

Precision micro =
∑

k∈C TPk∑
k∈C TPk + FPk

(13)

Recallmicro =
∑

k∈C TPk∑
k∈C TPk + FNk

(14)

F1micro = 2 ∗ Precision ∗ Recall

Precision + Recall
(15)
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4.1 Analysis of Experimental Results

After comparing with the five models proposed in the previous section, the analysis
of the experimental results of text classification found that in the classification tasks
of SemEval2017, NLPCC2014 and SanyouEval2019, the ATCNN-BiGRU proposed in
this paper is in an advantageous position, and the results are shown in Tables 1, 2, 3 and
4 below. Compared with other multi-channel convolutional neural network models, the
increase is between 1% and 2%. In order to verify whether it is the attention mechanism
and BiGRU’s extraction effect of global features, a comparative experimental analysis
will be carried out.

It can be seen from Table 1 that in the Chinese and English multi-classification tasks
of each model, the results of the English data set are 1% - 2% higher than that of the
Chinese, and the data set cardinality is significantly larger than that of the other two
types of Chinese data sets. Higher accuracy.

Table 1. Experimental Results of Accuracy of Different Models

Model Accuracy

SemEval2017 NLPCC2014 SanyouEval2019

MNB 0.7535 0.7280 0.7559

TextCNN 0.7945 0.7634 0.7717

BiGRU 0.8089 0.7885 0.7822

MCCNN 0.8296 0.8154 –

EMCNN 0.8416 0.8255 –

ATCNN-BiGRU 0.8570 0.8397 0.8139

Table 2. Experimental Results of Precision of Different Models

Model Precision

SemEval2017 NLPCC2014 SanyouEval2019

MNB 0.7898 0.6943 0.7692

TextCNN 0.8066 0.6960 0.7712

BiGRU 0.8070 0.7276 0.7809

MCCNN 0.8132 0.7986 –

EMCNN 0.8188 0.8142 –

ATCNN-BiGRU 0.8435 0.8327 0.8186

From the experimental results of the precision rate in Table 2 and the recall rate in
Table 3, it can be seen that the model in this paper is better than other models. Especially
in SemEval2017, the accuracy rate is 2.5%higher than othermulti-channel convolutional
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Table 3. Experimental Results of Recall of Different Models

Model Recall

SemEval2017 NLPCC2014 SanyouEval2019

MNB 0.7245 0.6918 0.7355

TextCNN 0.7894 0.7531 0.7609

BiGRU 0.8117 0.7772 0.7754

MCCNN 0.8530 0.7845 –

EMCNN 0.8624 0.7874 –

ATCNN-BiGRU 0.8727 0.8018 0.7953

neural network models, and it also maintains an advantage in the recall rate, indicating
that it can maintain a high accuracy regardless of the full and accurate tasks.

Table 4. Experimental Results of F1-sore of Different Models

Model F1-score

SemEval2017 NLPCC2014 SanyouEval2019

MNB 0.7558 0.6931 0.7520

TextCNN 0.7979 0.7234 0.7660

BiGRU 0.8093 0.7516 0.7781

MCCNN 0.8326 0.7915 –

EMCNN 0.8400 0.8006

ATCNN-BiGRU 0.8579 0.8170 0.8068

Compared with the TextCNN and BiGRU models, the accuracy and F1 value of the
model have been significantly improved, with an increase of nearly 4%–6%, indicating
that both local and global features will have better performance in text classification
tasks. Compared with the best EMCNN model in the three types of data sets, the model
ATCNN-BiGRU proposed in this paper is improved by 1%–2% in all four evaluation
indicators, indicating that the attention mechanism plays an indispensable role in local
feature extraction. The role of CNN, and BiGRU can make up for the shortcomings of
CNN in global semantic feature extraction.

4.2 Loss Function Analysis

In this paper, cross-entropy is used as the loss function to quantify the difference between
the output of the network and the label, and the network is updated through backpropaga-
tion through this difference. The formula is shown in 16. The p in the formula represents
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the vector representation of the true value, and q is the result after the output of the
softmax function.

H (p, q) = −
N∑

k=1

(pk ∗ logqk) (16)

When comparing the optimal parameters of each model in the SemEval2017 dataset,
the change curve of the loss function is shown in Fig. 3. It can be seen from the exper-
imental results that the iteration speed of TextCNN is faster and reaches the optimal
state in about 10 iterations, while other models need to pass nearly 20 times to achieve
a better fitting state, thanks to the parallel computing capability of CNN. The model
ATCNN-BiGRU proposed in this paper achieves convergence in about 30 times, and
the loss is lower than other models. And it can be seen that other models have reached
the convergence state in about 15 times, and the convergence speed is faster, but there
will be obvious overfitting after that. The decline of the model in this paper is relatively
stable. Although the time consumption is nearly 10 more iterations than other models,
the classification results are better than other models.

Fig. 3. Loss Function Graph

4.3 Analysis of the Effectiveness of Attention Mechanism

In order to verify whether the attention mechanism and BiGRU play an active role in
the model, this paper adopts the experimental comparison of TextCNN, BiGRU, CNN-
BiGRU and ATCNN-BiGRU respectively. Among them, TextCNN, BiGRU and CNN-
BiGRU replace the attention matrix with the original 300-dimensional word vector and
label vector matrix input by the non-attention matrix, and the optimal parameter values
are obtained after four experimental iterations. Finally, the experimentally measured
accuracy and F1 value indicators are used as validity analysis, as shown in Table 5.

It can be seen that the indicators of themodel ATCNN-BiGRU proposed in this paper
are significantly better than the model without the attention mechanism, and the highest
increase is 1.5%, indicating that the classification accuracy has a significant enhancement
effect under the attention mechanism. And compared with the CNN model, the CNN-
BiGRU model is 5% higher in accuracy, indicating that BiGRU is indispensable for
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Table 5. Experimental Results on the Effectiveness of Attention Mechanism

Model Accuracy F1-score

SemEval NLPCC SanyouEval SemEval NLPCC SanyouEval

TextCNN
BiGRU
CNN-BiGRU

0.7945
0.8089
0.8453

0.7634
0.7885
0.8241

0.7717
0.7822
0.8091

0.7979
0.8093
0.8405

0.7234
0.7516
0.8156

0.7660
0.7781
0.8030

ATCNN-BiGRU 0.8570 0.8397 0.8139 0.8579 0.8170 0.8086

the effectiveness of global feature extraction. Compared with CNN-BiGRU, the index
improvement of the model in this paper can reflect that the attention mechanism plays a
key role in extracting local features and overcoming text noise in the model. The index
F1 value can be reflected in the English data set SemEval2017, which can reflect an
improvement of nearly 2%, while in the Chinese data set, the difference is between
0.3% and 0.5%, indicating that the model has more stable performance in the English
data set.

5 Summary

At present, most user personality feature mining models focus on different focuses.
From the probabilistic model of text topics to the nonlinear model of context semantics,
they rarely pay attention to the singularity of features, and rarely consider the effect of
text noise on features. The influence of extraction leads to the problem of poor feature
representation ability. In order to solve the above problems, this paper proposes to use
the attention mechanism to improve the anti-noise ability of local feature extraction, and
introduces the semantic features of the global context to improve the model’s ability
to analyze semantics. The Dropout mechanism is used in the fully connected layer to
avoid over-fitting of themodel, and the two-part feature connection is completed, and the
final experiment obtains more accurate results in the text classification task. Although
the model proposed in this paper has a good performance in the classification results, it
still has shortcomings such as long training time and incomplete use of comment text
information. And short-term personality characteristics, and the vector representation of
multi-feature fusion is used as the input of the deep learning model to further improve
the performance of the model.

Acknowledgments. This paper is supported by the Inner Mongolia Natural Science Foundation
Project (2020MS07018), the Graduate Research Innovation Project of Inner Mongolia University
(11200–5223737), the National Natural Science Foundation of China (61862046) and the Inner
Mongolia Autonomous Region Scientific and Technological Achievement Transformation Project
(CGZH2018124).

References

1. Yang, R., Guo, Y.: Characteristics, problems and psychological analysis of college students’
network social behavior. Adv. Psychol. 12, 777 (2022)



108 Y. Zheng et al.

2. Wang, Z.: Research on Recommendation Algorithm Based on Review Text. Inner Mongolia
University, Hohhot (2020)

3. Covington, P., Adams, J., Sargin, E.: Deep neural networks for youtube recommendations.
In: ACM Conference on Recommender Systems, pp. 191–198. ACM (2016)

4. Chen, X., Li, S., Li, H., et al.: Generative adversarial user model for reinforcement learning
based recommendation system. In: International Conference onMachine Learning, pp. 1052–
1061. PMLR (2019)

5. Wang, P.: Research on Personalized Recommendation Algorithm Based on User Character-
istics. Shandong Normal University, Jinan (2018)

6. Geng, L.: A Weibo Public Opinion Monitoring Model Based on Sentiment Analysis.
Northwest Normal University, Lanzhou (2020)

7. Patel, J., Chhinkaniwala, H.: A fusion of aspect and contextual information for rating predic-
tion in recommender system using a latent factor model. Int. J. Web Eng. Technol. 16(1), 30
(2021)

8. Wang, X., Yuan, J., Qin, F.: Point-of-interest recommendation based on comment text in
location social network. Comput. Sci., 251–254 (2017)

9. Xie, J., Zhu, F., Guan, H., et al.: Personalized query recommendation using semantic factor
model. China Commun. 18(08), 169–182 (2021)

10. Wang,H., Zuo,Y., Li,H., et al.: Cross-domain recommendationwith user personality.Knowl.-
Based Syst. 213(8), 106664 (2021)

11. Perozzi, B., Al-Rfou, R., Skiena, S.: Deepwalk: online learning of social representations. In:
Proceedings of the 20th ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, pp. 701–710 (2014)

12. Sun, X., Guo, J., Ding, X., et al.: A general framework for content-enhanced network
representation learning. arXiv preprint arXiv:1610.02906 (2016)

13. Mikolov, T., Chen, K., Corrado, G., et al.: Efficient estimation of word representations in
vector space. arXiv preprint arXiv:1301.3781 (2013)

14. Pan, Y.: Intelligent Recommendation System for College Entrance Examination Based on
Machine Learning. Nanjing University of Posts and Telecommunications, Nanjing (2019)

15. Lei, C., Dai, H., Yu, Z., et al.: A service recommendation algorithm with the transfer learning
based matrix factorization to improve cloud security. Inf. Sci. 513, 98–111 (2020)

16. Duan, M.: Research on Text Sentiment Analysis Based on Fusion of Dictionary and Word
Vector. Xidian University, Xi’an (2019)

17. Ombabi, A.H., Lazzez, O., Ouarda, W., et al.: Deep learning framework based on Word2Vec
and CNN for users interests classification. In: Sudan Conference on Computer Science &
Information Technology, pp. 1–7 (2017)

18. Wang,Y., Lei, L.: SentimentAnalysis usingWord2vec-CNN-BiLSTMClassification. In: 2020
Seventh International Conference on Social Networks Analysis, Management and Security
(SNAMS) (2020)

19. Kim, Y.: Convolutional Neural Network for Sentence Classification. University of Waterloo,
Waterloo (2015)

20. Niu, X.Y.: CNN text classification based on topic model word vectors. Comput. Modern. 10,
7 (2019)

21. Vo, D., Zhang, Y.: Target-dependent twitter sentiment classification with rich automatic
features. In: Proceedings of Twenty-Fourth International Joint Conference on Artificial
Intelligence, Palo Alto, CA:AAAI, pp. 1374–1353 (2015)

22. He, Y.X., Sun, S.T., Niu, F.F., et al.: A deep learning model enhanced with emotion semantics
for microblog sentiment analysis. Chin. J. Comput. 40(4), 773–790 (2017)

23. Wang, J., Zhang, Y., Yu, L.C., et al.: Contextual sentiment embeddings via bi-directional GRU
language model. Knowl.-Based Syst. 235, 107663 (2022)

http://arxiv.org/abs/1610.02906
http://arxiv.org/abs/1301.3781


Research on User Personality Characteristics Mining Based on Social Media 109

24. Zhang, X., Lian, X., Dai, X., et al.: CNN_BiGRU text classification model based on part-of-
speech features. Comput. Appl. Softw. 38(11), 155–161 (2021)

25. Eslami, E., Yun,H.B.: Attention-basedmulti-scale convolutional neural network (A+MCNN)
for multi-class classification in road images. Sensors 21(15), 5137 (2021)

26. Cheng, Y., Yao, L., Zhang, G., et al.: Multi-channel CNN and BiGRU based text sentiment
analysis based on attentionmechanism]. Computer Research andDevelopment 57(12), 2583–
2595 (2020)

27. Zhang, T., You, F.: Research on short text classification based on TextCNN. J. Phys: Conf.
Ser. 1757(1), 012092 (2021)

28. Tao, Y., Zhang, X., Shi, L., et al.: Research on multi-feature fusion method for sentiment
analysis of short texts. Small Microcomput. Syst. 41(6), 7 (2020)

29. Tao, Y., Zhang, X., Shi, L., et al.: Joint embedding of emoticons and labels based on CNN
for microblog sentiment analysis. In: 2019 IEEE Fourth International Conference on Data
Science in Cyberspace (DSC). IEEE (2019)

30. Dhola, K., Saradva, M.: A comparative evaluation of traditional machine learning and deep
learning classification techniques for sentiment analysis. In: 11th International Conference
on Cloud Computing, Data Science & Engineering 2021 (2021)



A Unified Stream and Batch Graph
Computing Model for Community

Detection

Jinkun Dai1,2,3, Ling Wu1,2,3, and Kun Guo1,2,3(B)

1 Fujian Provincial Key Laboratory of Network Computing and Intelligent
Information Processing, Fuzhou University, Fuzhou 350108, China

{wuling1985,gukn}@fzu.edu.cn
2 College of Computer and Data Science, Fuzhou University, Fuzhou 350108, China

3 Key Laboratory of Spatial Data Mining and Information Sharing,
Ministry of Education, Fuzhou 350108, China

Abstract. An essential challenge in graph data analysis and mining
is to simply and effectively deal with large-scale network data that is
expanding dynamically. Although batch-based parallel graph computa-
tion frameworks have better accuracy, they cannot process incremental
data on time and need to be recomputed. To process real-time data,
stream processing applications need to be redeveloped, which increases
the redundancy of work, and some existing dynamic graph computa-
tion schemes are not generalizable. This paper proposes a unified stream
and batch graph computing model(USBGM). The model is compatible
with both stream and batch graph computing. Graph operators and algo-
rithms developed based on the model can handle stream and batch graph
data in a unified manner. The experiments on real-world and artificial
networks verified the effectiveness and efficiency of the model.

Keywords: unified stream and batch · graph computing · community
detection

1 Introduction

Nowadays, the scale of graph data generated in various fields such as trans-
portation, finance, and social networking is growing fast, so large-scale graph
mining and analysis demand is growing. With the development of many big
data processing systems, the ability of big data processing in various scenarios is
also increasing. These systems are usually divided into two categories from the
perspective of data sources, namely batch-based and stream-based processing.

The batch method mainly operates large-scale static data sets and returns the
results after completing the calculation. The most typical ones are the MapRe-
duce computing model [1] based on Hadoop and the Spark computing engine [2]
based on the DAG computing task scheduling model. Batch datasets are usu-
ally limited data collections and are always stored in some persistent storage
location. Batch processing is ideal for calculations that require access to all data
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to complete, but this is often time-intensive and, therefore, not suitable for use
on occasions that require high processing time. Stream processing frameworks
perform computations on data coming into the system at any time; this is a very
different way of processing than batch mode, instead of performing operations
on the entire data set, stream processing performs operations on each data item
that comes in, it can handle an almost unlimited amount of data. However, only
one or a small amount of data can be processed at the same time, and only a
tiny amount of state is maintained between different records. Stream processing
mode is suitable for tasks with real-time processing requirements.

This paper proposes a unified stream and batch graph computing model that
can satisfy both stream and batch graph computation in a single development.
Stream iteration and real-time update graph model caching mechanism and time
decay strategy are used. Finally, we apply the community detection algorithm
to the proposed model. The main contributions of this paper are as follows:

(1) The proposed unified stream and batch graph computing model consists
of a graph model cache that stores graph and network information and an
iterative stream mechanism that updates the graph cache model in real-
time. It enables stream and batch processing on large-scale graphs to be
completed with a single development. The model can maintain the accuracy
of batch processing and the low latency of stream processing.

(2) The introduced time decay strategy in the stream processing can gradually
reduce the importance of earlier data objects in the graph according to the
degree of time decay and maintain the real-time nature of the model.

(3) The application of graph operators and community detection algorithms
based on the proposed unified stream and batch graph computing model
can verify the effectiveness and efficiency of the model in real-world and
artificial network experiments.

2 Related Work

In this section, we describe the work related to this study of batch and stream
large-scale graph computation and unified stream and batch processing.

2.1 Batch Large-Scale Graph Computation

Batch processing is a common solution for most graph-related algorithms and
implementations because solving graph problems often requires thinking about
the graph as a whole. Pregel [3], first proposed by Google, is a prototype of
distributed graph computing, and Pregel is a message-passing batch graph com-
puting engine implemented based on the BSP(Bulk Synchronous Parallel) [4]
model. PowerGraph [5], presented by Carnegie Mellon University in 2012 at
OSDI, a top conference on computer systems, is a graph computation solution
for power-law graphs in real scenarios, which builds on Pregel with a three-stage
vertex-centric iterative computation model, Gather-Apply-Scatter, and a point-
cut-based graph partitioning. The Spark framework has a batch-based graph
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computation framework, GraphX, which is mainly based on the same lineage
of Resilient Distributed Property Graph RDPG (Resilient Distributed Property
Graph); neighboring edge aggregation based on MapReduce idea; and improved
Pregel, which collects messages aggregating that vertex by the Master copy of
the vertex and then updates the vertex value using the vertex function.

2.2 Stream Large-Scale Graph Computation

Unlike batch graph computation, there is no general graph computing frame-
work in stream processing. Some of the research work is scattered across various
research areas related to graphs. Hollocou et al. [6] proposed a linear stream
community discovery algorithm in 2017, based on a method that randomly picks
an edge in a network to build communities through local changes in the data.
Abbas et al. [7] ingest edges or vertices of a graph in the form of online data
streams to make partitioning decisions dynamically based on partial knowledge
of the graph, but partitioning is costly. Ma et al. [8], on the other hand, pro-
posed a streaming graph neural network model in 2020, capable of handling data
that evolves over time and continuously updates node information by capturing
sequential information of edges. Community discovery is essentially a similar
class of problems to the clustering problem, the labels of data in streaming data
change over time, so the phenomenon of concept drift will arise [9], which corre-
sponds to the graph level where the graph structure changes dynamically with
time, and to address this phenomenon, Bechini et al. [10,11] successively pro-
posed methods for clustering aspects of coping with streaming data, giving the
model the ability to adapt to data changes continuously.

2.3 Unified Stream and Batch Processing

The existing research in the area of unified stream and batch processing is
diverse, with many studies proposing different solutions. The designers of the
real-time stream computing system Storm proposed the Lambda architecture
[12,13] to address the shortcomings of a single computing architecture, which
is a theory that combines batch and stream computing frameworks to form a
unified computing system. Boykin et al. [14] proposed an extensive data pro-
cessing system based on the Lambda architecture, which supports Hadoop and
Storm hybrid processing. In addition, Fan and Bifet [15] proposed an open-
source framework called Oryx [16] based on Lambda architecture, whose goal is
to adapt machine learning to Lambda architecture. Pishgoo et al. [17] proposed
a stream-batch unified anomaly detection processing approach based on Lambda
architecture in 2021, which enables batch processing to provide a base model for
stream processing through a unit that combines a stream processing unit with a
batch processing unit, but this approach still requires performing a single batch
process on all the data. The Kappa architecture [18] is an architectural idea
proposed by Jay Kreps, the former chief engineer of LinkedIn, which is based on
the Lambda architecture. It is optimized on the basis of Lambda architecture by
removing the batch processing layer and storing the data in the data lake, where
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the data processing is mainly stream processing, and when offline analysis or
re-computation is needed, the data from the data lake is retransmitted through
the message queue again.

3 Unified Stream and Batch Graph Computing Model

In this section, we describe the framework of the proposed USBGM, and describe
the graph cache model and the stream iteration in the model in conjunction
with the framework. Finally, we describe the time decay strategy in the update
process.

3.1 The Framework of USBGM

We propose a graph computing model that combines stream processing and
batch processing to provide solutions to various problems on large-scale graph
data. The model takes the arrival events of each edge as the minimum processing
granularity. The framework of the model is shown in Fig. 1.
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Fig. 1. The Framework of USBGM

Stage 1: Reading Data Source. The model can use bounded batch data as
a data source, such as file data; it can also use unbounded streaming data, such
as consuming data in the message queue in real-time.

Stage 2: Unified Stream and Batch Processing. Whether it is batch data
or streaming data, the model takes one edge as the minimum processing granu-
larity. The changes to the structure of the graph and the characteristics of nodes
caused by the arrival of each edge will act on the graph model cache in real-time.
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The structure of the graph model cache is divided into a graph information cache
part and an algorithm feature cache part. Among them, the graph information
cache part includes the nodes themselves in the graph, the information on the
relationship between the nodes, and the time information of the arrival of the
nodes. The algorithm feature cache part can be designed according to different
needs when applied to different graph operators or algorithms.

The model uses an iterative stream that does not set specific iteration termi-
nation conditions for the graph operators or algorithms that need to be iterative.
Each iteration can update the part of the representation operator or algorithm
in the graph model cache. To capture the change of the graph over time, the
judgment of time attenuation is introduced in the calculation update, and the
old data are attenuated and deleted from the model.

Stage 3: Outputting Results. This stage is a data stream that runs concur-
rently with the iterative stream, where the contents of the graph model cache
are read at a set result output interval, transformed as required, and then the
resulting output is performed.

3.2 Unified Stream and Batch Processing and Graph Model Cache
Update

In stage 2, for any data entered in stage 1, the minimum granularity of data
processing is one edge. After each edge arrives, each downstream operator will
read and calculate the graph cache model in real-time, and the results will be
updated to the graph cache model on time. The batch processing task will regard
the batch data as bounded stream data in the above processing mode. At the
application level, it is the same as the traditional batch processing mode. The
model will read all the data simultaneously to perform the operators and algo-
rithms. At the calculation level, it is consistent with the stream processing, and
it is regarded as the stream data without a time interval between every two
edges.

When performing the stream processing task, if there is static batch data in
the data source, the batch calculation of this part of data is carried out first,
and the batch processing results are cached into the graph model cache as the
initialization model. The stream data processing takes the data’s generation time
as the relevant nodes’ processing time and the relationship between nodes. While
updating the algorithm model in the graph model cache, it also updates the time
information in the node attribute in the cache in real-time.

To support the algorithm that needs iteration, an iterative stream with-
out termination conditions is adopted in the proposed USBGM. Because in the
stream processing, we cannot predict the arrival time of the data, and the addi-
tion of each new edge will affect the network structure and the results of the
iteration. The iterative stream constantly monitors the upstream operator of
the calculation model. When there is a new edge, it will immediately join the
iterative stream after the processing of the upstream operator to participate in
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the iteration. In the iteration process, the time attenuation weight of the data
is calculated, and the data exceeding the attenuation threshold are eliminated.
Decay objects are deleted in both the cache structure and the iterative stream.
The iterative stream will update the algorithm model and graph information in
the cache in real-time.

3.3 Time Decay Strategy

The time decay strategy acts on the model updating of the stream processing
and iterative stream in stage 2. The structure is shown in Fig. 2, and its main
task is to capture the dynamic changes in the network structure over time.

Initialized Graph Model

Stream Processing 
Graph Model

removed edgesedge set
Read Update

Iteration Stream

Batch Graph Processing

Stream Graph Processing

Create Stream

Create Stream

Fig. 2. The Time Decay Strategy

In a continuous stream of incoming data, we can assume that the importance
of individual data decreases over time, so the latest data is more important than
the older data. In response to this concept, we adopt a strategy of associating a
weight with each data object, where the weight is expressed as the decay degree
of the edge, which rises as a function of time. The weight calculation method
shown by Eq. (1):

weight = 2α(t−t0) (1)

Among them, α is an attenuation factor that can be set, and the larger the
attenuation factor, the higher the attenuation degree of the earlier data in the
stream. By setting an appropriate decay factor, the model can better capture
the changes in the network structure over time. In this strategy, the attenuation
degree is deleted for objects higher than the attenuation threshold θ(w). In
practical implementation, we can derive the attenuation time interval θ(t) under
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a given attenuation factor by formula. When the current time t minus the time
t0 of data arrival is greater than the attenuation time θ(t), this data will be
deleted, the calculation method of θ(t) is shown in Eq. (2)

θ(t) = t − log2θw

α
(2)

4 Application of the USBGM

This section describes the application of graph operators and community detec-
tion algorithms based on USBGM implementation.

4.1 Application of Graph Operators Based on USBGM

We implement four unified stream and batch graph operators based on USBGM:
(1) degree operator: calculate the degree of each node in the graph; (2) neigh-
borhood operator: calculate the set of k-th order neighbors for each node in the
graph; (3) modularity operator: calculate the modularity of the network; (4)
clustering coefficient operator: calculate the clustering coefficient in the graph.
The framework is shown in Fig. 3.
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Fig. 3. The framework of graph operator based on USBGM

For batch data, the model is executed in batch mode. In this execution mode,
similar to the traditional batch solution, the operator will be executed at one
time. For stream processing, the content of the graph model cache structure
is the operator content that needs to be calculated, such as node degree, node
neighbor set, etc.
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Every time a new edge arrives, the model will update the corresponding
node information in the cache and synchronize to update the time attribute
of the corresponding node. Here, the function of the iterative stream is to poll
each node and the time attribute of the node, delete the node that needs to be
decayed from the calculation stream, and update the information related to this
node in the graph model cache structure in real-time.

4.2 Application of Community Detection Algorithm Based
on USBGM

We implemented a label propagation algorithm [19] based on USBGM. The uni-
fied stream and batch label propagation algorithm(USBGM-LPA) is to complete
community detection on static and dynamic networks. Figure 4 illustrates how
the community detection algorithm is specifically implemented based on the
framework shown in Fig. 1.
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Fig. 4. The framework of community detection algorithm based on USBGM

Stage 1: Reading Data Source. The algorithm’s input supports the mixing
of multi-source data, including files, distributed file systems, message queues,
sockets, etc.

Stage 2: Unified Stream and Batch Processing. The model is executed
in batch mode for data that only requires batch processing. In batch processing
mode, similar to the traditional batch processing, the model will be executed in
one go. When running stream processing, it will first make a judgment whether
static data exists, if it does, the algorithm will be executed in batch processing
for static data; if it does not exist, it will directly use the arrival of each edge as
the update unit of the algorithm model.
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Whether batch or stream processing, the model takes the arrival of each edge
as the minimum processing granularity. When an edge arrives, the algorithm
first initializes the nodes that are not in the cache with their labels randomly,
records them as neighboring nodes to each other, and updates the timestamp
information of their arrival when the node already exists in the cache. The
initialized nodes and their labels will enter the iterative stream. In the label
propagation algorithm, iteration is the process of updating node labels. In each
iteration round, the node will iterate through the labels carried by its neighboring
nodes and select the label with the most labels belonging to the neighboring
nodes as its label, and when there is more than one label with the most labels,
one of the labels will be randomly selected as its label. While iterating, the time
decay strategy is used to eliminate the nodes that have expired to ensure the
real-time nature of the model.

Stage 3: Outputting Results. The resulting output and evaluation is a data
stream that is performed simultaneously with the iterative stream, where the
contents of the graph model cache are read for conversion according to the set
result output interval, and the evaluation of the community division is performed
by applying operators such as NMI and modularity from the graph operators
based on USBGM.

5 Experiments

5.1 Datasets Description

We use five real datasets to verify USBGM-based LPA’s accuracy under batch
and stream processing. The five real datasets have different sizes and node degree
distributions to verify the effectiveness of the implemented algorithm on networks
of various sizes. The parameters of each network are shown in Table 1.

To verify the effectiveness of the model stream processing and the time decay
strategy, we conduct experiments with artificial datasets S1. To visualize the
effect of the time decay strategy, we generate a small-scale artificial network.
Dataset S1 has 20 nodes and 34 edges at time t1, and they form a community;
when the time comes to time t2, 8 nodes and 13 edges will join, and they will form
a new community, while 4 edges will decay in the original community; when the
time comes to time t3, 8 edges will join between the two communities, and the
true division of the two communities will change accordingly; at time t4, 3 edges
will join and 2 edges will decay, and the true division of the communities will
change accordingly. Experiments on this dataset are used to verify the impact
of discovering new communities over time and the time-decay strategy on the
community partitioning results. The parameters of the network are shown in
Table 1.
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Table 1. Real-world and Artificial Networks

Networks Nodes Edges Communities

Football 115 616 13

Cora 2708 5278 7

Citeseer 3264 4536 6

Email-Enron 36692 183831 /

Amazon0302 262111 1234877 /

S1 20–28 24–68 1–2

5.2 Baseline Algorithms

We compare USBGM-LPA(Batch) with GraphX-LPA implemented based on
GraphX [22], a parallel graph computing framework, and USBGM-LPA(Stream)
with Spark Streaming-LPA implemented based on Spark Streaming [23] for accu-
racy experiments. We also compare USBGM-LPA with and without the time
decay strategy to validate the effectiveness of stream processing and the time
decay strategy.

5.3 Evaluation Metrics

Normalized Mutual Information (NMI) [20] metric is an objective metric to
evaluate the accuracy of a community division compared with the true one, the
specific calculation of NMI is defined as follows:

NMI(R,F ) =
−2

∑CR

i=1

∑CF

j=1 Nij log( NijS
Ni∗N∗j

)
∑CR

i=1 Ni∗log(Ni∗
S ) +

∑CF

j=1 N∗j log(N∗j

S )
, (3)

where the rows in matrix N denote the real communities and the columns denote
the communities obtained by the algorithm. The elements in row i of the matrix
are denoted as Ni∗, the elements in column j are denoted as N∗j ; the elements
in row i of the matrix are denoted as Ni∗, the elements in column j are denoted
as N∗j . The elements of the row i of the matrix are denoted as Ni∗, the elements
of the column j are denoted as N∗j . Nij denotes the number of nodes in which
the real community is the same as the community obtained by the algorithm,
S is the number of nodes.CR denotes the number of real communities and CF

denotes the number of communities obtained by the algorithm.
Newman et al. proposed the modularity Q [21], which has since been widely

used to measure the quality of community division where the true community
division is not known, and the modularity is calculated as follows:

Q =
1

2m

∑

i,j

[Aij − didj

2m
δ(Ci, Cj)] (4)
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m is the number of edges in the network, and Aij is the element in the adjacency
matrix A, if nodes i, j are connected, then Aij = 1, otherwise Aij = 0.Ci is the
community to which node i belongs, Cj is the community to which node j
belongs,δ(Ci, Cj) = 1 when i, j are in the same community and 0 otherwise.di

represents the degree of node i, didj

2m denotes the probability of the existence of
an edge between node i and node j in a random network.

5.4 Accuracy Experiment

The algorithms involved in the accuracy experiments include the USBGM-
LPA(Batch) and GraphX-LPA implemented by GraphX [22], and the USBGM-
LPA(Stream) and Spark Streaming-LPA.
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Figure 5 shows the NMI metrics for the three network datasets knowing
the true community division; from the figure, we can see that the accuracy
of USBGM-LPA in batch processing mode is higher than the comparison algo-
rithm on the small-scale dataset, and USBGM-LPA in stream processing mode is
not as accurate as GraphX-LPA executed in batch processing on some datasets,
but compared to GraphX-LPA also executed in stream processing, but better
than the comparison algorithm, which also performs in stream processing. This
reflects that USBGM, in the form of a unified stream and batch processing,
can perform both stream and batch processing while ensuring the algorithm’s
accuracy.

Figure 6 shows the modularity metrics for the two datasets without knowing
the true community division, from which we can see that USBGM-LPA works
better than the other algorithms in both batch and stream processing on the
larger dataset. This reflects the effectiveness of USBGM’s strategy of using one
edge as the minimum processing granularity and streaming iterative update,
which can have better results when the traditional batch processing scheme
cannot get effective results.

Figure 7 and Fig. 8 show the variation of NMI and modularity metrics over
time when the stream processing-based algorithm is run on the datasets football
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and Amazon0302, from which it can be seen that USBGM-LPA has faster con-
vergence and better algorithmic results on both small and large datasets. The
variation of the network represented by the dataset over time can be known in
Fig. 8. The stability of the Amazon0302 network community is decreasing. This
reflects the better running speed of USBGM and having lower latency for faster
changes in the network brought about by changes in the dataset over time.

5.5 Time Decaying Effect Experiment

This part of the experiment will validate the impact of discovering new commu-
nities and time decay strategy on community detection results over time with
artificial dataset S1.

(b) with time decay strategy

(a) without time decay strategy

Fig. 9. Evolution of community division over time
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Figure 9 show the evolution of the community division of USBGM-LPA over
time on the artificial Dataset S1, and the different colors of the nodes represent
that they belong to different communities. Among them, Fig. 9(a) corresponds
to no time decay strategy, and Fig. 9(b) corresponds to the use of time decay
strategy. From time t1 to time t2, we can find that both can discover the birth
of new communities, which proves the effectiveness of the stream processing of
USBGM to capture the change of graph structure. From time t2 to t3 and t3 to t4,
comparing the two graphs, we can find that Fig. 9(b) redivides the communities
to which the involved nodes belong due to the time decay strategy that decays
the edges between the earlier nodes, making the community division in Fig. 9(b)
more consistent with the actual situation at the current time at moments t3 and
t4, which proves the effectiveness of the time decay strategy in USBGM.

6 Conclusion

This study proposes a unified stream and batch graph computing
model(USBGM). USBGM adopts the idea of using one edge as the minimum
processing granularity and combines a graph cache structure that can be updated
in real-time and an iterative stream mechanism to realize stream processing and
batch processing in a unified way, which can obtain an accuracy close to that of
batch processing and also take advantage of the low latency of stream process-
ing. In addition, we introduce a time decay strategy that allows the algorithm
implemented based on USBGM to reflect the corresponding changes in the net-
work structure over time. We implement the graph operator based on USBGM
and apply it to solve the community detection problem. Experimental results
on real-world and artificial networks validate the accuracy and low latency of
the USBGM and verify that the USBGM can effectively capture changes in the
network over time. In the future, we plan to optimize the execution efficiency
of the model further and enhance the generalization capability of the model so
that the model can be applied to more domains.
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Abstract. Collaborative development, as one of the most widely used
development models, is very effective at increasing development efficiency
and software quality. In collaborative development, developers deploy
services on the Internet and provide stable business functionality to the
public. However, developers with different levels of development experi-
ence and code levels may classify the services into the wrong categories.
As a result, reusing these services is impossible due to the confusing
service categories, which has a significant impact on developers’ devel-
opment efficiency. Most existing service classification approaches rely on
textual information such as Web service descriptions and names, which
may not provide enough information to determine their categories when
the descriptions and names are too brief or vague. This paper proposes
a Service Classification Approach based on Feature Fusion (SCAFF),
which combines semantic and structural features. SCAFF first extracts
service semantic feature vectors and service structural feature vectors by
SimCSE, MixGCF, and LightGCN. Then it combines these two features
and finally obtains the service category using two fully connected lay-
ers. Compared with TextCNN, LSTM, and ServeNet, SCAFF has higher
accuracy on Top-1 accuracy and Top-5 accuracy.

Keywords: Collaborative Development · Service Classification ·
Feature Fusion · Deep Learning

1 Introduction

In recent years, distributed and cloud computing technologies have become
increasingly mature, and collaborative software development work models have
gradually replaced centralized software development work models, such as soft-
ware outsourcing models, structured development models, and software assembly
pipelines. Collaborative development provides a collaborative working environ-
ment for time-dispersed developers to better complete a temporally separated,
spatially distributed, and interdependent project, improving not only work effi-
ciency but also software quality. Among the various collaborative development
modes, service-oriented development is currently one of the most popular devel-
opment models.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Y. Sun et al. (Eds.): ChineseCSCW 2022, CCIS 1681, pp. 125–134, 2023.
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The process of service-oriented development is a complex service developing
process in which a large number of services are generated and used. A service
is a component that is deployed on the Internet and provides stable business
functions to the public. In this paper, both APIs and services are defined as
Services. Developers typically search for the category of services they require
and then find the services that meet their development requirements under that
category. However, developers often have different development experiences and
code levels, resulting in the same class of services will be classified under different
or incorrect categories. Therefore, when reusing these services, it is difficult for
developers to quickly find the right service because of the confusing categories of
services. Service classification can help developers automatically classify services
and ensure that each service is assigned to the correct category.

There has been a lot of work on service classification, and most of these
approaches are based on functional attributes. The main idea of all these
approaches is to classify services based on textual information such as service
descriptions and service names. However, using textual information alone is often
not accurate enough [1]. Many approaches by adding other feature vectors and
integrating classifiers have been proposed to improve the overall classification
accuracy [2]. With the rapid advancement of deep learning in recent years, many
researchers have considered applying deep learning to service classification and
have made significant progress, such as LSTM (Long Short-Term Memory) [3],
Bi-LSTM (Bi-directional Long Short-Term Memory) [4], Wide&Bi-LSTM [5],
and ServeNet [6]. In general, although the above approaches and techniques have
improved the accuracy of service classification, they cannot provide enough infor-
mation for developers to determine its classification when the service description
is too brief or vague. Furthermore, most current approaches use semantic and
contextual information describing the words in a document or fuse auxiliary
information such as tags, but these approaches do not make good use of the
relevance of discrete features and cannot deal with the document semantic spar-
sity problem well. In addition, these approaches rely on information such as text
descriptions and labels, without considering the invocation relationship between
services. It has been proved that the invocation and other relationships between
services can be supplemented with features other than service text descriptions
by using service invocation graphs, which improves the accuracy of service cat-
egory recommendations.

To overcome the problem caused by the insufficient or poor quality of text
information in service description documents, this paper proposes a service clas-
sification approach based on feature fusion (SCAFF), which uses semantic and
structural features to improve the performance of service classification. The con-
tribution of this paper is as follows:

1. This paper proposes SCAFF, a service classification approach for collabora-
tive development that fuses both semantic and structural features. The app-
roach considers both the information contained in the service description text
and the service invocation relationship, using SimCSE, MixGCF, and Light-
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GCN to extract the service feature vectors and classify the service categories
by a feature fusion approach.

2. This paper crawls the real dataset from the programmable1 web for experi-
ments. The effectiveness of SCAFF is evaluated by comparing it with three
baseline approaches.

3. This paper conducts experiments to verify and analyze the different roles
played by different types of features in the classification process.

The rest of this paper is structured as follows. Section 2 demonstrates our
approach. Section 3 describes the experiments and discusses the experimental
results. Section 4 summarizes the paper and discusses our future work.

2 The SCAFF Approach

Fig. 1. Framework of the SCAFF

As shown in Fig. 1, the proposed approach SCAFF contains four steps: 1) Gen-
erating the service invocation graph. 2) Extracting service features. 3) Feature
fusion. 4) Service classification.

This paper defines a service as a component with specific functionality that
consists of one or more APIs (also known as service) in SCAFF. It can be defined
formally as follows: si = {d, rs, c}, where d denotes the description document
of service si, rs = {s1, s2, ..., sn} is the set of services that have an invocation
relationship with si, and ci is the category corresponding to si. Each step of
SCAFF is described in detail in the following subsections.

1 https://www.programmableweb.com/.

https://www.programmableweb.com/
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2.1 Service Invocation Graph Generation

A Service Invocation Graph (SIG) is an un-directed and unweighted graph that
consists of service nodes and relationship edges in a dataset. The SCAFF first
extracts the history of invocations between services and generates an edge rij
if there is an invocation relationship between a service si and a service sj . The
SIG can be defined as follows:

SIG = {s, r|s ∈ S, r ∈ R} (1)

where s is the service node, r is the invocation relationship between services,
and R = {r1, r2, . . . , rn} is the set of invocation edges between services, S =
{s1, s2, . . . , sn} is the set of service nodes.

2.2 Service Feature Extraction

In SCAFF, the features of services are divided into semantic features and struc-
tural features. For semantic features, traditional approaches often simply splice
or sum word vectors to obtain sentence vectors, such as Word2Vec [7], which
cannot effectively exploit the implicit relationships between words in a sentence.
SCAFF uses the SimCSE model [8] to obtain the semantic features. SimCSE
is a contrastive learning framework that generates different embeddings for the
same word in different contexts to better capture the features of the sentences.
SimCSE is designed based on BERT [9] model, and it can be divided into two
models: the unsupervised model and the supervised model. The unsupervised
model uses Dropout [10] as noise when constructing samples, and the same sen-
tence is treated as input to the pre-trained encoder in two batches to obtain two
different embeddings as positive samples. Then the other sentences are used as
negative samples. The supervised model builds upon the research of using natu-
ral language inference (NLI) datasets for sentence embeddings [11,12], uses the
original tags of the dataset as annotations, and adds annotated sentence pairs
to the contrastive learning, to optimize the positive and negative samples in
the dataset. The empirical evidence [8] shows that optimization for the training
samples and fine-tuning of the model can effectively improve its performance. In
comparison with other models, SimCSE can obtain sentence embeddings more
accurately. SCAFF inputs the description sentences of each service into the Sim-
CSE model to obtain the sentence embeddings as semantic features, and the
process can be defined as:

edesc = fSimCSE (di) (2)

where di is the description sentence of service i, fSimCSE is the SimCSE model,
and edesc is the sentence embeddings obtained by di through fSimCSE .

For structural features, this paper uses MixGCF [13] and LightGCN [14] to
obtain the embeddings of services on the structure. MixGCF is a general negative
sampling tool that can be used to improve the performance of GNN models by
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adding features from positive samples to negative samples to obtain Hard Nega-
tive Samples [13] that are closer to positive samples for training. LightGCN is a
simplified GCN network based on the traditional GNN-based recommendation
system, which eliminates unnecessary designs such as feature transformation and
nonlinear activation compared with traditional GCN networks, and only retains
the core component of neighborhood aggregation. By performing linear propa-
gation on the graph, LightGCN can obtain node embeddings and combine the
embeddings and weights obtained at its different propagation layers as the final
embeddings. The SCAFF uses the SIG as the input of MixGCF and LightGCN
to obtain the service node embeddings as structural features, and the process
can be defined as:

estruct = fMixGCFLightGCN (SIG) (3)

where SIG is the service invocation graph, fMixGCFLightGCN is the LightGCN
model with MixGCF, and estruct is the structural feature corresponding to ser-
vice i.

2.3 Feature Fusion

On the feature fusion layer, the SCAFF merges the obtained feature vectors edesc
and estruct into one unified feature vector. The SCAFF uses cat as the strategy
for merging vectors, and the process can be defined as:

ei = cat (edesc, estruct) (4)

where ei is the final fusion feature corresponding to service i. After the process,
the feature vector corresponding to each service can be obtained.

2.4 Service Classification

On the service classification layer, the SCAFF set up a feed-forward neural
network with two fully connected layers. The activation functions of the fully
connected layers are h1 and h2, each fully connected layer is responsible for
computing the output obtained from the previous layer and transmitting the
result to the next layer. The fully connected layers are defined as follows:

oh1 = w1 ∗ ei + b1 (5)

oh2 = w2 ∗ oh1 + b2 (6)

where w1 and b1 is the weights and bias factor of the fully connected layer h1,
and oh1 is the output of the fully connected layer h1. w2 and b2 are the weights
and bias factor of the fully connected layer h2, and oh2 is the output of the
fully connected layer h2, respectively. Eventually, the fully connected layer h2
maps the results onto a dimensional space of Numclass (the number of categories
contained in the dataset). The SCAFF inverts the probability of each category
in the results to obtain the final category recommendation results.
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3 Experiments

3.1 Experiment Setup

This paper conducts three independent experiments for each approach (includ-
ing SCAFF and baseline approaches) to prevent contingency and uses early
stopping to avoid overfitting. All experiments were performed on a running
GPU GTX3080 device and the source code was implemented based on PyTorch
1.11.02. For the parameters of MixGCF and LightGCN, this paper sets the num-
ber of candidates negative to 64, the number of negative in K-pair loss to 1, the
learning rate to 1e-4, and the rest parameter to default. For the parameters of
SCAFF, this paper sets the Dropout to 0.5 and the learning rate to 1e-6.

3.2 Dataset

Due to the rapid iteration of services, this paper collects a total of 25,353 services
from Programmable Web to generate the latest dataset for evaluating the pro-
posed approach. To better utilize the invocation relationship between services,
the dataset only retains services that contain invocation relationships for training
and evaluation, and removed the stop words from them. The processed dataset
contains 3980 services covering 255 categories. This paper randomly divides the
dataset into training, validation, and test sets in the ratio of 6:2:2.

3.3 Evaluation Metrics

Top-k accuracy is used to calculate the percentage of correct categories in the
k categories with the highest probability in the prediction results. It is widely
used for the evaluation of classification models. This paper uses Top-1 accu-
racy and Top-5 accuracy as the evaluation metrics for the experiments. Top-1
accuracy represents the accuracy obtained by comparing the first category with
the highest probability in the classification prediction results with the true cat-
egory of the sample. Top-1 accuracy is often used to evaluate the effectiveness
of binary classification models. Top-5 accuracy indicates the accuracy of the top
five categories in the classification prediction results compared to the true cate-
gory of the sample. Top-5 accuracy is often used to evaluate the effectiveness of
multi-classification models. Their calculation can be defined as:

Accuracytop1 =
Numtop1_correct_samples

Numsamples
(7)

Accuracytop5 =
Numtop5_correct_samples

Numsamples
(8)

where Numtop1_correct_samples and Numtop5_correct_samples denote the sum of
the number of correctly predicted samples in the categories with the first and
top-5 probability in each sample classification prediction result, respectively.
Numsamples denotes the total number of samples in the test dataset.
2 https://pytorch.org/.

https://pytorch.org/
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Fig. 2. Results of the Top-1 accu-
racy, Top-5 accuracy in the comparative
experiment.

Fig. 3. Results of the Top-1 accuracy,
Top-5 accuracy in the ablation experi-
ment.

3.4 The Comparative Experiment

This paper uses three baseline approaches to evaluate the performance of
SCAFF.

1. TextCNN [15]: TextCNN is a neural network model for text classification.
It changes the original input layer of the traditional CNN to an embedding
layer, so that text can be converted to word vectors and input into the model.

2. LSTM [16]: Long Short Term Memory (LSTM) is a special kind of recurrent
neural network (RNN), it is a kind of neural network with the ability to
remember long and short term information. The principle is that the gate
mechanism is used to control the flow and loss of features, and the gate
decides whether to keep or discard the features at the top of the discourse
order, thus achieving the ability of long and short-term information memory.

3. ServeNet [17]: ServeNet is a deep neural network for end-to-end service clas-
sification that automatically abstracts low-level representations of service
names and service descriptions into high-level features and then merges these
high-level features into a unified feature for service classification.

3.5 The Ablation Experiment

To further demonstrate the effectiveness of SCAFF, this paper conducts two sets
of ablation experiments.

1. SCAFF-TEXT: The SCAFF-TEXT model is based on SCAFF with the ser-
vice structural features vectors removed. It uses only SimCSE [8] as a semantic
features extraction tool for classification after extracting the text embeddings
of the service description documents.

2. SCAFF-INVOK: The SCAFF-INVOK model is based on SCAFF by remov-
ing the service semantic feature vectors. It only uses MixGCF [13] and Light-
GCN [14] as the structural features extraction tool for classification after
extracting the feature.
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3.6 Results

This paper conducts a series of experiments to evaluate the classification accu-
racy of SCAFF. Figure 2 shows the experimental results of the comparative
experiments compared to the three baseline approaches, i.e. TextCNN, LSTM,
and ServeNet. Figure 3 shows the experimental results of the ablation experi-
ments comparing the SCAFF-TEXT and SCAFF-INVOK approaches.

As shown in Fig. 2, SCAFF’s Top-1 accuracy and Top-5 accuracy are 9.87%
and 10.57% higher than that of ServeNet. Compared with LSTM and TextCNN,
the Top-1 accuracy is 27.44% and 28.42% higher, and the Top-5 accuracy is
30.86% and 32.81% higher, respectively. Specifically, ServeNet ranks second
because it uses a large-scale pretraining model named Bert in the feature extrac-
tion process. However, it performs worse in terms of Top-1 accuracy and Top-5
accuracy than SCAFF as the features are all derived from semantic information.
No invocation information between services is considered in ServeNet. LSTM
and TextCNN achieved the worst results as the extracted features by these two
approaches are sparse. Besides, neither approaches take the invocation relation-
ship between services into account.

As shown in Fig. 3, SCAFF achieved the best results in both Top-1 accuracy
and Top-5 accuracy, and its Top-1 accuracy and Top-5 accuracy are 3.29% and
8.05% higher than SCAFF-TEXT, respectively. The results indicate that service
invocation relationships extracted by MixGCF and LightGCN play a crucial role
in service classification. Compared with SCAFF-INVOK, the Top-1 accuracy of
SCAFF is 14.15% higher and the Top-5 accuracy is 20.25% higher, indicating
that even though structural features can enhance the classification effect, seman-
tic features still play a major role in the classification process, and both features
need to work together to achieve better results.

4 Conclusion and Future Work

This paper proposes a service classification model based on feature fusion SCAFF
for collaborative development, by automatically extracting two feature vectors:
semantics and structural. The experiments show that the Top-5 accuracy of
SCAFF is better than that of ServeNet by 10.57%, 30.86%, and 32.81% higher
than that of LSTM and TextCNN respectively.

Although SCAFF has good performance, it still contains limited features,
so in future work, we plan to 1) use more advanced methods to extract the
features contained in the service and 2) introduce more types of features to
better represent the service.
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Abstract. In the background of global economic integration and the pandemic
era, e-collaboration systems have become the main tools for people to learn and
work. E-collaboration systems in the Internet era face rapid iteration requires, it’s
important to research how to quickly access the requirements of e-collaboration
systems to help developers better update and iterate on them and improve the user
experience. As the number of user reviews in the applicationmarket is large, cover-
ing a wide range, a large number of requirements are contained in it, therefore, this
paper starts from two dimensions of functional requirements and non-functional
requirements, and proposes 15 requirements categories for the collaboration char-
acteristics and timely characteristics of the e-collaboration system. First crawl the
collaboration system user reviews as a dataset, use TextRank ranking algorithm
and TextCNN model to classify them, and finally by building a network of co-
occurrence relationships between words to feed the users most concerned in a
certain classification to the developers. Our method has proven to be excellent
in terms of Precision, Recall and F1-measure, and can help developers to obtain
requirements from large amount of review data.

Keywords: E-collaboration system · Requirement acquisition · Deep learning ·
Neural network

1 Introduction

E-collaboration is widely defined as “the high-speed, real-time interaction between peo-
ple and data through the use of electronic tools, such as shared documents, online meet-
ings, portals and instantmessaging, for planning, coordination, decision-making, process
integration, efficiency and effectiveness” [1]. With the integration of the world economy
and the proposed strategy of a large domestic economic cycle, many companies across
regions must rely on e-collaboration systems to create a shared virtual work environ-
ment, sharing the same information and environment with colleagues who are unable
to complete projects directly, in to break through the limitations of time and space and
increase the value of information while making full use of human resources.

With the increasing importance of e-collaboration system in people’s production
life, its user base and coverage are becoming more and more extensive, and the system

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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function evaluation data based on user dimensions also grows, and a large number of
explicit or implicit requirements are contained in it [2], but the source group of such data
is wide, large, uneven quality and too much noise information, and it’s still a difficult
problem to fully explore and analyze users’ requirements in it to drive system update
and iteration to improve user experience.

In the past studies of requirement exploration [3–5], classification is only used to
filter data that is not related to requirements and still need manual analysis of specific
requirements. More detailed categorization than filtering has been proposed in studies
[6–9] to provide developers with clearer and more explicit categories of requirements
based on the removal of noisy data, such as Maalej et al. [6] who classified user reviews
into four categories: feature requests, bug reports, user experience, and text ratings.
However, current work on e-collaboration systems has focused on validation [10] and
characteristics modeling [11], and there has been no research on requirements classifi-
cation and acquisition for such systems, while the traditional requirements classification
methods for general systems have shortcomings in completeness, accuracy, and clar-
ity, and the classification results do not help e-collaboration systems to highlight their
collaborative nature and real-time performance [12]. Therefore, this paper defines 15
requirement categories for the user review data of the e-collaboration system, which can
distinguish functional requirements from non-functional requirements while highlight-
ing the characteristics of collaboration, and can fully explore the explicit and implicit
requirements in the user feedback, so as to assist the developers in updating and iterating
the system. This method first crawls the user feedback and questions about this collabo-
ration system from the app store, and after data pre-processing to remove the noise data,
uses the TextCNN model and TextRank ranking algorithm to classify the requirements
and extract keywords respectively, and finally uses the keyword co-occurrence matrix
to get the high frequency co-occurrence keywords to give feedback to the developers
about the most concerned users under this category specific issues. The study of this
problem has important research significance for improving and guaranteeing the quality
of e-collaboration system products as well as user experience.

The contribution of this paper is as follows:

1. Requirements knowledge categories for e-collaboration systems are defined and their
concepts are explained.

2. The ability to automatically explore requirements from unstructured requirement
text helps developers to better update and iterate on e-collaboration systems.

3. Combine TextCNN deep learning model and TextRank ranking algorithm to classifi-
cation and keyword extraction of user review data, which improves efficiency while
ensuring precision, which improves efficiency while ensuring precision.

The rest of this paper is structured as follows. Section 2 demonstrates our approach.
Section 3 describes the experiments and discusses the experimental results. Section 4
summarizes the paper and discusses our future work.
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2 Method

2.1 Research Framework

The overall research framework of this paper is shown in Fig. 1:
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Fig. 1. Approach overview

The first stage is the requirement category definition stage, based on the categories of
requirements proposed in previous studies, we have made a more detailed classification
of functional and non-functional requirements, taking into account the characteristics of
e-collaboration systems, thus, the collaboration system developers can more precisely
get the direction of users’ requirements. This classification can cover the requirements
contained in the user reviews dataset of the e-collaboration system, so it is used as our
data annotation strategy.

The second stage is the dataset pre-processing stage. We select the user reviews data
under the collaboration software from the APP application market, clean their data, use
the noise-removed data to form the user review resource library and to data annotate.
Since some redundant content will reduce the characteristic of the text, we use the
TextRank ranking algorithm to extract key sentences to simplify the dataset and form a
collaboration system requirements review classification dataset.

The third stage is the classification and feedback stage. We choose TextCNN model
to train and classify the data after investigation. In order to enable developers to more
detailed understanding of the specific needs of users. We extracted keywords from the
classified review statements, taking into account the characteristics of user reviews in
app stores: they are mainly short reviews and are basically non-structural description
language, lacking standardization. We propose to calculate the co-occurrence times of
keywords under the same classification by taking a user review as the unit and con-
structing the co-occurrence matrix between keywords. In this way, users can get the
most concerned about the collaboration system in a certain category, and feedback to
the developer.
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2.2 Background

TextRank Extracts Keywords. TextRank is a graph-based text processing ranking
model proposed by Mihalcea et al. [13], which is improved by the PageRank algorithm
launched by Google. It uses adjacent semantic relations between words to build the
network, iteratively calculates the Rank value of each node, and then obtains keywords.
We chose this model to extract keywords for two main reasons, firstly, user reviews are
mainly short texts, mostly one or two sentences, and secondly, user reviews are mostly
unstructured texts, which makes this method simple and effective when dealing with
non-normative language.

TextRank Extracts Key Sentences. The central idea of key sentence extraction is sim-
ilar to keyword extraction, which is to identify more representative series than the given
text. First of all, each sentence in the text is regarded as a node, and the similarity between
the two sentences is calculated according to the degree of lexical repetition. If there is
a certain degree of similarity, it is considered that there is an undirected weighted edge
between the corresponding nodes of the two sentences. After the similarity between
nodes corresponding to any two sentences is calculated circularly, the threshold is set
to remove the edge connection with the low similarity between the two nodes, and the
node connection graph is constructed. Finally, the TextRank value of each node is calcu-
lated iteratively. After sorting, the sentences corresponding to the nodes with the highest
TextRank value are taken as key sentences.

2.3 Definition of Requirement Categories for E-Collaboration Systems

The feedback from users for e-collaboration system mainly focuses on two directions,
divided into functional and non-functional requirements, and the difference between
collaboration system and ordinary software is that users pay more attention to require-
ments such as collaborative and real-time, so we further subdivide for e-collaboration
system based on the previous research on software requirement category classification
[14], which is defined as shown in Table 1.

2.4 Dataset Pre-processing

Pre-processing is divided into three steps: noise removal from user reviews of
e-collaboration systems, data annotation, and Chinese text segmentation.

Noise Removal. When we deal with user reviews, there are many irrelevant con-
tents and irregular formatting problems due to their arbitrary nature, so before classify-
ing them, we need to perform data cleaning and filter those redundant contents. Noise
removal is divided into four steps: 1) Remove special punctuation marks. 2) Remove
the content of developers’ replies. 3) Remove the deactivation words. 4) Key sentence
extraction.

Data Annotation. After pre-processing, we invited five persons from related fields to
perform data annotation and consistency check according to the previously defined
category settings, and finally the user review data were input into the TextCNN model
for classification.
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Table 1. Requirement categories and definitions

Requirement Category Concept Explanation

Functional requirements Collaborative Function Users want to add or improve some
features that enhance coordination and
collaboration ability

General Function The requirements to enhance or
improve the basic functions of the
collaboration system

Non-functional requirements Real time Whether the information data received
by the user during e-collaboration is
instant

Response time Time for the collaboration system to
respond to the user’s request

Capacity Collaboration system for its own
running capacity and its storage
capacity for shared content

Throughput Ability of collaboration systems to
successfully transfer data per unit time

Look and feel User expectations of the operational
appearance or interface of the
e-collaboration system

Operability Operational problems encountered by
users when using the collaboration
system

Usability Whether the features of the
collaboration system are easy to use

Reliability The ability of the collaboration system
to perform the specified functions
stably under the specified conditions

Privacy No leakage of user privacy to other
users when collaborating
electronically

Permission Protection The feedbacks on collaboration system
opening permissions without user’s
permission

Security The ability of the collaboration system
to protect user data and the system
platform

Illustrative User requirements for explanatory
notes on the functions or mechanisms
of the collaboration system

Compatibility The ability to adapt or coordinate the
work of collaboration systems in
different system environments



140 S. Song et al.

Text Segmentation. Since the dataset of this method consists of Chinese text, we use
HanLP to separate the sentences into words before performing classification.

2.5 Requirement Analysis and Feedback

Requirement Classification by Using TextCNN Model. TextCNN is a model pro-
posed by Yoon Kim to deal with text classification problem by convolutional neural
network [15]. Because of its good classification effect in text classification, especially in
the field of short text, we choose the TextCNNmodel to classify the user review dataset.
The model framework is divided into four parts as follows:

Input Embedding Layer. To convert unstructured and non-computable words into struc-
tured, computable vectors, we first perform word embedding, using Word2Vec to map
each word into a 5-dimensional word vector, just numerizing natural language. As in
the example sentence “wish/to/add/virtual/background/function/during/class/” to form
an 8 * 5 two-dimensional matrix as input for the convolutional computation of the
Convolution layer.

Convolution Layer. Since the data processed by the TextCNN model is 1-dimensional
text data with only one dimension of length and high correlation of adjacent words in
a sentence, one-dimensional convolution is applied when doing convolution, i.e., the
convolution kernel slides in only one direction of the sentence length. The width of the
convolution kernel matrix is fixed to the dimension of the word vector d. The height is
a hyperparameter. The window sliding step is 1 and its convolution operation is shown
in the following equation.

oi = ω ∗ α[i : i + h − 1], i = 1, 2, . . . , s − h + 1 (1)

where ω denotes the convolution kernel matrix with width d and height h, α denotes the
matrix obtained after the embedding layer, α|i : j| denotes the matrix α row i to row j,
and s denotes the height of matrix α. Then choose different height convolution kernels
of 4 and 3 to obtain a richer feature representation, and the activation function is chosen
to be sigmoid to finally obtain s − h + 1 feature vectors.

Pooling Layer. Since convolution kernels of different heights are used in the convolution
layer, the latitude of the feature vectors it obtains is not consistent. To achieve compress-
ing the dimensionality to the same size while retaining the main features, the maximum
value of each feature vector is extracted as features by using the 1-Max-pooling pooling
function in the pooling layer, and each feature value is stitched together to obtain the
final feature vector under that convolution kernel as the input to the fully connected
layer.

Fully Connected Layer. The results of pooling the upper layer with the 1-Max-pooling
pooling function are stitched together, and the probabilities belonging to each class are
obtained using the softmax activation function, and the corresponding e-collaboration
system requirement classes are obtained from the obtained probability values.
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Requirements Feedback by Using TextRank Algorithm. After we categorize the
requirements, we usually summarize the feedback on the categorized requirements in
order to give the developers of the collaboration system a more detailed understanding
of the requirements that users are the most concerned about in each category (i.e., high
priority requirements).

Studies have been conducted mainly by extracting keywords and summarizing them
with description templates to give feedback to developers on the requirement content
[16]. However, we consider the characteristics of user reviews in app stores: they are
mainly short reviews, mostly unstructured descriptive language, and lack of normativity.
The review content is diverse and discrete in nature. Therefore, we propose a method
for this type of text, firstly, we use TextRank to extract keywords to build a network
of co-occurrence relationships between words, and then we use a pair of keywords that
appear simultaneously in a single review as a unit to calculate the number of times the
keywords appear simultaneously in all reviews under the category, and finally we build
it into a keyword co-occurrence matrix to form a combination of popular keywords
and feed it to the developers. This allows them to understand user requirements more
specifically. For example, in the keyword matrix we built in the reliability requirements,
we chose “phone” as an example to present the following view. The vertical coordinate
indicates the number of times the keyword “phone” co-occurs with other keywords, and
the horizontal coordinate indicates the sequence number of each keyword combination.

Through this method, we can make further refinement of the content under each
category that users care about after categorization, and can give specific word feedback
to developers about what users care about, instead of just category direction, and we
can adapt to the dynamic changes of users’ needs, which is helpful for the update and
iteration of the e-collaboration system (Fig. 2).

Fig. 2. High frequency words in the co-occurrence matrix of the keyword “phone”
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3 Experiments and Effect Analysis

3.1 Comparison Method

For the selection of the classification model, we choose the TextCNN model, and to
demonstrate the effectiveness of the method, we use the TextRNN and Transformer
classification models as the baseline methods, as discussed below.

TextRNN Model. It is improved based on Recurrent Neural Network (RNN). This model
can handle text data of sequence type. When the text sequence information is input,
the RNN encodes the text in sequence order. Since RNN has the problem of length
dependence and cannot combine the information of whole sentences effectively, we
choose its variant - Long Short-Term Memory Network.

Transformer Model. Its structure is based on the Self-Attention mechanism, which was
first used inmachine translation tasks and later achievedgood results in text classification.
Unlike the other two models, the Transformer structure does not encode the positional
information of the input sequence, so it needs to encode not only the word embedding
of the input text, but also the positional information of the words in the text. Some past
studies have shown that the information encoding ability of this model is stronger than
that of CNN and RNN.

In our data pre-processing stage, we found that the content of some overly long user
reviews using TextRank can also express the user’s needs after the content is streamlined,
because TextRank compares the co-occurrence of words in the statements to determine
the weight of the sentences, and we believe that the repeatedly emphasized content has
a high probability of being the core needs expressed by the users, so we propose an idea
whether the–TextRank summary algorithm can help us enhance the content features of
user reviews and remove some useless and distracting information, thus improving the
effectiveness of classification. Therefore, for this idea, we construct two datasets based
on the same user reviews after noise removal, the first one is the simplified dataset by
TextRank algorithm, and the second one is the unsimplified dataset.

3.2 Experiment Setup

Deep Learning Model Setup. This paper implements TextCNN, TextRNN and Trans-
former deep learningmodels by using the Pytorch deep learning framework. The generic
hyperparameters for the different models are set as follows: The Learning rate is 0.001,
the Dropout rate is 0.5, the Batch size is 128, the Pad length is 32, the Epoch is 30,
and the optimizer is selected as Adam.In addition to the above general parameters, the
sizes of the three convolutional kernels in the TextCNN model are 2, 3, and 4. The
number of convolutional kernels is 256, the hidden layer dimension of the RNN in the
TextRNN model is 128, and the number of layers is 2. The hidden layer dimension of
the Transformer is 1024, the number of encoders is set to 2, and the value of Head is set
to 5.
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Dataset Setup. Due to the lack of authoritative datasets for user feedback on collabo-
ration systems, most of them currently use self-collected datasets, so we first crawled
the user reviews of Ding Talk this collaboration software for the past six months, then
invited five professional data annotators to annotate the types of user requirements in
user reviews, and then reviewed the annotated content for multiple people, and obtained
4808 user review data. To ensure the validity of the experiment, our dataset was taken
as 3600 as the training set, 604 as the test set, and 604 as the validation set for the
experiment.

Assessment Metrics. In this paper, we use the metrics of classification task to evaluate
the effectiveness of the model, including Precision, Recall and F1-measure, where the
Precision is the proportion of the number of requirements correctly classified under the
category to the total number of requirements classified under the category. Recall is the
proportion of the number of requirements correctly classified under the category to the
total number of requirements that should have been classified under the category. F1-
measure is a comprehensive performance metric that combines the Precision and Recall
and is its reconciliation average.

3.3 Experimental Effects and Analysis

First, the results of comparing the effectiveness of the classification models after the
experiments using TextCNNwith the other two baselinemethods on the complete dataset
in this paper are shown in Fig. 3.

Fig. 3. Comparison of the effectiveness of classification models

Based on the above experimental results, the TextCNN model has the best effective-
ness among the three methods, the F1-measure value of the comprehensive evaluation
index reaches 0.64, which is 12% higher than that of Transformer model and 18% higher
than that of TextRNN model. The Precision and Recall rates are also higher than the
other two models. The reason for the above excellent performance of TextCNN stems
from the high extraction ability of shallow features of text. In contrast, Transformer’s
high sensitivity in classifying data imbalance leads to a slightly poor performance.

To verify that simplification of user reviews using TextRank in the data preprocessing
stage can enhance the removal of redundant information and improve text features, we
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conducted a comparison experiment between the simplified dataset using TextRank and
the un-simplified dataset, and the results under each category are shown in Fig. 4.

Fig. 4. Comparison of F1-measure for each category after dataset simplification

In the experiment, we found that although the improvement of the simplified
weighted index was only about 1.5%, but the average F1-measure index of each of
its indexes increased significantly. Among the 15 category of F1-measure indicators
after simplification, there are 6 category with more than 10% improvement, 5 category
with improvement around 0–10%, and 3 category with a slight decrease of 2%, but they
can be regarded as normal fluctuation because of their relatively large sample size. Only
the category of permission protection yields negative optimization. Therefore, we find
that the simplified dataset with TextRank not only has a slight improvement in overall
performance, but also has the greatest advantage of producing a very significant effect
of highlighting text features in categories where the model cannot learn effectively due
to the small sample size. Therefore, we consider that the simplified data categories are
more distinctive, especially for small-sample categories that cannot be learned by the
model. This method can improve the classification effect and facilitate the keyword
co-occurrence in the application stage so that valuable information can be fed back to
users.

4 Conclusion and Future Work

To fully and effectively explore the needs of users for e-collaboration system, it can help
developers to update and iterate on it for the purpose of improving people’s work and
learning efficiency, which has important socio-economic value. There have been many
researches on identifying requirements around user reviews of applications, but due
to the unique characteristics of e-collaboration systems, stakeholders have more strin-
gent requirements for collaboration and real-time functionality of the system, and past
researches have not proposed new requirement categories for this characteristic, and it is
easy to ignore the hidden requirements for collaboration and real-time in user reviews,
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but such requirements are critical for e-collaboration systems. Therefore, this paper pro-
poses 15 requirement knowledge categories from the characteristics of e-collaboration
systems, classifies user reviews by using ranking algorithms and deep learning models,
and finally also provides feedback to developers on specific requirements under differ-
ent knowledge categories by constructing co-occurrence relationships between words,
which improves the practicality of the method. The experiment proves that the method
has good results in the three metrics of Precision, Recall and F1-measure.

In the next work we will consider two optimization ideas: 1) in method selection we
will investigate the performance of other deep learning methods on the e-collaboration
system user review dataset, such as Bert, TextGCN, and Google’s newly introduced neu-
ral architecture classification model pQRNN and 2) in experiments we will try to crawl
more knowledge information about the e-collaboration system, such as Weibo discus-
sions, Baidu Tieba Q&A, etc., to more fully help developers explore the requirement
knowledge.
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Abstract. Communities exist anywhere in various complex networks,
and community evolution tracking is one of the most well-liked areas of
inquiry in the study of dynamic complex networks. Community evolution
tracking has many applications in daily life, such as predicting social net-
work behaviors or analyzing the spread of infectious illnesses. However,
the majority of existing evolution tracking algorithms obtain community
detection results before matching the community in tracking evolution
events, making it difficult to trace the whole evolution of communities
because of community matching errors. In addition, the majority of evo-
lution tracking algorithms do not adequately account for the potential
scenarios in community evolution, resulting in erroneous detection of evo-
lution events. In this research, a community evolution tracking algorithm
based on edge variation discerning and core node extension is proposed.
First, we detect communities based on the core node extension strat-
egy, which avoids the problem of community matching errors. Second,
we track community evolution based on the edge variation discerning
strategy, which fully considers various situations that may occur during
the community evolution process. According to the outputs of our exper-
iments, our system can effectively track the evolution of communities in
synthetic dynamic networks.

Keywords: Complex network · Dynamic network · Community
evolution · Evolution tracking

1 Introduction

Complex networks, such as Twitter, Facebook, and other social networks, are
widespread in the real world. The existence of community structure is a funda-
mental characteristic of complex networks. Nodes within the same community
are densely connected, but nodes between communities have few connections [9].
Community detection seeks to find clusters of nodes in networks that are tightly
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related. In reality, dynamic complex networks evolve continuously over time, and
the community affiliation of nodes also varies. The objective of dynamic com-
munity detection is to identify alterations in the community affiliation of nodes
over time. Alterations in the community affiliation of nodes will result in a series
of Community evolution events encompassing birth, death, expansion, contrac-
tion, merge, and split [2]. Community evolution tracking is a research direction
to track how communities evolve in dynamic networks. Community evolution
tracking can extract useful information from dynamic networks and help predict
social network behaviors or analyze the spread of infectious illnesses.

Existing research on dynamic networks can be broadly divided into three cat-
egories: the instant-optimal methods, the temporal trade-off methods, and the
cross-time methods [13]. The instant-optimal methods obtain the optimal results
of each snapshot’s community division using a static algorithm and match the
communities between each snapshot to trace the evolution of the community.
The cross-time method merges all snapshots in the dynamic network into a single
network, which makes it challenging to track the communities’ evolution. Partic-
ularly, the temporal trade-off methods are the most commonly used because it
reduces a significant amount of processing costs by analyzing the network based
on the prior snapshot and the present snapshot. But most evolution tracking
algorithms obtain community division first and then match the community in
tracking evolution events, which makes it difficult to trace the complete evolu-
tion of communities due to the community matching errors. And most of the
evolution tracking algorithms do not sufficiently consider the possible scenarios
in community evolution, resulting in inaccurate detect evolution events.

In this research, we present a method for Community Evolution Cracking
based on the Core node extension and Edge variation discerning (CETCE).
CETCE starts with calculating the topological potential of all nodes in the ini-
tial snapshot network, classifying the nodes according to the definitions, and
obtaining the community detection result by using the core node extension app-
roach. Then, CETCE monitors community evolution based on the approach for
identifying edge variation, which detects evolution events from the perspective of
community evolution. Moreover, we design a new evaluation measure Improved
Event Mining Accuracy (IEMA) to measure the performance of community evo-
lution algorithms. The following are the principal contributions of this paper:

1. With the core node extension strategy, CETCE can track the evolution of
communities without community matching, which avoids the problem of com-
munity matching errors.

2. Based on the edge variation discerning strategy, CETCE considers more var-
ious situations that may occur during the community evolution process, e.g.
the appearance of two nodes of an edge belonging to the same community
may also lead to a community split.

3. Compared to existing metrics for measuring evolution tracking algorithms,
IEMA measures the performance of evolution tracking algorithms more com-
prehensively from the perspective of evolution events.
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4. Experiments based on synthetic data suggest that the proposed technique effi-
ciently tracks all types of community evolution events, outperforming current
best practices.

2 Related Work

In recent years, a great number of works have been devoted to community detec-
tion and evolution traction on dynamic networks, which can be divided into three
categories [13], instant-optimal methods, temporal trade-off methods, and cross-
time methods.

2.1 Instant-Optimal Methods

The instant-optimal methods are based on the static community detection
methods, identifying an optimal community partition for each step. However,
the instant-optimal methods are not suitable for tracking community evolution
because of the inaccuracy of the community matching. MODEC [14] used com-
mon nodes to match each community and obtain the evolutionary relationships
of the communities. ICEM [8] tracks community members and considers dis-
continuous periods. WECEM [12] computes the degree of community overlap
and the degree of community members to compare each community, and then
identifies various community evolutionary events.

2.2 Temporal Trade-Off Methods

Temporal trade-off approaches make use of the network and communities iden-
tified in the preceding stage to identify communities or evolution events in the
current one. Therefore, the temporal trade-off methods can accelerate the com-
munity detection speed of the current time, but it also leads to error accumu-
lation. QCA [10] identifies communities by the predefined rules of incremental
variations. FICET [7] utilizes the subgraph-based incremental technique and
derives the core community from the core subgraph, capturing the evolution-
ary events. DOCET [16] partition the community relies on nodes’ evaluation of
the peak-valley pattern of the topological potential field. EAS-SAS [17] utilizes
the superspreader and superblocker nodes to identify community evolutionary
events.

2.3 Cross-Time Methods

The cross-time methods consider all states of the dynamic network, so it does
not suffer from error accumulation. The main drawback of the cross-time meth-
ods is the inability to track community evolution such as mergers and splits,
and the inability to export community evolutionary processes. THRM [6] incor-
porates two aspects: temporal evolution and multi-scale structure. ESPRA [15]
extend the structural perturbation theory to dynamic networks, then capture
their evolution. LDA-TCD [3] is a method for learning embedding based on the
similarity of users’ temporal content.
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3 The Proposed Algorithm

3.1 Preliminaries

Definition 1 (Dynamic network). Let {G0, G1, ..., Gt} represents the
dynamic network, where Gt(Vt, Et) is the snapshot of the dynamic network at time
t, Vt is the set of nodes in Gt, Et is the set of edges in Gt. In addition, for node v ∈ Vt,
letN(v)present the neighbors of node v and Ct represents the community set in Gt,
while Ct(v) represents the community label of node v in Gt.

Definition 2 (Community evolution events). In the dynamic network find-
ing research (e.g. [5,11]), there is consensus that there are six distinct kinds
of community evolution events: BIRTH, DEATH, MERGING, SPLITTING,
EXPANSION, and CONTRACTION, we use the all capital form to empha-
size that they are constants in the pseudo-code representation of the method.
In this paper, let EVt represent the evolution events at time t detected by the
method.

Definition 3 (Topology potential). According to [4], a potential field pro-
duced in network space is known as topological potential. Its formula is given as
follows:

ϕ(vi) =
n∑

j=1

(m(vj) × e(
dij
σ )2) (1)

where ϕ(vi) is the topological potential of node vi; m(vi) is the weight of node
vi, used to measure the attribute of the node vi, we sets m(vi) = 1; dij is the
shortest distance between nodes i and j; σ is the control factor which can be
calculated by the potential entropy method [18]. If dij >

⌊
3σ√
2

⌋
, which means

if dij is greater than the greatest integer less than or equal to 3σ√
2
, then the

topology potential influence between nodes i and j can be neglected, based on
the 3σ-rule of the Gaussian function [18].

Definition 4 (Core node). For vi ∈ Vt, if ∀vj ∈ N(vi), ϕ(vj) < ϕ(vi), then
node vi is called a core node. A community is represented by a core node, if
the distance between two core nodes is less than

⌊
3σ√
2

⌋
, the two communities are

merged into one. The merged community’s core node is picked as the node with
higher topological potential.

Definition 5 (Internal node). For vi ∈ Vt, if (1)∃vj ∈ N(vi), ϕ(vj) >
ϕ(vi), and ∃vj ∈ N(vi), ϕ(vj) < ϕ(vi); or (2) ∀vj ∈ N(vi), ϕ(vj) > ϕ(vi), and
two closest core nodes belong to the same community, then node vi is called a
internal node.
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Definition 6 (Overlapping node). For vi ∈ Vt, if ∀vj ∈ N(vi), ϕ(vj) > ϕ(vi),
and two closest core nodes belong to the different communities, then node vi is
called a overlapping node.

3.2 Framework of CETCE

The CETCE framework is shown in Fig. 1 and consists of two stages.

Time

······

Edge appearance Edge disappearance

Stage 2: Community incremental 
updates and evolution tracking

Community incremental updates based on 
core node extension strategy

Community evolution tracking based on edge 
variation discerning strategy

Stage 2: Community 
incremental updates and 
evolution tracking···

Stage 1 : Initial 
community detection

Fig. 1. Framework of CETCE.

Stage 1: Initial Community Detection. In this stage, the initial snapshot
network’s community detection result is obtained.
Stage 2: Incremental Community Updates and Evolution Tracking. In
this stage, we update the current snapshot’s structure of the network based on
the previous snapshot and track community evolution.

3.3 Initial Community Detection

Initial community detection could be divided into three phases.
Step 1: Given the initial network, we calculate the topological potential of

all nodes, then determine the core nodes, overlapping nodes, and internal nodes
according to the definitions.

Step 2: Expand the community based on the core node extension strategy.
CETCE employs function CommunityExpand() in [16] to update the commu-
nity structure based on a core node.

Step 3: Output the community detection results for the next snapshot net-
work.
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3.4 Incremental Community Updates and Evolution Tracking

The pseudo-code of incremental community updates and evolution track is given
in Algorithm 1 and Algorithm 2. The stage of incremental community updates
and evolution tracking can be divided into three steps.

Step 1: For the non-initial snapshots of the network, we first obtain the
network changes between the previous snapshot and the current snapshot. We
only classify network changes into two categories: edge appearance and edge
disappearance, as node appearance and disappearance can be included in these
two categories.

Step 2: The topological potential of impacted nodes is recalculated. Then
redefine the node categories according to the definitions and redetermine com-
munity affiliation for these nodes. If a new core node is discovered, Function
ComunityExpand would be used to update the community structure. Then
output the community detection results for the next snapshot network.

Step 3: We detect community evolutionary events using a strategy of distin-
guishing edge variation, then output the community evolution process from the
preview snapshot to the current snapshot network.

In the following, we describe the details of the edge variation discerning
strategy in handling edge appearance and disappearance events, respectively.

3.4.1 Edge Appearance
The pseudo-code for processing edge appearance is given in Algorithm 1. In par-
ticular, the function AffectedNodes(e) returns the set of affected nodes around
an edge e using a Breadth-First Search(BFS) method with

⌊
3σ√
2

⌋
as the affected

range. There are two instances in which a new edge appears. As shown in Fig. 2,
the new edge is represented by dash lines.

(a) Community variation (b) Community absorption

(c) Community absorption (d) Community split

Fig. 2. Cases of the edge variation discerning strategy processing edge appearances
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Case 1. Edge across communities. When the end nodes of the edge belong to
different communities, the community structure may be changed at this moment.

Case 1.1. Community variation: After the incremental community update,
if the end nodes belong to the same pre-existing community, which indicates the
community variation. As shown in Fig. 2a, node 1 pertains to community c1,
and node 2 pertains to community c2. After the appearance of the edge between
nodes 1 and 2, two nodes both belong to community c1, and community c2 still
exists. In this case, community c1 expands, and community c2 contracts.

Case 1.2. Community absorption: After the incremental community update,
if the end nodes belong to the same community, and the community where the
end nodes are located at the previous snapshot is dead, which indicates that a
community absorption another community. As shown in Fig. 2b, node 3 pertains
to community c1, and node 4 pertains to community c2. After the appearance
of the edge between nodes 3 and 4, two nodes both belong to community c1,
and community c2 disappears. In this case, communities c1 and c2 merge, and
community c2 dies.

In particular, if the end node is new, we treat it as a community. As shown in
Fig. 2c, node 5 pertains to community c1, and node 6 has no community label.
After the appearance of the edge between nodes 5 and 6, two nodes both belong
to the community c1. In this case, community c1 expands.

Case 2. Edge inside a community. When the end nodes of the new edge
belong to the same community, it strengthens the structure of the community,
but it may also strengthen the structure of the possible sub-communities, thus
splitting the original community into two sub-communities. After the incremen-
tal community update, if the end nodes belong to the same community that
didn’t exist before, which indicates that the community splits and another com-
munity birth. As shown in Fig. 2d, nodes 7 and 8 both belong to community c1.
After the appearance of the edge between nodes 7 and 8, two nodes both belong
to the new community c2. In this case, community c1 splits, and community c2
birth.

3.4.2 Edge Disappearance
The pseudo-code for processing edge disappearance is given in Algorithm 2.
There are two cases in which an edge disappears. As demonstrated in Fig. 3,
dashed lines depict the disappearing edge.

Case 1. Edge across communities. The disappearance of an edge between
different communities will enhance the community structure of the two commu-
nities. The boundary between the two communities will be clearer too, so we
do not deal with this case. As shown in Fig. 3a, node 1 pertains to community
c1, and node 2 pertains to community c2. After the disappearance of the edge
between nodes 1 and 2, both nodes maintain the former community labels. In
this case, no evolutionary event occurs.

Case 2. Edge inside a community. After the absence of a community’s edge,
the community’s structure may transform.
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(a) Community remain (b) Community split

(c) Community variation (d) Community absorption

Fig. 3. Cases of the edge variation discerning strategy processing edge disappearances

Case 2.1. Community split: After the incremental community update, if the
terminal nodes are members of distinct communities, and the community where
the end nodes are located at the current snapshot is a new community, which
indicates that the community split. As shown in Fig. 3b, nodes 3 and 4 both
belong to community c1. After the disappearance of the edge between nodes 3
and 4, node 4 still pertains to community c1, and node 3 pertains to the new
community c2. In this case, community c1 splits, and community c2 birth.

Case 2.2. Community variation: After the incremental community update,
if the end nodes belong to different pre-existing communities, which indicates
the community variation. As shown in Fig. 3c, nodes 5 and 6 both belong to
community c1. After the disappearance of the edge between nodes 5 and 6, node
5 still pertains to community c1, and node 6 pertains to the existing community
c2. In this case, the community c1 contract, and community c2 expand;

Case 2.3. Community absorption: After the incremental community update,
if the end nodes belong to the same community, and the community where the
end nodes are located at the previous snapshot is dead, which indicates that
a community absorption another community. As shown in Fig. 3d, nodes 7 and
8 both belong to community c1. After the disappearance of the edge between
nodes 7 and 8, nodes 7 and 8 both belong to the existing community c2. In this
case, community c1 dies and community c2 expands.
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Algorithm 1: Edge appearance
Input: Gt−1(Vt−1, Et−1), Gt(Vt, Et): snapshot network at time t − 1 and

t, respectively; Ct−1: the community set at time t − 1;
Output: Ct: the community set at time t; EVt: the event set at time t;

1 Ct ← Ct−1, EVt ← ∅

2 for e ∈ Et do
3 if e /∈ Et−1 then
4 V a ← GetAffectedNodes(e)
5 for n ∈ V a do
6 recalculate topology potential of n according to equation (1).

7 for n ∈ V a do
8 if n is a core node then
9 Ct ← CommunityExpand(Gt, n)

// Case 1: Edge across communities
// u and v are the end nodes of edge e

10 if Ct−1(u) �= Ct−1(v) or u /∈ Vt−1 or v /∈ Vt−1 then
// Case 1.1: Community variation

11 if Ct(u) = Ct(v) and Ct−1(u) ∈ Ct and Ct−1(v) ∈ Ct then
12 EVt ← {CONTRACTION,EXPANSION}

// Case 1.2: Community absorption
13 if Ct(u) = Ct(v) and Ct−1(u) /∈ Ct or Ct−1(v) /∈ Ct then
14 EVt ← {MERGING,DEATH}
15 if u /∈ Vt−1 or v /∈ Vt−1 then
16 if Ct(u) ∈ Ct−1 then
17 EVt ← {EXPANSION}
18 else
19 EVt ← {BRITH}
20 if Ct(v) ∈ Ct−1 then
21 EVt ← {EXPANSION}
22 else
23 EVt ← {BIRHT}

// Case 2: Edge inside a community
24 if Ct−1(u) = Ct−1(v) then
25 if Ct(u) /∈ Ct−1 or Ct(v) /∈ Ct−1 then
26 EVt ← {BIRTH,SPLITTING}

27 Return Ct, EVt;
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Algorithm 2: Edge disappearance
Input: Gt−1(Vt−1, Et−1), Gt(Vt, Et): snapshot network at time t − 1 and

t, respectively; Ct−1: the community set at time t − 1;
Output: Ct: the community set at time t; EVt: the event set at time t;

1 Ct ← Ct−1, EVt ← ∅

2 for e ∈ Et−1 do
3 if e /∈ Et then

// Case 1: Edge across communities
4 if Ct−1(u) �= Ct−1(v) then
5 Continue;

// Case 2: Edge inside a community
6 if Ct−1(u) = Ct−1(v) then
7 V a ← GetAffectedNodes(e)
8 for n ∈ V a do
9 recalculate topology potential of n according to equation

(1).
10 for n ∈ V a do
11 if n is a core node then
12 Ct ← CommunityExpand(Gt, n)

// Case 2.1: Community split
13 if Ct(u) �= Ct(v) and Ct(u) /∈ Ct−1 or Ct(v) /∈ Ct−1 then
14 EVt ← {SPLITTING,BIRTH}

// Case 2.2: Community variation
15 if Ct(u) �= Ct(v) and Ct(u) ∈ Ct−1 and Ct(v) ∈ Ct−1 then
16 EVt ← {EXPANSION,CONTRACTION}

// Case 2.3: Community absorption
17 if Ct(u) = Ct(v) and Ct(u) �= Ct−1(u) then
18 if Ct−1(u) /∈ Ct then
19 EVt ← {EXPANSION,DEATH}

20 Return Ct, EVt;

3.5 Time Complexity Analysis

Following is an analysis of the time complexity of CETCE. The initial community
detection time complexity is O(n2) [16]. In stage 2, Algorithm 1 updates the
community and tracks evolution events in case of edge appearance, O(an) is
required to compute the topological potential of the impacted nodes, and a is
the number of impacted nodes. If the new core nodes are forming, updating
orientation and community requires O(〈k〉n), where k is the mean degrees of all
nodes. Thus the time for Algorithm 1 is O(ma(a+〈k〉)n), where ma is the number
of appearing edges. Similar to Algorithm 1, Algorithm 2 updates the community
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and tracks evolution events in the event of edge disappearance, so the time
complexity is O(md(a + 〈k〉)n), where md is the amount of disappearing edges.
In summary, the time complexity of CETCE is O(n2 + (ma + md)(a + 〈k〉)n).

4 Experiments

4.1 Datasets

Using the LFR benchmark generator [5], dynamic synthetic networks are cre-
ated. The LFR benchmark generator can produce synthetic dynamic network
data with base communities and add community evolution events like birth,
death, expansion, contraction, merging, and splitting. The parameters are given
in Table 1 and the specifics of synthesized dynamic networks are shown in Table 2.
The rest parameters are set by default: s = 5, k = 10,maxk = 15,minc =
10,maxc = 80,muw = 0.2, on = 100, om = 2.

Table 1. Parameters of synthetic networks

Parameter Description

N number of nodes
s number of time steps to generate
k average degree
maxk maximum degree
minc minimum for the community size
maxc maximum for the community size
on number of overlapping nodes
om number of memberships of the overlapping nodes
Eb number of community birth events per time step
Ed number of community death events per time step
Ee number of community expand events per time step
Ec number of community contract events per time step
Em number of community merge events per time step
Es number of community split events per time step

Table 2. Synthetic networks

Network group Parameter configuration

D1 N = {2000, 4000, 6000, 8000}, Eb = 10, Ed = 10

D2 N = {2000, 4000, 6000, 8000}, Ee = 10, Ec = 10

D3 N = {2000, 4000, 6000, 8000}, Em = 10, Es = 10
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4.2 Evaluation Metrics

EMA [12] (Event Mining Accuracy) is a metric that evaluates the accuracy of
community evolutionary algorithms for detecting evolutionary events. EMA is
the ratio of precisely recognized communities to the total number of communities
where events are occurring. EMA is described as follows:

EMA(p) =

∑
t∈T

{∣∣∣Cp
t

⋂
Cp′

t

∣∣∣
}

∑
t∈T max

{
|Cp

t | ,
∣∣∣Cp′

t

∣∣∣
} (2)

where EMA(p) represents the EMA of event p, T is the set of snapshot networks,
Cp

t is the set of communities where event p happens at time t detected by the
algorithm, Cp

t ′ is the set of true communities where event p happens at time t.
Inspired by EMA, we design IEMA (Improved Event Mining Accuracy) to

assess the precision of community evolutionary algorithms for tracking evolu-
tionary events. IEMA overcomes the problem that EMA metrics would have
interfered with when the algorithm detects too many community evolutionary
events.

Definition 7 (Event Recall). ER (Event Recall) is the ratio of properly rec-
ognized communities to the actual number of communities where events are
occurring. ER is described as follows:

ER(p) =
∑

t∈T {|Cp
t ∩ Cp′

t |}
∑

t∈T |Cp′
t | (3)

Definition 8 (Event Precision). EP (Event Precision) is the ratio of properly
recognized communities to the number of communities where events have been
observed. EP is described as follows:

EP(p) =
∑

t∈T {|Cp
t ∩ Cp′

t |}∑
t∈T |Cp

t | (4)

Definition 9 (Improved Event Mining Accuracy). IEMA (Improved
Event Mining Accuracy) is the harmonic mean of ER and EP. IEMA is described
as follows:

IEMA(p) =
2 × ER(p) × EP(p)
ER(p) + EP(p)

(5)

4.3 Baseline Algorithms

CETCE is compared to two other community evolution tracking methods. Here
are the specifics of the baseline algorithms:

Asur [1]: Asur uses nonoverlapping snapshots of interaction networks to cap-
ture and identify evolutionary events based on event-specific behavioral charac-
teristics.
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DOCET [16]: DOCET determines the original community structure by ana-
lyzing the location of nodes in the peak-valley architecture of the topological
potential field. Then, DOCET recognizes events of community evolution based
on the change inside the topological potential field.

4.4 Accuracy Experiments

4.4.1 Experimental Results on D1 Network Group
Figure 4 shows the EMA and IEMA results on the D1 network group. The D1
network group contains only birth and death events. Because both DOCET and
CETCE update the community structure based on the node topological potential
and core node extension strategy, so the two methods achieve the same accuracy
in both EMA and IEMA metrics on the D1 network group.

(a) Accuracy of the algorithms measured
by EMA

(b) Accuracy of the algorithms measured
by IEMA

Fig. 4. Accuracy experiment on D1 network group

4.4.2 Experimental Results on D2 Network Group
Figure 5 shows the EMA and IEMA results on the D2 network group. The D2
network group contains only expand and contract events. The DOCET algorithm
relies on community merge or split events to determine community expansion or
contraction, resulting in the algorithm’s low accuracy in detecting community

(a) Accuracy of the algorithms
measured by EMA

(b) Accuracy of the algorithms
measured by IEMA

Fig. 5. Accuracy experiment on D2 network group
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expansion and contraction events. Compared with Asur and DOCET, CETCE
achieves higher accuracy in both EMA and IEMA metrics by judging expansion
and contraction events based on the edge variation discerning strategy.

4.4.3 Experimental Results on D3 Network Group
Figure 6 shows the EMA and IEMA results on the D3 network group. The D3
dataset contains only merge and split events. Compared with DOCET and Asur,
CETCE uses the edge variation discerning strategy to detect community merge
and split events in dynamic networks and thus achieves higher accuracy in both
EMA and IEMA metrics on the D3 network group.

(a) Accuracy of the algorithms
measured by EMA

(b) Accuracy of the algorithms
measured by IEMA

Fig. 6. Accuracy experiment on D3 network group

5 Conclusion

We propose CETCE for tracking community evolution in dynamic networks
in this research. First, CETCE divide nodes into three types for community
detection based on their topological potential, then use the core node extension
strategy to obtain the community detection result. Second, CETCE update com-
munity structure and track community evolution according to the edge variation
discerning strategy. The results of our experiments indicate that our algorithm
can successfully track the evolution of communities in dynamic networks. In the
future, we will investigate how to apply CETCE to dynamic attribute networks.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China under Grant No. 62002063 and No. U21A20472, the National
Key Research and Development Plan of China under Grant No. 2021YFB36 00503,
the Fujian Collaborative Innovation Center for Big Data Applications in Governments,
the Fujian Industry-Academy Cooperation Project under Grant No. 2017H6008 and
No. 2018H6010, the Natural Science Foundation of Fujian Province under Grant No.
2020J05112 and No. 2020J01420, the Fujian Provincial Department of Education under
Grant No. JAT190026, the Major Science and Technology Project of Fujian Province
under Grant No. 2021HZ022007 and Haixi Government Big Data Application Cooper-
ative Innovation Center.



CETCE 161

References

1. Asur, S., Parthasarathy, S., Ucar, D.: An event-based framework for characterizing
the evolutionary behavior of interaction graphs. ACM Trans. Knowl. Discov. Data
(TKDD) 3(4), 1–36 (2009)

2. Dakiche, N., Tayeb, F.B.S., Slimani, Y., Benatchba, K.: Tracking community evo-
lution in social networks: a survey. Inf. Process. Manag. 56(3), 1084–1102 (2019)

3. Fani, H., Jiang, E., Bagheri, E., Al-Obeidat, F., Du, W., Kargar, M.: User com-
munity detection via embedding of social network structure and temporal content.
Inf. Process. Manag. 57(2), 102056 (2020)

4. Gan, W.Y., He, N., Li, D.Y., Wang, J.M.: Community discovery method in net-
works based on topological potential. J. Softw. 20(8), 2241–2254 (2009)

5. Greene, D., Doyle, D., Cunningham, P.: Tracking the evolution of communities in
dynamic social networks. In: 2010 International Conference on Advances in Social
Networks Analysis and Mining, pp. 176–183. IEEE (2010)

6. Herlau, T., Mørup, M., Schmidt, M.: Modeling temporal evolution and multiscale
structure in networks. In: International Conference on Machine Learning, pp. 960–
968. PMLR (2013)

7. Liu, Y., Gao, H., Kang, X., Liu, Q., Wang, R., Qin, Z.: Fast community discovery
and its evolution tracking in time-evolving social networks. In: 2015 IEEE Interna-
tional Conference on Data Mining Workshop (ICDMW), pp. 13–20. IEEE (2015)

8. Mohammadmosaferi, K.K., Naderi, H.: Evolution of communities in dynamic social
networks: an efficient map-based approach. Expert Syst. Appl. 147, 113221 (2020)

9. Newman, M.E.J.: Detecting community structure in networks. Eur. Phys. J. B
38(2), 321–330 (2004). https://doi.org/10.1140/epjb/e2004-00124-y

10. Nguyen, N.P., Dinh, T.N., Xuan, Y., Thai, M.T.: Adaptive algorithms for detect-
ing community structure in dynamic social networks. In: 2011 Proceedings IEEE
INFOCOM, pp. 2282–2290. IEEE (2011)

11. Palla, G., Barabási, A.L., Vicsek, T.: Quantifying social group evolution. Nature
446(7136), 664–667 (2007)

12. Qiao, S., et al.: Dynamic community evolution analysis framework for large-scale
complex networks based on strong and weak events. IEEE Trans. Syst. Man
Cybern. Syst. 51(10), 6229–6243 (2020)

13. Rossetti, G., Cazabet, R.: Community discovery in dynamic networks: a survey.
ACM Comput. Surv. (CSUR) 51(2), 1–37 (2018)

14. Takaffoli, M., Sangi, F., Fagnan, J., Zaiane, O.: MODEC-modeling and detecting
evolutions of communities. In: Proceedings of the International AAAI Conference
on Web and Social Media, vol. 5, pp. 626–629 (2011)

15. Wang, P., Gao, L., Ma, X.: Dynamic community detection based on network struc-
tural perturbation and topological similarity. J. Stat. Mech. Theory Exp. 2017(1),
013401 (2017)

16. Wang, Z., Li, Z., Yuan, G., Sun, Y., Rui, X., Xiang, X.: Tracking the evolution
of overlapping communities in dynamic social networks. Knowl. Based Syst. 157,
81–97 (2018)

17. Xu, Z., Rui, X., He, J., Wang, Z., Hadzibeganovic, T.: Superspreaders and
superblockers based community evolution tracking in dynamic social networks.
Knowl. Based Syst. 192, 105377 (2020)

18. Zhi-Xiao, W., Ze-chao, L., Xiao-fang, D., Jin-hui, T.: Overlapping community
detection based on node location analysis. Knowl. Based Syst. 105, 225–235 (2016)

https://doi.org/10.1140/epjb/e2004-00124-y


University Knowledge Graph
Construction Based on Academic Social

Network

Yanzhen Yang1,2, Jingsong Leng1,2, Ronghua Lin1,2, Jianguo Li1(B),
and Feiyi Tang2,3

1 South China Normal University, Guangzhou 510631, China
jianguoli@m.scnu.edu.cn

2 Pazhou Lab, Guangzhou 510330, China
3 Guangzhou Panyu Polytechnic, Guangzhou 511483, China

Abstract. Knowledge graph is an important knowledge representation
method in the era of big data. It has become one of the key technologies
of artificial intelligence and has been applied in different fields. However,
there are relatively few studies on university knowledge graphs combined
with academic social networks. Therefore, in this paper, we combine the
academic social network SCHOLAT to complete the construction of the
university knowledge graph. We first construct the ontology of the knowl-
edge graph, then extract and fuse knowledge from data that come from
different sources, and add the output knowledge to the knowledge graph.
The university knowledge graph has 191,089 entities and 1,638,275 rela-
tionship pairs after the construction is completed, and we store it in the
Neo4j database to provide knowledge reserve for subsequent applications.
In addition to the construction, we also conduct an application analysis to
study its application in university knowledge graph-based Q&A system.

Keywords: Knowledge graph · Knowledge extraction · Academic
social network · SCHOLAT · Question answering

1 Introduction

The Knowledge Graph is a structured knowledge base proposed by Google [1]
in 2012. It is an important branch of artificial intelligence technology. The early
idea of the Knowledge Graph originated from the vision of Tim Berners-Lee,
the father of the World Wide Web. Tim Berners-Lee [2] proposed the idea of
The Semantic Web, which is all about modeling and recording the relationships
and knowledge in the world through graph structures. Thanks to the develop-
ment of commonsense understanding and reasoning, many applications such as
recommendation systems and question answering have made great progress in
research [3].

As intellectual institutions for knowledge creation, recording, and transmis-
sion in human society, universities have gathered a large amount of research and
teaching data resources. To the best of our knowledge, there are few research

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Y. Sun et al. (Eds.): ChineseCSCW 2022, CCIS 1681, pp. 162–172, 2023.
https://doi.org/10.1007/978-981-99-2356-4_13
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works related to the construction of university knowledge graphs combined with
academic social networks. There are related works investigating the construction
of knowledge graphs based on multi-source encyclopedias [4]. The significance
of university knowledge construction includes making full use of university and
academic social data, improving the multi-domain reusability of university data
and expanding SCHOLAT1 applications, etc.

In this paper, we construct a university knowledge graph combining data from
the academic social network SCHOLAT. There are 191,089 entities and 1,638,275
relationship pairs after the construction is completed. We mainly collect univer-
sity data from SCHOLAT, China Higher Education Student Information and
Career Center (CHSI), and other encyclopedic websites. After the data collec-
tion is completed, we use knowledge extraction and knowledge fusion techniques
to add them to the university knowledge graph. In addition, we also integrate
other academic information in SCHOLAT, such as scholars, teams, and courses,
to establish various links with university entities. After the university knowledge
graph is constructed, we apply it to various modules of SCHOLAT, such as a
university knowledge graph-based Q&A system, which aims to provide Q&A
services in the university field for SCHOLAT users or users of other websites.
Besides, the university knowledge graph can also provide a knowledge base for
other applications of SCHOLAT, such as recommendation systems, intelligent
search, and entity links. Combining academic social networks, high quality of
knowledge and wide forms of application are the key features of our knowledge
graph.

2 Related Work

Although many knowledge graphs have been constructed and applied, such as
Wikidata [5], and DBpedia [6], most of these knowledge graphs are open domain-
oriented knowledge graphs. Compared with open domain knowledge graphs,
domain-specific knowledge graphs are more suitable for domain applications.
Many domain-specific knowledge graphs have been built and proved to be more
suitable for domain applications, such as Geonames in geographic information,
Linked Life Data in the medical domain, and Alibaba’s commodity knowledge
graph.

So far, although a large number of research works on domain knowledge
graph construction have existed, few related works studied the construction and
application of university knowledge graphs combined the academic social net-
works. Liu et al. [7] proposed a scholar website based on the scholar knowledge
graph, and Li [8] constructed a scholar knowledge graph for universities incor-
porating multiple data sources and various university-related applications. How-
ever, none of these studies combined academic social networks to construct a
knowledge graph. Combining academic social networks would have the follow-
ing advantages: 1) It reinforces the academic nature and facilitates academic
research. Academic social networks contain rich academic resources, such as
1 https://www.scholat.com.

https://www.scholat.com
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papers, patents, and projects, which are mostly the research results of universi-
ties. Some academic resources are the cooperative results of multiple universities,
which makes universities produce academic connections. 2) It introduces high-
quality information about the user community and allows for more connections
between university entities through the social network. The audience groups of
the academic social network are generally researchers, teachers, students, and
other people associated with universities. Therefore, we use techniques such as
ontology construction, knowledge extraction, and graph database to construct
a university knowledge graph based on the academic network SCHOLAT, and
integrate data from other university information websites.

Knowledge extraction is the most fundamental and critical step in knowl-
edge graph construction, which includes three parts: entity extraction, relation-
ship extraction, and attribute extraction. Since entity attributes can be regarded
as the nominative relationship between attribute values and entities, attribute
extraction is usually converted to relational extraction. Named Entity Recog-
nition (NER) is the task of entity extraction. Early NER used rule-based and
dictionary-based methods. With the development of machine learning, many
researchers started to use some machine learning methods in NER, such as Hid-
den Markov Model(HMM) [9], Support Vector Machine(SVM) [10], and Con-
ditional Random Field (CRF) [11]. CRF is one of the most effective methods.
With the rapid development of deep learning, many related research works have
proposed to use of neural networks to accomplish the NER task. Lample et al.
[12] proposed a neural network model LSTM-CRF combining Long Short-Term
Memory Networks (LSTM) and CRF. Zheng et al. [13] made further improve-
ments to LSTM and proposed a Lattice-LSTM to fuse lexical information. Li
et al. [14] proposed a Flat-Lattice Transformer(FLAT) model to introduce lexical
information by designing a clever positional encoding structure to fuse Lattice
structures based on Transformer. Compared with entity recognition, relationship
extraction is more complex. An effective approach for relation extraction is to
use neural network models for text classification to perform the relation extrac-
tion task. Zeng et al. [15] proposed a relationship extraction model by improving
TextCNN. Wu et al. [16] modified the BERT input form to accomplish the rela-
tionship extraction task. Miwa et al. [17] proposed using bidirectional LTSM and
syntactic dependency tree to do an end-to-end model of relation extraction.

3 Construction of University Knowledge Graph

There are two ways to build a knowledge graph, which are top-down and bottom-
up. The bottom-up approach is suitable for building open domain knowledge
graphs and certain industry domain knowledge graphs with complex data and
business. The top-down approach is suitable for building domain-specific knowl-
edge graphs. We use a top-down approach to build our university knowledge
graph.
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Fig. 1. Overview of university knowledge graph construction.

An overview of the construction of the university knowledge graph is shown
in Fig. 1. We obtain university data and academic social network data through
the SCHOLAT and university information websites and construct the knowledge
graph ontology. Then we extract and fuse knowledge from the data according
to the criteria and rules of the ontology to form our knowledge graph. We store
the constructed knowledge graph in the Neo4j database to provide a knowledge
base for various applications.

3.1 Ontology Construction

The construction of a domain knowledge graph requires a standardized knowl-
edge graph standard, which serves as a guideline for knowledge extraction, stor-
age, updating, and sharing. An ontology is a way to describe a knowledge map-
ping standard, which is an explicit description of a shared concept schema for
adding semantics to a semantic network and describing relationships among
concepts. There are many knowledge graphs ontology building tools, such as
Protégé2 and NeOn Toolkit3. We choose Protégé as the ontology-building tool.
The specific build process is as follows.

Firstly, we create various university knowledge graph classes such as uni-
versity class, scholar class, and team class. Secondly, we create relationships
between classes. We create the relationship “WORK AT”, where a scholar will
have information about his workplace, and his workplace and university can be
related to each other, which means the scholar has the relationship of working
in a university. Similarly, we also create other relationships, to make as many
entities in the knowledge graph as possible related. We use the strictly defined
and constructed ontology to store and manage the knowledge.

3.2 Knowledge Extraction

Knowledge extraction is an integral and critical part of building a knowledge
graph. Knowledge extraction consists of three parts, including entity extraction,

2 https://protege.stanford.edu.
3 http://neon-toolkit.org/wiki/Main Page.html.

https://protege.stanford.edu
http://neon-toolkit.org/wiki/Main_Page.html
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relationship extraction and attribute extraction. Generally, attribute extraction
can be transformed into relationship extraction. Through knowledge extraction
and data integration, multiple sources of heterogeneous data are unified into
standard structured data for the subsequent knowledge graph construction pro-
cess.

Entity Extraction. As an important step in knowledge graph information
extraction, the task of NER is to identify entities in the text that have a specific
meaning, such as people, places, and organizations. The structure of Chinese
sentences is different from that of English, and extracting entities requires word
separation, so Chinese NER is more challenging. The lattice structure has been
shown to make good use of Chinese word information and maintain excellent
parallel optimization capabilities. Because most of the unstructured data sources
of the university knowledge graph are Chinese texts, we use the Chinese-oriented
FLAT model for the NER task.

Fig. 2. The structure of FLAT model.

The model structure of FLAT is shown in Fig. 2. This model obtains a Lattice
structure based on a vocabulary and then expands it into a plane. The flat-lattice
structure consists of spans of different lengths, and this method models the rela-
tionship between the encoded spans by a dense vector to contain more detailed
information between the spans. The model calculates four relative distances with



University KG Construction Based on Academic Social Network 167

the span head position and tail position information and obtains the final rela-
tive position encoding by simple non-linear variation. Where pd is calculated in
the same way as in Vaswani et al. [18]. The self-attention is calculated using a
variant of the original method [19]. The detailed calculation process is shown as
the following formulas:

Rij = ReLU(Wr(pd
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where Wr,Wq,Wk,R,Wk,E ∈ R
dmodel×dhead and u,v ∈ R

dhead are learnable
parameters and ⊕ denotes the concatenation operator. The obtained A∗ is per-
muted to A in the transformer head calculation formula, and then subsequent
calculations are performed in the same way as vanilla transformer. After FLAT,
the character representations are output and connected to the CRF for entity
recognition to obtain the final recognition results. After training, the model
achieves 94% entity recognition accuracy on the test dataset. The entity recog-
nition model can directly input sentences or long text and return recognition
label results for entities including persons, universities, organizations, etc. These
entities identified from unstructured text data can be generated into triples by
the relationship extraction technique, and then processed using the knowledge
fusion technique to add to the university knowledge graph.

Relationship Extraction. A relationship is defined as some kind of connection
between two or more entities. The task of relationship extraction is to identify
some semantic relationship between entities. For example, “Peking University
is a public research university in Beijing, China. The university is funded by
the Ministry of Education”. In this sentence, we want to identify the semantic
relationship between “Peking University” and the city of “Beijing”, and the
relationship between “Peking University” and the “Ministry of Education” of
the People’s Republic of China, which is a difficult task for the machine.

Since it is time consuming to train a model that can handle all relation-
ship types, we focus on only a small number of relationship categories, such as
“LOCATED IN”, “FOUNDED IN”, and “MANAGED BY”. We train a pipeline
model BiLSTM-Attention to extract relationships from the entities extracted in
the previous subsection to obtain knowledge triples. Then we add the triples to
our university knowledge graph by the knowledge fusion technique.
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3.3 Knowledge Graph Storage

Similar to traditional data, knowledge requires databases for storage and man-
agement. The RDF graph model and the property graph model are the two
most dominant graph models for knowledge graphs [20]. Since traditional rela-
tional databases cannot effectively adapt to the graph data model of knowledge
graphs, the field of knowledge graph storage has formed the Triple Store and
the Graph Database. The Triple Store is used for storing RDF graphs, and the
Graph Database is used for storing property graphs.

Fig. 3. University knowledge graph stored in Neo4j.

Compared with the Triple Store, native graph databases have various advan-
tages such as high query performance, high flexibility in graph design, and rich
community ecology. Neo4j is the most popular native graph database. Neo4j has
the advantages of a graph data storage optimization mechanism and efficient
indexing mechanism, more suitable for social networks, intelligent recommenda-
tions, and other fields.

Considering the above factors, we decide to use the Neo4j database to store
the university knowledge graph. Our graph data are of three types: structured,
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semi-structured, and unstructured. The structured data has a clear entity clas-
sification and entity relationships, so we use tool libraries such as py2neo and
pymysql to import the data directly into the Neo4j database. For semi-structured
and unstructured data, we use entity extraction and relationship extraction tech-
niques to get triples, and then use knowledge fusion techniques to add them to
the university knowledge graph and store them in the Neo4j database. The visu-
alization effect of the university knowledge graph is shown in Fig. 3.
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Fig. 4. Overview of the university knowledge graph-based Q&A system.

4 Application Analysis of the University Knowledge
Graph

An effective means to verify the value of the knowledge graph is to apply the
knowledge graph to applications. SCHOLAT has rich academic social network
data and university information. We use this data information to build a univer-
sity knowledge graph and apply it to various functional modules of SCHOLAT,
such as a university knowledge graph-based Q&A system. The task of KQBA is
to find or reason out the answer corresponding to a question based on the knowl-
edge graph. KBQA faces the challenges of multiple semantic relations, semantic
structure matching computation, and sparse knowledge graphs.
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Semantic-based parsing or ranking is a common approach for KBQA. The
goal of semantic parsing-based approaches is to find the best [question, seman-
tic query] pair rather than a simple answer entity. Related studies include the
lexicon-grammar-based semantic parsing approach proposed by Berant [21], the
semantic graph-based question parsing approach proposed by Reddy [22], and
the neural network semantic parsing approach based on the encoder-decoder
model of the ATTENTION mechanism proposed by Jia et al. [23]. Ranking-
based methods directly rank candidate entities without a formal formulation of
the problem. Deep learning-based methods are the currently dominant approach
for ranking-based methods. For example, Bordes et al. [24] proposed a method
to return answers by scoring ranking through entity link and vector similarity
calculation.

We implement a university knowledge graph-based Q&A system and inte-
grate it into SCHOLAT as a Q&A bot, and the system design architecture is
shown in Fig. 4. We mainly use the method of manual template and model to
build the Q&A system. The Q&A system first recognizes the intent of the user
input question and extracts the subject of the query from the question. Then it
queries the relevant knowledge from the university graph and finally combines
the answer template to produce the final answer.

5 Conclusion

In this paper, we combine academic social network SCHOLAT data and other
university information website data to construct the university knowledge graph.
In addition, we introduce some key techniques for constructing the university
knowledge graph, including ontology construction, knowledge extraction, and
knowledge graph storage. We construct the ontology using protégé and com-
plete the knowledge extraction using the FLAT model and BiLSTM-Attention
model. Finally, we store the constructed knowledge graph in the Neo4j database.
Besides, we also implement a university knowledge graph-based Q&A system
using a combination of manual templates and models to provide Q&A services
in the university domain.

The university knowledge graph is currently rich in entities and relation-
ships, but there is still room for improvement. Our next step is to work on
the expansion of the scale of the university knowledge graph and the improve-
ment of knowledge reasoning. The university knowledge graph includes not only
university information but also rich academic social information, which is the
advantage of the university knowledge graph. In the future, we will develop more
applications based on the university graph and SCHOLAT, such as university
recommendations and intelligent search.
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Abstract. Social Computing has been attracting scholars from different
disciplines and countries. To study the collaboration preference in this
field of research, we construct a global collaboration network of social
computing scholars with 2387 publications from 1999 to 2021 from five
representative social computing journals. We define the concept of Estab-
lished Country, Developing Country and Ordinary Country according to
the tendency of paper publication of each country. Two new indices,
Attract Index and Group-wise Attract Index are introduced to study the
collaboration preferences. Overall, Established Countries are preferred in
the collaboration with all kinds of countries. Results of negative binomial
regression show that collaboration with Established Countries brings bet-
ter academic influence of the research outcome.

Keywords: Social Network Analysis · Social Computing · Country
Collaboration · Bibliographic Analysis · Negative Binomial Regression

1 Introduction

The concept of social computing was originally proposed by Schuler [22] and
rapidly extended to a series of technologies that are used to extract the patterns
of interactive behaviors [19]. For instance, social network analysis (SNA) [23]
empowers researchers to transform the complex interactions on social media into
networks [6]. As a globally prevailing field, social computing requires collabora-
tion between scholars from different institutes and countries [27]. Country-level
collaboration has been shown beneficial to scholars. International collaboration
brings higher academic impact [17]. For governments, collaboration supporting
policy needs to make sure the intellectual property is shared with critical and
valuable partner countries. The study of the country-level collaboration patterns
may assist scholars to determine where to conduct oversea research activity and
help policy makers decide which kinds of collaboration to support [17].

One of the effective methods to research collaboration is SNA (detailed in
Sect. 3.2), which is based on graph theory [11] and is used to depict the topolog-
ical properties of a collaboration network. However, it is not profound enough
to extract collaboration patterns and explain why such collaboration occurs.
Thus, on the country-level, we propose Attract Index, and Group-wise Attract
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Y. Sun et al. (Eds.): ChineseCSCW 2022, CCIS 1681, pp. 173–181, 2023.
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Index (detailed in Sect. 4) to explore collaboration preferences and then employ
regression models to explain the preferences (detailed in Sect. 5).

The country-level collaboration in the field of social computing is rarely
explored. In this paper, we explore the country collaboration preferences. Key
contributions of this research are summarized as follows:

• We originally define Established Country, Developing Country and Ordinary
Countries to classify the countries, Attract Index and Group-wise Attract
Index to measure the importance of one country (group) to another.

• We apply both SNA method and regression models to analyze the correla-
tion between citation count and collaboration between countries, providing
insights on why the collaboration patterns form.

The rest of the paper is organized as follows. Section 2 introduces related
work. Section 3 describes the dataset and introduces main methods. Section 4
presents the country collaboration patterns and preferences. Section 5 explains
the preferences by regression analysis. Section 6 concludes this paper and pro-
poses some prospective future work.

2 Related Work

2.1 Country-Level Co-authorship Collaboration Network

Scholar-level co-authorship networks were thoroughly studied by previous
works [5,7,14]. However, for the country-level co-authorship collaboration, pre-
vious researches only focused on the basic properties of collaboration or on a spe-
cific pattern or a specific country in the collaboration. Yu et al. [30] researched
the network in the field of analytic hierarchy process (AHP). Han et al. [10]
revealed the primary collaboration pattern in library and information science
(LIS) from the country-level. Zhang et al. [31] put forward novel measures to
quantify China’s emerging role in the global scientific research network. Liu
et al. [16] defined collaboration patterns based on the nationality and order of
the authors and compared the citation impact of different contribution patterns.

2.2 Country-Level Collaboration Preference

Few studies concentrated on the collaboration preference in recent years. Dat-
ing back to 2006, Schubert et al. [21] proposed novel indices to quantify co-
authorship preference, cross-citation preference and cross-reference preference,
based on the collaboration matrices. They focused on every pair of the selected
countries, giving a precise preference value of each pair. Results revealed that
geopolitical location and cultural relations shape such preferences. However,
nowadays the cultural barriers are collapsing due to the rapid globalization and
are less impeding international collaborations. Thus, collaboration preferences
need up-to-date researches. This work was the first to study the clustering phe-
nomenon in pair-wise country collaboration. To the best of our knowledge, few
of previous work attended to a certain group of countries to examine the collab-
oration preference and few were in the field of social computing.
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3 Data and Methods

3.1 Data Collection and Collaboration Network Construction

Bibliographic data of publications from five representative journals in the field
of social computing are collected, including Social Networks (SocNets) starting
from 1999, published by Elsevier, Social Network Analysis and Mining (SNAM)
from 2011 by Springer, IEEE Transactions on Computational Social Systems
(TCSS) from 2014 by IEEE, ACM Transactions on Social Computing (TSC)
from 2018 by ACM and Journal of Social Computing (JSC) from 2020 by IEEE.
The publication numbers are 926, 809, 553, 69, 30, respectively, 2387 in total.
These journals cover most of the leading publishers. We fetch the meta data
of each publication from the official websites and the citation count of each
publication from Google Scholar based on the publication title.

There are existing academic databases developed by researchers, e.g.
MAG [24], AceMap [25] and AMiner [26]. However, MAG no longer provides
service and AceMap does not provide raw bibliographical data. The data from
AMiner does not contain SNAM and JSC. Bibliographic information for major
computer science publications is openly provided by DBLP and the five selected
journals are all available there. Therefore, we choose DBLP as our data source.

To construct the country co-authorship collaboration network (country net-
work for short), (1) the scholars from the same country are coalesced into a
country node. The country of a scholar is where the scholar’s affiliation belongs
to. We only consider the first affiliation of each author. (2) The co-authorship
between scholars from different countries will be an edge between two country
nodes in the country network. The number of such co-authorships is the edge
weight. Self-loops are not considered in the country network. In total, there are
66 nodes and 245 edges in the country network.

3.2 Methods

Social Network Analysis (SNA) and Metrics. SNA has been widely
employed in diverse areas, such as social media [28] and public infrastructure [20].
Several metrics are used in SNA. Degree centrality is the number of edges con-
nected to a node. Closeness centrality represents how close a node is to other
nodes on average. Clustering coefficient represents the extent to which the neigh-
bors of a node are connected to each other.

Structural hole is a concept originally developed by Burt [3]. It is a hole
between nodes that are not directly connected in a network, and a node occu-
pying the structural hole is called a structural hole spanner [15]. Constraint is
a commonly used measure of structural hole spanners. The smaller constraint,
the higher ability of a node to acquire information from different communities.

Negative Binomial Regression. In Sect. 5, we adopt negative binomial
regression model [12] to study the correlation between collaboration preferences
and academic influence. Negative binomial regression model is based on nega-
tive binomial distribution [12]. Usually, the negative binomial regression model
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is used when the dependent variable is non-negative integer and over-dispersed.
It is widely adopted in different areas [29], for instance, medicine and public
health [13,18] and transportation [4].

4 Country Collaboration Preference

In this section, we first classify the countries and propose several measures to
delve into the collaboration preference of each country type.

4.1 Different Types of Countries in The Collaboration Network

We classify the 64 countries in our dataset into several groups defined as follows:

Definition 1. A country is an Established Country if its number of publica-
tions reaches kest before Y earest. A country is a Developing Country if its
number of papers reaches kdev before Y eardev and it is not an established coun-
try. A country is an Ordinary Country if it is neither an Established Country
nor a Developing Country.

An Established Country has an influence in an early year, based on its number of
publications, while a Developing Country gains academic influence in this field
later. We set Y earest as 2014 and Y eardev as 2018, which are the begin years
of TCSS and TSC respectively. It is flexible to choose Y earest and Y eardev,
and more experiments are left for future work. The kest here is set to 25, and
kdev is set to 15. Based on the definitions above, Table 1 shows the detailed
classification.

Table 1. Three types of countries/regions

Established Countries Developing Countries Ordinary Countries

Australia, Canada, UK,
Netherlands, USA

China (including Hong Kong,
Macao and Taiwan), France,
Germany, India, Ireland,
Italy, Japan, Singapore,
Slovenia, Spain, Sweden,
Switzerland

All other countries

4.2 Attract Index and Group-wise Attract Index

In order to learn the collaboration preference among different types of countries,
we propose Attract Index and Group-wise Attract Index, defined as follows:
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Definition 2. Let i and j denote two countries, Cij is the number of pairs of
collaborated scholars from the two countries, equal to the sum of weights of all
edges between i and j in the country network. Di denotes the times of interna-
tional collaboration of country i, equal to the sum of weights of all edges incident
to i. Attract Index is formulated as follows:

Attrij =
Cij

Di
. (1)

For two country sets A and B, Group-wise Attract Index is the mean of the
Attract Index of all country pairs (i, j), where i is any country in set A and j in
set B. Formally,

GAttrIAB =

∑
i∈A

∑
j∈B Attrij

|A||B| . (2)

Briefly, Attract Index between country i and country j measures the extent to
which country i prefers country j. Group-wise Attract Index reflects the prefer-
ence of group A to group B.

Attract Index is inspired by Affinity Index, first proposed by Zitt et al. [32], to
measure the importance of one country to another. The denominator of Affinity
Index is the number of internationally co-authored publications of j, i.e. Dj .

4.3 Collaboration Preferences of Different Types of Countries

Let A denote one of the three types of countries and let B denote one of Devel-
oping Countries and Established Countries, generating 6 pairs of (A,B). We
compute the GAttrIAB for each pair of (A,B). The results are listed in Table 2.
The “Ratio” column is the quotient of Established column to Developing column.

Table 2. GAttrIAB for each (A,B) pair

Set A Set B

Established Developing Ratio

Established 0.088 0.038 2.32

Developing 0.106 0.028 3.79

Ordinary 0.068 0.015 4.53

For Established Countries, Developing Countries and Ordinary Countries
(as Set A), the Established Countries are more preferred in collaboration than
Developing Countries, with the ratios all greater than 1. However, Ordinary
Countries, prefer Established Countries much more than other two types, with
a ratio of 4.53. Obviously, Established Countries take a pivotal part in the col-
laboration network, and less developed countries are more willing to collaborate
with Established Countries than the countries of their own types.
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5 Academic Influence of the Collaboration Preference

5.1 Hypothesis

In Sect. 4, we observe the preference for Established Countries. We name it
experience preference. We hypothesize that the advantage of such preference is
the high academic influence.

We now consider each pair of authors co-authoring a paper. The citation
count for this collaboration is the citation count of the co-authored publication.
Based on the types of countries (Established, Developing or Ordinary), the col-
laborations are classified. We count the number of each type of collaboration and
compute the average citation count of each type. (type, citation count) pairs are
then drawn in a box plot, Fig. 1. From the box plot, est-*(any) outnumbers other
types in median, 75th percentile as well as outliers. Established Countries are
considered the most experienced in social computing. We denote the six types
of collaboration by number 1 to number 6. 1 denotes the “est-est” collaboration
and 6 denotes the “ord-ord” collaboration. The smaller the number, the more
experienced the collaboration. Based on the observations above, we hypothesize:

Hypothesis. Collaboration Citation Count tends to be higher in a more expe-
rienced collaboration.

est-est est-dev est-ord dev-dev dev-ord ord-ord
Collaboration Type
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Fig. 1. Box Plot of Citation Count to Collaboration Type

5.2 Model Results

We apply regression analysis to verify the hypothesis above. In our regression
model, a sample is a pair of countries. The dependent variable is the average
citation count of this pair of countries (named Collaboration Citation Count,
CCC for short), which is the average citation count of all author collaboration
pairs between a pair of countries. The collaboration type (CT for short) is the
explanatory variable. Besides, we choose four representative network indices in
SNA as controlled variables: degree centrality, closeness centrality, constraint
and clustering coefficient. As each sample is a pair of countries, we take the
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average indices of the two countries as the independent variables. We adopt the
negative binomial regression model to analyze the correlations between CCC and
the independent variables above. CCC is non-negative integer and the mean
of CCC is 4.14 while the standard variance is 22.74, apparently greater than
the mean. It indicates that dependent variable CCC is over-dispersed, meeting
the requirement of the negative binomial regression model. Table 3 shows the
regression results.

Table 3. Analytical results of CCC negative binomial models

Variable Model 1 Model 2

Intercept 18.04323*** 18.82661***

1. Degree 0.68871*** 0.61559***

2. Closeness –45.15597*** –43.32034***

3. Constraint –8.90331*** –9.00776***

4. Clustering 0.60701 0.62925

5. CT –0.25651*

Signif. : ***p < 0.001, **p < 0.01, *p < 0.05,
.p < 0.1

From the results of model 1, and model 2, CT has a negative influence on
CCC, with the p-value less than 0.05. It indicates that a more experienced collab-
oration type increases the CCC. It supports Hypothesis that experienced collab-
oration brings higher academic influence. In the country collaboration network,
Established Countries tend to possess more intelligent scholars, better academic
environment and more support from country policies, with abundant academic
input, investment, experience. Thus, the more experienced collaboration type
implies a higher citation count.

6 Conclusions and Future Work

In this paper, we explore the patterns of country-level collaboration in the field
of social computing. We classify countries into Established Countries, Developing
Countries and Ordinary Countries. Attract Index and Group-wise Attract Index
are calculated and it is found that all types countries prefer to collaborate with
Established Countries. Results of negative binomial regression models show that
there is a correlation between the citation count and the collaboration type,
which might serve as a motivation for the scholars to have such a preference.

In the future, we will use machine learning methods to explore more factors
that influence the citation count [1,2,8]. Key countries in social computing,
such as structural hole spanners, can be detected by machine learning [9]. The
keywords of each publication can also be further used to characterize the trend
of research directions in social computing.
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Abstract. Depression is a common psychological disorder with high relapse rate
inmodern society.Due toweak self-perception and fear of public bias,most relapse
patients fail to receive timely treatment. Aiming to provide a self-monitoring
means in home environment and daily life, this paper studied the machine learning
and natural language processing technologies for extracting the patient’s acous-
tic features and semantic features from the designed speech diagnostic test, and
proposed an improved CNN-LSTM learning model suitable for the monitoring,
which can combine acoustic features, semantic features, weather and environmen-
tal information as well as the patient’s personalized features for achieving ideal
results. On this basis, an intelligent mobile system is designed for dailymonitoring
on the relapse of depression.

Keywords: Depression Disorder · Relapse Monitoring ·Machine Learning ·
Daily Environment ·Mobile System

1 Introduction

Depression is a psychological disorder characterized by an extensive and persistent
low mood, led by low self-assurance along with loss of interest in enjoyable activities
[1]. Globally, more than 264 million people of all ages suffer from this disease [2].
Different fromusualmoodfluctuations and short-lived emotional responses to challenges
in everyday life, long-lasting clinical depression could cause huge negative effects on
individuals, families, and society if not found and treated timely.

The diagnosis of major depressive disorder (MDD) requires a distinct change of
mood, characterized by sadness or irritability and accompanied by at least several psy-
chological and physiological changes [3]. Due to its heterogeneity and complexity of
pathogenesis, current depression diagnosis is limited by assessment methods that rely
mostly on patient’s self-reports and clinical judgments [4], risking a range of subjective
biases and causing inaccurate assessment [5].Moreover, in recovered depressed patients,
the thinking activated by dysphoria will show similarities to the thinking patterns that
previously occurred in episode [6]. Therefore, prediction and monitoring of relapse of
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depression is available and especially significant for timely intervention. However, dif-
ferent from the very first diagnosis, the monitoring of depression relapse should consider
the individual differences of patients and the dynamic changes of the disease.

Intelligent detection of depression has made significant gains in recent years. Cohn
et al. analyzed prosodic and facial expression elements using two machine learning
classifiers: support vector machine (SVM) and logistic regression [7]. They achieved
the accuracy of 79–88% for identification of depression from facial expressions, and
the accuracy of 79% from prosodic features. Jiang et al. noticed the gender differences
in identifications. They examined the discriminative abilities of three classifiers for
detection of depression: SVM (Support Vector Machine), GMM (Gaussian Mixture
Model), andKNN (K-Nearest Neighbor), and showed that SVMachieved the best results
with the accuracy of 80.30% for males, and 75.96%for females [8].

This study focuses on the improvement of both accuracy and convenience in detection
of the trend of diagnosed patients’ relapse of depression. Different from previous restudy
that mainly emphasized on depression detection, the study extends efforts to improving
the quality of follow-up clinical intervention, providing patients and their families with
dynamic monitoring and early warning mobile system for relapse of depression based
on the real situation.

2 Literature Review

2.1 Acoustic Detection

Early studies have proved that minor changes in psychology could cause significant
changes in acoustic features including intensity, loudness, zero-crossing rate, voice onset
time, second formant transition, prosody, power spectral density, grammar, etc. [8].
Current researches further verify that patients who meet the criteria of major depressive
disorder have inactive responses to emotional stimuli of different valences. Patients lack
prosody changes in speech than normal people and respond more actively to negative
facial and vocal expressions, and the second dimension of MFCC could be used as a
useful biomarker to detect the major depressive disorder [9].

In the deep learning of acoustic detection, Ma et al. introduced a learning method for
audio-based depression classification [10], which extracted MFCCs features of audio as
the input of themodel, and used a two-layer convolutional neural network (CNN), a layer
long and short-term memory networks (LSTM) and two fully connected layers (FC) to
predict whether audio subjects are depressed. Lang et al. made improvements based
on the characteristics of the local binary model (LBP) [11]. They designed a robustly
extended local binary model (MRELBP), and used a deep convolutional neural network
(DCNN) to predict depression assessment scores. Chao et al. extracted the features of
audio and video, fused them into signs of abnormal behavior, and used long-and short-
term memory recurrent neural networks (LSTM-RNN) for depression scale prediction
from video [12].

Furthermore, some researchers studied the impacts of language types and culture
differences on the acoustic features of MDD. Alghowinem et al. tested two different
languages of English and German in the United States, Germany, and Australia. It was
found that language type does not significantly affect the quality of speech detection
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results [13]. They pointed out that spontaneous language’s accuracy of sound classifica-
tion is higher than that of text reading, which indicates that unstructured questions could
work better in prediction than structured questions [14].

2.2 Semantic Analysis

Depression relapse is not only manifested in its acoustic features of languages, but also
may be closely related to the semantic contents and semantic emotions. However, this
is still an issue that has not been studied deeply, which differs from the pure acoustic
feature analysis, but has relations with the wording, syntax and habitual expression of
different languages and different individuals. The semantic analysis of natural language
processing (NLP) have mainly experienced three development stages: from statistical
methods to shallow machine learning, and now turning to deep learning.

In shallow machine learning, Paltoglou et al. built an SVM classification model
and used the TF-IDF algorithm for sentiment analysis [15]. Experiments show that this
method improves the effect of text classification effectively. Wang et al. proposed a very
short text classificationmodel based on sentiment tendency andSVM, and proved its high
classification accuracy [16]. In deep learning, the CNN model proposed by Kim [17] in
2014 solved the shortcomings of similar encoding of antonyms in the same context, and
achieved high accuracy in sentence-level text classification. Wang proposed a new CNN
algorithm based on a dual-channel structure and attention mechanism, which achieved
an accuracy rate of more than 90% in short text classification [18].

In the semantic analysis and affective computation, it is usually necessary to construct
a sentiment library, which is a set of words that are formed by sentiment vocabulary,
and has significant meanings for subjective sentiment mining and analysis. For example,
SentiWordNet is a well-known English sentiment library, which classifies vocabulary
to three tendencies based on WordNet: neural, negative, and positive; and HowNet Sen-
timent Dictionary is a Chinese vocabulary for sentiment analysis which contains more
than 17000 entries based on HowNet Knowledge Base. Nevertheless, there is no sen-
timent library suitable for semantic analysis of patients with depression so far, and its
construction method remains to be studied.

3 Data Collection and Preprocessing

3.1 Data Collection

Different from existing studies that mainly focus on the detection and diagnosis of
depression, this study aims to explore its relapse monitoring, and therefore collected
the data from 38 patients and 30 healthy people through a standard three-month clin-
ical investigation with the diagnostic assessments of every two weeks. The HAMD17
(Hamilton Depression Scale with 17 items) Scale was used for professional assessment
of depressive degree changes, which includes 17 items with 5 points for each. The scale
classifies depression in 4 levels according to the total assessment scores: 0–7 no depres-
sion, 8–17 mild depression, 18–24 moderate depression, 25- severe depression. Usually,
the scores of 18 or more are regarded as the diagnosis standard of relapse.
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In every investigation, the speeches of subjects were recorded in audio files for data
preprocessing and machine learning, which were structured by the tasks: text reading,
picture description, counting numbers and answering questions, as following example:

1. Text reading: read aloud the given texts such as “North wind and sun”.
2. Picture description: each participant is required to describe three pictures of positive,

medium, and negative.
3. Counting number: counting from 1 to 20.
4. Answering seven questions:
(1) Could you talk about your favorite entertainment activities?
(2) Could you please talk about any jobs that will make you feel difficult to complete

and want to avoid or escape?
(3) Please describe your mood changes during the past week and events or people

related to these mood changes as much detailed as possible.

In the investigation, each of the 10 speeches, including 3 speeches of text reading,
picture description, counting numbers and 7 speeches of answering questions, were
collected as a record respectively, and obtained total 4760 records. Numerous cases show
that the factors such as climate changes, family conflicts, work and income pressures,
etc. have also impacts on the relapse of depression. For example, Cobb et al. have proved
that the prevalence of major depression and sad mood showed seasonal variation, with
peaks in the summer and fall [19]. Therefore, the study set the related questions and took
the descriptive information of the subjects’ speeches into the analysis.

3.2 Acoustic Data Preprocessing

In order to conduct the feature extraction effectively, the valid audio data of each subject’s
speech was first segmented into a group of audio clips with the same length of 6 s for
each clip corresponding to time series. Thereafter, this study utilizedOpenSmile software
tools [20] to exact a 32*12 feature data matrix from each sample, including short-term
energy, short-term zero-crossing rate, formant, and MFCCs (Mel Frequency Cepstrum
Coefficients) [21], etc. Those parameters have been shown in previous studies to be
significantly associated with the acoustic changes in speeches of depression patients.

In real life, different individuals have different volume and tone characteristics, and
this personalization features can lead to decline of depression recognition accuracy rate.
Therefore, the parameters’ data not only contain depression-related features, but also
incorporate the speaker’s personality characteristics. It can weaken the generalization
ability of themodel. In order to solve this problem, the study used theMADN (Multiscale
Audio Delta Normalization) algorithm [22] to normalize the features of different scales.
Those features are based on audio difference reflecting the audio change information, not
easily affected by the personalized characteristics, and therefore improve the learning
accuracy.

3.3 Semantic Text Preprocessing

Semantic features can reflect the interests, concerns, emotions, living environment, and
daily activities of the patientswith great significance for the diagnosis of disease situation
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changes. Semantic analysis involves the analysis of the semantic vocabulary and the
above information in the speeches, which needs to convert the speeches into text first,
and then adopts the NLP technology to fulfill the analysis.

The study used Xunfei voice transliteration API to convert the Chinese voice of the
subjects’ speeches into texts. Unlike the obvious delimiters between words in English,
Chinese sentences are required to be segmented into a series ofwords.As people’s spoken
language is more casual than written ones, text conversion might not be so precise, and
sentences might not strictly abide by traditional grammar and format, the “noise” is so
huge that denoising is required. In doing so, the study used a word segmentation tool
Jieba to obtain the segmented words and filter the “noise” to form the text corpus for
semantic dictionary construction and machine learning.

3.4 Semantic Dictionary Construction

The semantic features of speeches are very important for depression analysis, but the
existing dictionaries are mainly used for sentiment analysis and affective computation of
usual natural languages, and there is no such a semantic dictionary suitable for depression
analysis. Based on the speech corpus collected from patients, this study extracted the
meaningful feature vocabulary, and constructed a special semantic dictionary suitable
for the monitoring and diagnosis of depression relapse.

Firstly, the study selected the basicwordsmanually according to their significance for
diagnosis including the descriptive keywords about interests, concerns, emotions, living
environment, and daily activities, and produced a seed set; Secondly, the candidate
words reflecting the language behavior habits of the subjects were derived from the
corpus produced by the semantic text processing. Thirdly, the combination of SO-PMI
(Semantic Orientation Using Pointwise Mutual Information) and SO-WV (Sentiment
Orientation fromWordVector) algorithmswere used tomeasure the relationship between
words, and expand the dictionary with new vocabulary. Finally, the skip-gram model of
word2vec tool was employed to generate the semantic word vectors for the semantic
feature extraction from the subjects’ speeches.

4 Machine Learning

4.1 Learning Model

The subjects’ speeches include acoustic features and semantic features, which need to
be learned and combined with their personalized features such as ID number, gender,
age, and historical diagnostic results, etc. for the analysis and monitoring of depression
relapse. Therefore, this study designed an improved CNN-LSTM learning model to
perform the process, as shown in Fig. 1.

In the above model, the acoustic features are learned by a typical CNN-LSTMmodel
with two convolutional layers, one max polling layer, one flatten layer, one LSTM layer
and the full connected layer, but the semantic features and the subjects’ personalized fea-
tures are combined into the full connected layer, and finally output the assessment results
of diagnosis by the Softmax classification vector of HAMD17 scores or its different
levels.
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Fig. 1. The improved CNN-LSTM learning model.

In acoustic feature learning, each speech is first extracted byOpenSmile tools to form
a 32*12 acoustic datamatrix. Thereafter, the two-dimensionalmatrix data are convoluted
and pooled to obtain deep features, and then imported into the LSTM layer to extract long
term dependence information. Finally, the fully connected layer at the end of the network
encodes long-term changes on the timeline. In semantic feature learning, each speech is
first converted into a sentence text, and then produce a semantic word vector based on
the constructed semantic dictionary, which contains up to 100 semantic words, and each
word has 50 dimensions. Thereafter, the data of semantic word vector are convoluted
by 128 filters with the size of 5*50 for each filter. Finally, the output feature maps are
pooled and sent to the full connected layer. Besides, because the feature extraction of
the CNN-LSTM model has time-dependent characteristics, the collected data must be
input according to the time series for machine learning.

4.2 Learning Results

In the learning process, the scores of HAMD17 Scale assessed by clinicians in each
investigation are taken as the annotations of the corresponding samples for training.
Because the output of the full connected layer is a Softmax vector of the score distribution
in HAMD17 Scale, so it needs to be first processed by weighting each vector component
with the corresponding score, and then calculate out the weighted sum as the final
assessment score. Finally, the assessment score is divided into the four intervals: 0 to
7, 8 to 17, 18 to 24, and above 24, labelled as 0, 1, 2, 3 respectively, which represent
normal, mild, moderate, and severe. The intervals of 2 and 3 indicate the state of relapse.

This study uses 21737 samples of audio clips for acoustic feature learning, and 4760
sentence texts for semantic feature learning, which have been obtained from the data
preprocessing and produced 476 units of data groups with annotations. Among which,
70% annotated data (333 units) are randomly extracted out as the training set, while the
remaining 30% annotated data (143 units) are used as the test set. Table 1 shows the test
results of the improved CNN-LSTM model after being trained.
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Table 1. Test results of the improved CNN-LSTM model.

Depressive level Precision rate Recall rate f1-score

0 (normal) 0.9216 0.9038 0.9126

1 (mild) 0.7308 0.7917 0.7600

2 (moderate) 0.8286 0.8529 0.8406

3 (severe) 0.9032 0.8485 0.8750

Average value 0.8461 0.8492 0.8471

Accuracy rate: 86.01%

The results in Table 1 show that this model has good recognition ability, and can
reach the accuracy rate of 86.01%. Especially, it has high precision rates and recall rates
with excellent f1-scores for the levels of 0, 2 and 3. The confusion matrix of 143 test
units is shown in Fig. 2. It shows that only 5 units are misidentified between the levels
of 0–2 and 3–4 with a very high accuracy rate of 99.97% if only considering those two
classifications, which is very suitable for relapse monitoring.

Fig. 2. The confusion matrix of test units.

5 System Design

5.1 System Architecture

The system is designed to provide relapse monitoring for patients who have been diag-
nosed with depression at home and in daily working and living environment. It also can
be used for the detection of new patients. In order to facilitate the utilization, the client
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Fig. 3. App system architecture.

of the system is designed as an APP for mobile phones with its architecture as shown in
Fig. 3.

The system can perform the user’s entry, depression test and intelligent monitoring,
connection of external wearable device such as special voice acquisition equipment,
EEG device, etc., as well as contacting with online doctors and connecting with external
systems, which includes the following modules:

(1) Login authentification. This module is responsible for user authentication and
secure access. Through the user’s ID, it can retrieve the relevant historical data,
and provides the basis for depression monitoring and analysis.

(2) Usermanagement. This module is designed for user’s informationmanagement and
maintenance, including the information about age, gender, occupation, location, liv-
ing and working environment, etc. The user can also input some information about
recent activities, concerns, interests and mood changes for assisting in diagnosis.

(3) Depression test. This module is used to present the materials to be read, and the
questions to be answered according to the test method designed by this study,
perform the test process, and make a brief diagnostic report. It can call the wearable
device connection module to collect the relevant data from external devices during
the test process, and call the intelligent analysis module to fulfill the machine
learning and intelligent analysis.

(4) Data retrieval and analysis. This module is applied to historical data retrieval,
detailed result display, and visualized analysis. It can call the intelligent analysis
module to complete the related computation and analysis tasks.

(5) Online doctor. This module can provide the access to external doctors for obtaining
professional consultation and medical service. It is also used as the call for help in
case of emergency.
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(6) Wearable device connection. This module is designed for calling the external
wearable device in case that it is used to collect the auxiliary data synchronously.

(7) Intelligent analysis. This module is the key module of the system, which can fulfill
machine learning and depression relapse diagnosis functions, and is embedded with
theAPI for calling the dynamic link library of the tools to perform feature parameter
extraction, speech-to-text conversion, etc., from the model base.

(8) External interface. This module is designed for communication with the external
device and systems, such as the wearable device, meteorological information sys-
tem, global positioning system, medical service system, data warehouse system
and other application systems. It can acquire the external device data, user position
information, local weather and environmental information, and realize the access
and output with external services and application systems.

(9) Model base and data base. This module is used for the storage of the computational
procedures of models and tool’s functions, as well as the storage of the system data.
The computational procedures are all designed into the dynamic link libraries, and
the data can be stored as unstructured files or structured tables.

5.2 System Operation

The system provides an APP operation interface, as shown in Fig. 4. Through the inter-
face, the user can enter the following four modules: user management, depression test,
data retrieval and analysis, and online doctor, and perform the corresponding operations,
while the other modules mainly provide functional support for the above modules and
cannot be directly operated by the user.

Fig. 4. The APP operation interface.

As an example, this study gives the operation procedure’s design of its depression
test module, which mainly includes the following steps:

Step 1: Test preparation and parameter setting.
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When the user starts the module, the system will display the user’s basic informa-
tion, and asks whether to automatically collect the positing information, local weather
information, and environmental information from the external systems. If not, the user
needs to enter the relevant parameters manually. Besides, if the test process requires
synchronous collection of data from the external wearable device, the user also needs
to input the device type and required parameters. In the end of this step, the system will
remind the user of the matters needing attention in the test process, and waiting for the
user’s preparation.

Step 2: Task presentation and speech collection.
After the user completes the preparation, the system will enter the test interface,

which will present the four structured test tasks designed by this study: text reading,
picture description, counting numbers and answering questions. The above test mate-
rials and questions are selected from a topic library based on the user’s historical data.
For the same user, the test materials and questions may vary according to the monitor-
ing requirements for the user. The system will automatically collect the user’s speech
information during each test task, check the validity, and store it in the data base after
numbering.

Step 3: Data processing and intelligent analysis.
When all test tasks have been performed completely, this module will call the intel-

ligent analysis module to process the collected data, generate the input dataset of the
improved CNN-LSTM learning model proposed by this study, and obtain the output
result of that model. It will thereafter make the analysis and diagnosis of relapse based
on the model’s output and the user’s historical data.

Step 4: Result output and disease trend prediction.
In the final step of this module’s operation, the system will output the results and

conduct a disease trend prediction by comparing with the user’s historical status based
on a regression analysis model. Finally, all the result and indicator data will be stored in
the data base, and a brief report will be shown to the user. Meanwhile, the system will
also notify the user that the historical data retrieval, detailed result display, and visualized
analysis are available by the data retrieval and analysis module.

6 Summary and Discussion

Depression has a high relapse rate, but most patients didn’t see the doctor for receiving
timely treatment due to their weak self-perception and fear of public bias. This study
aims to provide a new means for self-monitoring of relapse in home environment and
daily life. It designed a speech diagnostic test, and studied the machine learning and
natural language processing technologies for extracting the patient’s acoustic features
and semantic features based on the collected data of 38 patients and 30 healthy people
through a standard three-month clinical investigation.

On this basis, the study proposed an improvedCNN-LSTMlearningmodelwhich can
combine acoustic features, semantic features, weather and environmental information as
well as the patient’s personalized features for the leaning. Test results showed that it can
reach the accuracy rate of 86.01% for the four-level recognition of HAMD17 Scale, and
a very high accuracy rate of 99.97% for distinguishing whether the disease is relapsing.
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Furthermore, the study designed an intelligent mobile APP system for relapse mon-
itoring at home or in daily working and living environment, which can perform the
speech test and machine learning based on the proposed CNN-LSTM model, as well
as connecting with external device or systems, and contacting with online doctors for
help. It provides comprehensive references for the development of depression relapse
monitoring system.

There are also some limitations in this study. Only a total of 68 subjects participated
in the three-month clinical investigation, so it is difficult to fully grasp an extensive
personalized features and the long-term evolution situations of the disease, which may
also affect the computational accuracy of the semantic dictionary due to the limited
collected corpus. Besides, considering the computational efficiency and the possibility of
deploying some programs on the mobile phone client, the proposed CNN-LSTMmodel
adopts a relatively simple structure, and its optimal structure needs to be further explored.
Nevertheless, this study provides a new technical approach and heuristic scheme for
solving the difficult problem of depression relapse monitoring in daily environment.

Acknowledgements. This work was supported by Project of Ministry of Education of China
(No.18YJA630019, 19JZD010), National Natural Science Foundation of China (No. 71971066),
and Undergraduate Program of Fudan University (No.202011, No.202010).Wenyi Yin, Chenghao
Yu, PianranWu are the joint first authors, andWeihui Dai is the corresponding author of this paper.

References

1. Boniwell, I.: Positive psychology in a nutshell: A balanced introduction to the science of
optimal functioning. Personal Well-Being Centre (2008)

2. Lépine, J.P., Briley, M.: The increasing burden of depression. Neuropsychiatr. Dis. Treat.
7(1), 3–7 (2011)

3. Belmaker, R.H., Agam, G.: Major depressive disorder. N. Engl. J. Med. 358(1), 55–68 (2008)
4. Lyness, J.M., Bruce, M.L., Koenig, H.G., et al.: Depression and medical illness in late life:

report of a symposium. J. Am. Geriatr. Soc. 44(2), 198–203 (1996)
5. Angst, J., Azorin, J.M., Bowden, C.L., et al.: Prevalence and characteristics of undiagnosed

bipolar disorders in patients with a major depressive episode: the BRIDGE study. Arch. Gen.
Psychiatry 68(8), 791–799 (2011)

6. Teasdale, J.D., Segal, Z.V., Williams, J.M.G., et al.: Prevention of relapse/recurrence in major
depression bymindfulness-based cognitive therapy. J. Consult. Clin. Psychol. 68(4), 615–623
(2000)

7. Cohn, J.F., Kruez, T.S., Matthews, I, et al.: Detecting depression from facial actions and vocal
prosody. In: Proceedings of the 3rd International Conference on Affective Computing and
Intelligent Interaction and Workshops, Amsterdam, pp. 1–7 (2009)

8. Jiang, H., Hu, B., Liu, Z., et al.: Investigation of different speech types and emotions for
detecting depression using different classifiers. Speech Commun. 90, 39–46 (2017)

9. Taguchi, T., Tachikawa, H., Nemoto, K., et al.:Major depressive disorder discrimination using
vocal acoustic features. J. Affect. Disord. 225, 214–220 (2018)

10. Ma, X., Yang, H., Chen, Q., et al.: DepAudioNet: An efficient deep model for audio based
depression classification. In: Proceedings of the 6th International Workshop on Audio/Visual
Emotion Challenge, New York, pp. 35–42 (2016)



An Intelligent Mobile System for Monitoring Relapse of Depression 193

11. Lang, H., Cui, C.: Automated depression analysis using convolutional neural networks from
speech. J. Biomed. Inform. 83, 103–111 (2018)

12. Chao, L., Tao, J., Yang,M., Li, Y.:Multi task sequence learning for depression scale prediction
from video. In: Proceedings of the International Conference on Affective Computing and
Intelligent Interaction. Lisbon, pp. 526–531 (2015)

13. Alghowinem, S., Goecke, R., Epps, J., et al.: Cross-cultural depression recognition from
vocal biomarkers. In: Proceedings of the 17th Annual Conference of the International Speech
Communication Association, San Francisco, pp. 1943–1947 (2016)

14. Alghowinem, S., Goecke, R.,Wagner,M., et al.: Detecting depression: A comparison between
spontaneous and read speech. In: Proceedings of the 2013 IEEE International Conference on
Acoustics, Speech and Signal Processing, New York, pp. 7547–7551 (2013)

15. Paltoglou, G., Thelwall,M.: A study of information retrieval weighting schemes for sentiment
analysis. In: Proceedings of the 48th Annual Meeting of the Association for Computational
Linguistics, Uppsala, pp. 1386–1395 (2010)

16. Wang, H.Q, W., Yang, W.: A hybrid very short text classification model based on sentiment
orientation and SVM. Science and Technology Bulletin, 34(8), 149–154 (2018)

17. Kim, Y.: Convolutional Neural Networks for Sentence Classification, arXiv preprint, 1746–
1751 (2014)

18. Wang, R.: Research on Short Text Representation and Classification Based on Convolutional
Neural Network, Shandong Normal University (2018)

19. Cobb, B.S., Coryell, W.H., Cavanaugh, J., et al.: Seasonal variation of depressive symptoms
in unipolar major depressive disorder. Compr. Psychiatry 52, 1891–1899 (2014)

20. Eyben, F., Wllmer, M., Schuller, B.: Opensmile: the munich versatile and fast open-source
audio feature extractor. In: Proceedings of the 18th ACM International Conference on
Multimedia, pp. 1459–1462 (2010)

21. Beritelli, F. Grasso, R.: A pattern recognition system for environmental sound classification
based on MFCCs and neural networks. In: Proceedings of 2008 International Conference on
Signal Processing and Communication Systems, pp. 1–4 (2008)

22. Li, J.M., Fu, X.Y.: Audio depression recognition based on deep learning. Comput. Appl.
Softw. 36(9), 161–167 (2019)



Fine-Grained Sentiment Analysis
of Online-Offline Danmaku Based

on CNN and Attention

Yan Tang and Hongyu Zhang(B)

College of Computer and Information, Hohai University, Nanjing, China
{tangyan,hongyu.zhang}@hhu.edu.cn

Abstract. Sending danmaku is a popular way of social communication
and It provides a direct way for users to express their opinions and senti-
ments. However, the classification of the sentiment intents of danmaku is
not a trivial task. In this study, we propose a new approach to depict the
relationship between the users’ sentiment and contents of online videos
and offline events by analyzing the sentiment of Danmaku. Firstly, we
specify the classification of the danmaku intents by considering the char-
acteristics of danmaku and the association between the intents and the
sentiments. Secondly, we get the sentiment intensity of danmaku through
the sentiment classifier constructed based on the long short-term mem-
ory network (LSTM). Thirdly, the sentiment embedding of danmaku
encoded by the sentiment classier is used to improve the performance
of the intent classifier constructed based on convolution neural network
(CNN). The sentiment embedding is injected into the intent classifier
through the self-attention mechanism. The experiment results show that
the accuracy of this model is higher than four recent baseline models.
Finally, we compute the overall sentiment curves of danmaku and specific
intents to achieve the fine-grained sentiment analysis for online videos
and offline events.

Keywords: Danmaku · Sentiment Analysis · Sentiment Embedding ·
Convolutional Neural Network · Self-attention

1 Introduction

Danmaku is a new way of social interaction and online commentary that is
popular in Asia since 2010 [11] (see Fig. 1). Users can view the comments sent by
other users while watching the video. This will not only enrich the video watching
and interaction experiences but also fully stimulate the users to provide their
viewpoints when watching the videos. Meanwhile, in addition to the online video
danmaku, there are also danmaku in the offline social events. However, most of
the papers in the field of sentiment analysis now focus on traditional reviews or
articles, and there is a lack of relevant research on Danmaku sentiment analysis
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supported by both online streaming and offline social events data [8,15]. This
paper aims to conduct sentiment analysis based on Danmaku with fine-grained
sentiment analysis for both online and offline activities.

Fig. 1. An example of online video Danmaku.

In this paper, we analyze the sentiment tendency of a video content through
the sentiment intensity of all danmaku in the same time interval. Further, we
analyze the sentiment intensity of different intents of users to achieve fine-grained
analysis. To improve the accuracy of the classifier used to distinguish the intents
of danmaku, we divide the classification task into two subtasks and construct two
models. The first task is the danmaku sentiment classification and the second
task is the classification of danmaku intents. Through the first classification
subtask, we can obtain the sentiment intensity and the sentiment embedding of
each danmaku which will be used in the second subtask. Through the second
classification subtask, we can obtain the intent of each danmaku. We can draw
the sentiment curves of these videos or activities according to the result of above
two subtasks. Based on these curves, we analyze the user’s sentiment tendency
in depth. The main contributions of this work are summarized as follows:

– We propose a model of intent classification of danmaku designed to capture
the characteristics of short text danmaku that contains sentiment intents.
The result of the method is better than four baseline models.

– We design an analytical method for users’ sentiments to produce the senti-
ments intensity curves of videos or events with the proposed intent classifica-
tion model.

– We analyze the users’ sentiment tendency in a fine-grained way with the
sentiment curves and conduct several empirical studies using the real world
datasets.
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2 Related Work

2.1 Short Text Classification

Danmaku is a new type of short text. The short text classification task is always
a challenging problem in natural language processing. The LSTM-based models
are not adequate for the short text because these models need to set a fixed
sequence length, while the length of short text varies relatively large, as a result,
many positions of word embeddings need to be replaced by zero vectors. To solve
this problem, Kim et at. proposed a CNN based sentence classification model
which has achieved decent results in short text classification [6].

Another way to overcome data sparsity is to introduce external knowledge.
Zhong et al. propose a novel model named BERT-KG, which enriches short
text features by obtaining background knowledge from the knowledge graph and
further embeds the three-tuple information of the target entity into a BERT-
based model and fuses the dynamic word vector with the knowledge of the short
text to form a feature vector for short text [14].

2.2 Sentiment Analysis

Nasukawa [7] first proposed the term of sentiment analysis. At present, sentiment
analysis is applied in many fields. Wu [13] et al. propose a stock price predic-
tion method that incorporates multiple data sources and the investor sentiment.
Bermingham and others take Twitter’s tweets as independent variables, and the
voting results are independent variables. They build a linear regression model
to predict the election results.

At present, most of the research papers on bullet screen are analyzed from
the perspectives of literature and culture. Most of the papers in the field of senti-
ment analysis focus on the traditional comments or articles and lack of relevant
research on video Danmaku sentiment analysis supported by data. This paper
will conduct sentiment analysis based on Danmaku, a new way of comment.

3 Proposed Method

In order to realize the intents classification of danmaku which can express emo-
tions of users and provides the corresponding emotion intensity, we designed the
classification standard and the corresponding classifier to get the intents of dan-
maku and the corresponding emotion intensity. And the basic structure of the
classifier is proposed by us in [2], we redesign the model and change the experi-
mental settings to classify the danmaku and obtain the sentiment intensity from
the model at the same time. We also propose a method to draw the sentiment
curves with different intents. The overall processes of our method is shown in
Fig. 2.

We first propose the intents classification criteria to utilize the abundant
sentiment information in danmaku. Then we train a sentiment classifier based
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Fig. 2. The overall flow chart of our proposed method.

on LSTM to get the sentiment intensity and danmaku sentiment embedding.
The sentiment embedding will introduced to the intent classifier based on CNN
through self-attention mechanism to realize the intent classification. In order to
further improve the accuracy of model, we introduce the sentence embedding
obtained from Bert into CNN. Finally, we obtain the sentiment curves of every
intents to complete the fine-grained sentiment analysis.

3.1 Classification Criteria of Danmaku

A short sentence can be divided into positive sentiment, negative sentiment and
neutral sentiment; it can also be divided into statement and question in language
type. And the three kinds of emotions and the two kinds of sentence types can
finally form the six kinds of users’ intent. See Table 1 for the specific classification
criteria.

3.2 Sentiment Classifier

With good performance of LSTM in short text classification ([4,10]), we input
the danmaku and obtains its sentiment embedding via LSTM for sentiment clas-
sification. After the model training, we can not only get the sentiment category
of the danmaku, but also take the sentiment embedding in softmax layer as the
sentiment intensity of the danmaku.
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Table 1. Danmaku classification criteria and labels

Sentiment Language Intent Explanation

0: negative 0: interrogative 0 doubt

1: declarative 1 negation

1: positive 0: interrogative 2 wonderment

1: declarative 3 agreement

2: neutral 0: interrogative 4 question

1: declarative 5 statement

3.3 Intent Classifier

We still choose Text-CNN [1] as the basic architecture and add sentiment embed-
ding to the pooling layer as an additional channel. The two channels are fused
into a sentence vector through an attention layer.

The two-channel sentence embedding is (Sinitial, Ssentiment). We need to
pay varying degrees of attention to different channels. The attention operation
between channels is defined in Eq. 1:

S = (Sinitial ⊕ Ssentiment) (1)

In equation (1), ⊕ is the concatenation operation, and it can concatenate two
sentences’ embedding into a single embedding S corresponding to the sentence
embedding of one Danmaku. The definition of the Danmaku embedding ei can
be generalized as equation (2), where K = 2:

ei = tanh(Wi ∗ S + bi), i ∈ [1,K] (2)

Then, the weight of the i-th sentence embedding is denoted as αi,

αi =
exp(ei)

∑K
i=1 exp(ek)

(3)

By summing the different sentence embedding according to their weights, the
Danmaku intent embedding Sintent is defined as:

Sintent =
K∑

i=1

αi ∗ Si (4)

where Si is the i-th sentence embedding.
In order to improve the accuracy of model, we use bert-as-service (https://

bert-as-service.readthedocs.io/), which is a simple and quick method that can
map a variable-length sentence to a fixed length vector by using a pre-trained
BERT model. After the BERT encoder, we obtain a feature matrix Bembedding

and the final embedding Sembedding is defined in (5).

https://bert-as-service.readthedocs.io/
https://bert-as-service.readthedocs.io/
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Sembedding = (Sintent ⊕ Bembedding) (5)

Finally, we will get the classification result of the six intents of danmaku.

3.4 Visualization of Sentiment Intensity

In order to describe the user’s emotion and intention in a fine-grained way,
in addition to the overall sentiment curves, we take advantage of the intent
categories of danmaku to draw the sentiment curves of every intent. Dividing
danmaku into different categories for sentiment analysis is conducive to a deeper
understanding of the sentiment response of users to the contents of videos or
activities.

We can get a sentiment intensity in [0, 1] through the sentiment classifier.
Then, we take a time window w, with the sliding step s of the window, and take
the sum of the sentiment intensity of all the danmaku of the time window as the
sentiment intensity of a step of a video or activity episode. Considering the de-
duplicating process of danmaku in the date preprocessing, we add all intensity
of danmaku in the same episode because the number of danmaku also reflects
the intensity of sentiment of users.

4 Experiment

4.1 Dataset

The data of online video Danmaku is crawled from bilibili.com. Videos belongs to
four different types. The offline Danmaku is collected through Usee [9], which is
Danmaku of two parties. The detailed information of dataset is shown in Table 2

Table 2. The information of dataset

Title Type

Online Your name Anime

Introduction to Python Education

Can we Eat the Chip On the Ground? Science

Dead stranded Game Commentory

Offline Party of the School of Computer ——–

Party of the School of Science ——–

4.2 Model Comparison

To evaluate our model, we conduct experiments on three baseline models and
make a comparative analysis.
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Baseline Models

– LSTM model [5]: This model based on LSTM. It is a basic classifier consisting
of two LSTM layers.

– LSTM-ATT model [12]: This model is constructed by adding an attention
layer after the first layer of the LSTM model.

– Text-CNN model [6]: This model is a classical model of short text classifica-
tion.

– BERT based model [3]: This model is a pre-training language model based
on bidirectional transformer.

Results. The introduction of sentiment embedding and attention mechanism
really improves the performance of the classifier in the Danmaku dataset. We
use accuracy as the evaluating indicator. The results are shown in Fig. 3.

Fig. 3. The accuracy of the intent classification of models used in experiments.

4.3 The Generation of Sentiment Curves

We take a time window w, with the sliding step s of the window. Many settings
have been tried to generate better curves for the fine-grained analysis of danmaku
and we take different w and s for different videos and acitvities. For example,
‘Can we Eat the Chip On the Ground?’, its video time is relatively short and
plot conversion is frequent, so we choose w = 10seconds and s = 2seconds. For
‘Your Name’, a 100 min animation, we take w = 30 and s = 5.

5 Sentiment Analysis

We first conducted a survey on the usage habits of Danmaku users. 325 Dan-
maku users completed the survey. Most of them will actively use the Danmaku
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function, and 69.34% of users said that the emotion of watching videos will be
affected by Danmaku. They said that when watching a funny video, watching
Danmaku will make the video more funny. When watching the sad video, Dan-
maku will also make their emotions lower. It can be seen that Danmaku promotes
the effective circulation between the user’s acceptance information and feedback
information.

The results of the questionnaire confirm the feasibility of sentiment analy-
sis through Danmaku, we will start from this, based on Danmaku analysis of
social network users’ emotions, construct event heat model, realize sentiment
visualization, and combine original video, user emotion and video The content
is interpreted in depth. More specifically, quantitative analysis is as follows.

5.1 Online Danmaku

Analysis of the Overall Sentiment. We collected Danmaku of the online
video and mapped the sentiment intensity curve of the corresponding video. We
learned that the beginning of the video user’s check-in behavior more. Positive
emotions also occur at the end of the video because the users expresses gratitude
emotions. In general, the sentiment tendency of video is mainly positive emotion,
the overall sentiment trend and positive emotion trend are similar.

We have selected games, science, animation, education and other video dan-
maku analysis. The sentiment intensity curve is shown in Fig. 4

Fig. 4. The sentiment intensity curve of online Danmaku.

‘Your Name’ is the anime video we study. At the beginning of the video and
towards the end of the video, the user’s sentiment tendency peaks. Users have
seen the same type of movie “Son of the Weather” and then revisited the film, so
the video begins with some ‘Just Watched the Weather Son’, “One Again” and
other danmaku content. Before the end of the video, the content of the danmaku
is mostly ‘leave footprints’, ‘thank you’, ‘meaning is not finished’ and so on. We
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can see that the user’s sentiment tendencies tend to focus on positive emotions
at the beginning and end, especially at the end of the video to express gratitude
and hospitality. The sentiment intensity of this anime movie is the same as that
of most of the videos described in the previous section.

Analysis of the Intents’ Sentiment Trend. We draw the sentiment curve
corresponding to six user intents to achieve fine-grained sentiment analysis. We
observe that the fluctuation of the questioning curve (netural-q) in ‘An Intro-
duction to Python’ is obviously larger than others. The sentiment trend is shown
in Fig. 5.

Fig. 5. The sentiment intensity curve of ‘An Introduction to Python’ corresponding to
different intents.

“An Introduction to Python” is an educational video. Educational video is
less interesting than other types of video, so until the end, the user’s sentiment
fluctuations are not large, there is no spike at the end. The negative emotions
of educational videos are reflected in questions about what to learn. When the
user does not understand the knowledge of the teacher, it will raise questions,
and these questions reflect users’ uncertainty about the knowledge points in the
video.

5.2 Offline Danmaku

Analysis of the Overall Sentiment. Offline, we used USee, a Danmaku social
system, to collect the offline Danmaku. The difference between party with USee



Fine-Grained Sentiment Analysis 203

and traditional evening party is that the audience can’t have good interaction,
the program can only be enjoyed by the audience and Danmaku provides a
platform for the user to entertain the public, so that the audience can enjoy the
stage program while being able to be used by other users. The release of content
entertainment has increased the fun of the event.

Through the processing of Danmaku, Danmaku’s emotions displayed at the
two parties are positive. In addition, there will be a small climax at the end
of the party, and users will send Danmaku to express their feelings about the
programs in the events as shown in Fig. 6.

Fig. 6. The sentiment intensity curve of offline Danmaku.

Compared with ‘the Party of the School of Computer Science’ event, Dan-
maku of ‘the Party of the School of Science’ has a greater range and amplitude
of emotions. Comparing the data of the two graduation parties, Danmaku’s con-
tent reflects the quality of the program to a certain extent. At 2880 s seconds,
Danmaku’s positive emotions reached its peak. It can be seen that the effect of
the School of Science is more exciting than that of the School of Literature. At
8640 s seconds, the negative emotions reached their peak, and the disappointing
sentiment spread throughout the audience. The users sent Danmaku responses
to interact with each other, and we can leverage the Danmaku to extract and
analyze users’ sentiment trend throughout the offline event.

Analysis of the Intents’ Sentiment Curve. The experiment defined six
kinds of Danmaku intents from three sentiment polarities and two Danmaku
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language types. It can be seen from the offline experiment that most of the Dan-
maku language types in the party are declarative sentences and the proportion
of interrogative sentences is small; And the majority of descriptive sentences
contain positive emotions. The curve is shown in Fig. 7.

Fig. 7. The sentiment intensity curve of ‘the Party of the School of Computer’ corre-
sponding to different intents.

By analyzing the emotions of Danmaku at the School of Science, you can see
that the positive statements are still the overwhelming majority, and the climax
corresponds to the beginning of the party, the finale program and the end of the
party. These three moments are the most active and exciting moments for the
users, respectively.

6 Conclusion

Nowadays, Danmaku has become one of main attraction for users to watch online
video and attend offline events. This paper proposes a fine-grained intent clas-
sification model. Through this model, we can not only get the overall sentiment
intensity of Danmaku, but also get the sentiment intensity with different fine-
grained intents. We draw the sentiment intensity curve of Danmaku with the
change of time and analyze the curve with user generated Danmaku content
while watching online videos and attending offline events. The fine-grained sen-
timent curve can also reflect the audiences’ intents in different segments. This
study can be further studied to explore more relations between Danmaku and
online videos and offline events.
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Abstract. Because the number of lanes in the expressway ramp area is reduced,
and the ramp vehicles need to change lanes to join the main road, resulting in the
merge area is prone to stop and congestion, which is the bottleneck area affect-
ing the road capacity. Intelligent connected vehicles with strong detection and
perception and network interaction ability can effectively cooperate with traffic
participants, to achieve effective regulation of traffic flow. This paper mainly con-
structs the scenario of ramp merging of intelligent networked vehicles. The ramp
area is divided into the pre-merge area, speed adjustment area, and import area,
and the optimization mechanism based on the event trigger is applied. Based on
the ramp scenario above, the virtual formation merging control method is applied
in this paper. Finally, SUMO, a traffic simulation controller, is used to construct
the ramp scenario, and the virtual formation-based merging method is verified
in the full CAV scenario. Simulation results show that the proposed method can
effectively reduce vehicle traffic delay and improve road throughput.

Keywords: Intelligent connected vehicle · Ramp confluence · Virtual formation

1 Introduce

The development of China’s logistics industry highly depends on the construction of
high-speed roads and the innovation of transport vehicles. The development of high-
level smart roads and advanced automatic driving technology will greatly promote the
development of related industries. With the introduction of China’s transportation power
policy [1], more and more researchers begin to pay attention to relevant studies on
intelligent transportation. Among them, the research and development of intelligent
connected vehicles are particularly important.

In the full CAV scenario, there are two kinds of ramp merging methods which are
based on rules and based on optimization. The rule-based merging methods mainly
include the following: Awal, Tanveer et al. [2] studied the strategy of vehicle flow merg-
ing based on a right-rotation rule, optimized the overall time of vehicle merging, and
improved the performance of energy consumption, road capacity, and average speed at
the cost of slightly increasing the traveling time of vehicles on the main road. Lv Lin-
gling [3] studied the merging method based on auxiliary vehicles. Through a reasonable
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selection of auxiliary vehicles, the on-ramp vehicles can safely merge into the main road
and eliminate the stop-and-go wave in the crowded traffic flow. Optimization methods
are also studied by numerous scholars: Pei, Huaxin et al. [4] apply dynamic program-
ming to solve the calculation of optimal pass order, and obtain the global optimal pass
order by defining state space, state transition conditions, and evaluation function under
the time complexity of two. Haigen Min et al. [5] proposed the passing time allocation
of multiple vehicles based on complete information static game, and selected its strategy
by calculating the mixed strategy Nash equilibrium of a single-vehicle. Aiming at total
fuel consumption and total travel time, the Pontryagin minimization principle is applied
to obtain the vehicle trajectory.

Based on the vehicle-road cooperative system, this paper studies the intelligent net-
work vehicle-road combined traffic flow, adopt the movement of virtual formation of
vehicles to merge ramp traffic flow, and verifies the proposed cooperation method with
vehicle-road simulation software.

2 Ramp Merging Algorithm Based on the Virtual Formation

2.1 Combined Zoning and Model Assumptions

According to the characteristics of the ramp area, this paper divides the ramp area into
three parts, namely, the premerger area, the speed adjustment area, and the import area,
as shown in Fig. 1. The function of the pre-merge area is to plan the merging sequence
of vehicles in the area. The main road is [γ0,γ1] area, and the ramp is [γ’0,γ’1] area.
The area [γ1,γ2] is the speed adjustment area, where vehicles will perform the merge
sequence and form a safe merge spacing; Ramp vehicles will change lanes and merge
at the entry zone of [γ2,γ3]. Both the pre-merging zone and the speed adjusting zone
belong to the merging zone, and the CAV movement in the merging zone is completely
controlled by the ramp merging system. After the import zone, the control of CAV will
be gradually transferred to the vehicle itself until the vehicle exits the import zone. Based
on this scenario, this paper makes the following assumptions:

(1) The main lane and ramp are single-lane, and vehicles are prohibited to overtake and
change lanes except for the inflow zone;

(2) The speed range of vehicles in the main lane is 80–100 km /h;
(3) The speed range of on-ramp vehicles is 60–80 km/h;
(4) The vehicle speed adjustment in the speed adjustment zone, so that the speed

difference of the driver ramp is reduced;
(5) Ramp vehicles change lanes in the import area, and merge with the main road

vehicles;
(6) At any time, only one vehicle on the ramp and the main lane passes through the

merging point, and vehicles before and after the merging point need to keep a safe
distance;

(7) In this paper, the lateral movement model is not considered in the confluence area,
that is, the lane-changing model is not considered, and lane changing is prohibited
for vehicles on the main ramp in this area. In the merging area, time is allocated for
vehicles to pass through the merging area to create enough lane change clearance
for vehicles. Vehicles are free to change lanes after entering the intake zone.
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(8) Due to the rapid development of Internet of vehicles technology, packet loss rate
and delay in the process of information transmission have decreased significantly.
Therefore, communication delay and packet loss will not be considered in this
paper.

2.2 Optimization of Traffic Order in the Pre-merge Area

Thepurpose of solving the passage order is to arrange the time for the vehicles on themain
ramp to pass through the speed adjustment zone, ensure the safe spacing of vehicles,
and improve the traffic density and speed as much as possible. Therefore, this paper
considers modeling it as an optimization problem, to minimize the time for all vehicles
to pass through the speed adjustment zone. When defining the objective function, this
paper will first define the expected arrival time of the vehicle, as shown in Formula (1)
and (2).

tmainmin = vmainmax − vi
amax

+ Lall − xcur − vmain
2

max −v2i
2amax

vmax
(1)

trampmin =vrampmax − vi
amax

+ Lramp − xcur − vramp
2

max −v2i
2amax

vrampmax

+ vmainmax − vrampmax

amax
+ Lmain − vmain

2
max −vramp

2
max

2amax

vmainmax
(2)

xcur is the current length of the vehicle through the pre-consolidation area, Lall is the
length of

[
γ0, γ2

]
, The vehicle first passes through maximum acceleration to reach the

maximum speed limit vmainmax , Maximum ramp speed vrampmax , And maintain the ramp speed
limit after entering the speed adjustment zone.

(1) Velocity and acceleration constraints

The operation of the vehicle in any area must comply with the road speed limit and
its acceleration and deceleration capacity. This constraint is reflected in time, namely,
the time tmin when the vehicle passes through the corresponding area at the highest speed
mode and the time tmax when the vehicle passes through the area at the lowest speed
shown in the formula. The constraints obtained are shown in Formula (3) and (4).

tmainmax = vi − vmainmin

dmax
+ Lall − xcur − v2i −vmain

2
min

2amax

vmainmin

(3)

trampmax = vi − vrampmin

dmax
+ Lall − xcur − v2i −vramp

2

min
2amax

vrampmin

tiaccess ≤ timax, i = 0, . . . , k

timax ≤ tiaccess, i = 0, . . . , k

(4)
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(2) Constraint of safe workshop distance

In the case of safety factors, the safe time interval t1gap = 1s considered in literature
[5] is adopted in this paper, and the safe workshop distance constraint shown in Formula
(5) is obtained.

tiaccess − ti−1
access ≥ t1gap, i = 0, . . . , k (5)

(3) Constraints on safe lane change

Vehicles in different lanes need to maintain a safe longitudinal workshop distance.
Therefore, this paper considers the safe lane change time interval as t2gap = 1.5 s, , and
obtains the lane change constraint as shown in (6).

tnaccess − tmaccess ≥ t2gap, n = 0, . . . ,Nm = 0, . . . ,M (6)

Based on the continuous decision variable taccess, a Boolean decision variableOrderij
is added in this paper, which will represent the sequence of vehicles entering the import
area. At the same time, this paper applies big-M method to obtain the mixed-integer
linear programming model as shown in Formulas (7)–(13):

min
k∑

i=0

tiaccess − timin. i = 0, . . . , k (7)

s.t.

tiaccess ≤ timax, i = 0, . . . , k (8)

timin ≤ tiaccess, i = 0, . . . , k (9)

tiaccess − ti−1
access ≥ t1gap (10)

tnaccess − tmaccess + M · Ordernm ≥ t2gap (11)

tmaccess − tnaccess + M · (1 − Ordernm) ≥ t2gap (12)

Ordernm =
{
0, tnaccess > tmaccess
1, else

(13)

The passing Order of vehicles can be obtained by judging the Boolean value of
Orderij.
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2.3 Merging Method of Virtual Formation in the Inbound Area

After the adjustment of the speed adjustment area, safe space and time-space between
vehicles will be formed. At the front end of the intake zone, ramp traffic will merge
into the main lane. This paper applies the import method based on virtual formation,
as shown in Fig. 1. The ramp merging system maps the ramp vehicle to the main lane
when the vehicle enters the inflow area and assigns its following relation according to the
position relation. According to the mapping relation between vehicles and the relative
distance, it can effectively control the speed of the vehicle.

Fig. 1. Virtual formation method schematic

3 Simulation and Analysis of Ramp Confluence

3.1 Ramp Confluence Simulation Scenario Construction

This paper adopts SUMO [6] to construct a two-lane ramp convergence scenario. SUMO
is an open-source micro traffic simulation software that enables detailed modeling of
traffic elements, including traffic networks, vehicles, detectors, and more.

SUMO simulation of ramp confluence scenarios requires the following files: road
network data (*.net. Xml files), traffic data (*.rou. Xml files), detector data (*.add. Xml),
and simulation configuration files (*.sumocfg files).Traffic Control Interface (Traci) is
an important Interface for SUMO to be coupled with external software. The Traci uses
the TCP protocol on the server and client to provide external software with access to
the SUMO. Traci provides data access to traffic participants. For example, the status
of vehicles and detectors in the current simulation step can be read by ID. Traci also
supports asynchronous control of the state of the traffic actor described above. In this
paper, asynchronous simulation control is carried out with SUMO through the Traci
library in Python.

4 Simulation Results and Analysis of All CAV Scenarios

This section first verifies the ramp merging method based on virtual formation in the full
CAV scenario and compares it with the unregulated scenario to verify the effectiveness
of the algorithm. The traffic density of the whole CAV scenario is unified: 1600 cars/h
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in the main lane and 800 cars/h in the ramp. The step size of the simulation is set as
0.01s and the simulation ends at 200 s. In the non-control scenario, this paper uses the
detector and Traci interface to track the data of each vehicle.

In the unregulated experiment, the passage delay of vehicles is calculated first, that
is, the actual arrival time of vehicles minus the shortest time of vehicles arriving at
the arrival point. Due to the failure of on-ramp traffic arrival time regulation in the
acceleration lane, there is a lack of appropriate merging time when the on-ramp traffic
enters the main lane, and vehicles need to slow down at the end of the acceleration lane
to wait for the opportunity. At the same time, in the process of ramping vehicles into,
because of turning and waiting for lane changing factors such as time, the import rate
is low, causing traffic generation, causing subsequent main vehicle deceleration to form
a safe distance, triggered a merge area blockage, and that the more frequently it back,
make the main passage of the vehicle delay increase gradually, as shown in Fig. 2. With
the accumulation of time, frequent acceleration and deceleration can easily lead to a
decrease in regional average speed.

Fig. 2. Traffic delay for vehicles in the combined area

In the control scenario, the simulation will enable the merging method based on
virtual formation to allocate appropriate passing time for all vehicles. Due to the safe
arrival time difference of each vehicle, the huge delay difference of the main ramp in
the unregulated scene can be improved. In the simulation, 106 vehicles passed in 200 s
with an average delay of 3.16 s, including 70 vehicles on the main road with an average
delay of 3.55 s and 37 vehicles on the ramp with an average delay of 2.41 s. Compared
with the unregulated scenario, both main lane and on-ramp vehicles are significantly
reduced, and the delay does not superimpose backward, as shown in Fig. 3.

At the same time, the average speed of vehicles in each sub-area increased sig-
nificantly, especially the average speed of the main lane merging area and main lane
speed adjustment area. In the speed adjustment zone, vehicles will speed first. In this
zone, vehicles on the main road realize smooth speed change through the Hamiltonian
function, so their average speed curve is the most stable. When the vehicle reaches the
inflow zone, the speed has been adjusted to 25 m/s, which improves the overall speed of
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Fig. 3. Traffic delay at the regulated main ramp

the region. Therefore, the intersection of the average speed in the inflow zone is more
consistent with the speed without adjustment.

Fig. 4. Speed curve of single-vehicle (a) unregulated speed curve, (b) regulated speed curve

Figure 4(a) shows the real-time speed curves of Rampflow.2, Main flow.1, Main-
flow.2, and RampFlow.3 without adjustment. It can be found that the last three vehicles
decelerate first and then increase near the inflow area, especially rampflow.3 of ramp
vehicles has a large range. Figure 4(b) shows the speed curve after speed adjustment.
The on-ramp vehicle first reaches the road speed limit of 22.22m/s in the pre-merge area,
and the Hamiltonian function is applied to accelerate smoothly in the speed adjustment
area, and the speed is 25 m/s when reaching the exit of the speed adjustment area. After
that, ramp flow ramp vehicle enters the inflow area and enters the lane, leading to the
deceleration of ramp flow1 rampflow.2 and rampflow.3 of main lane vehicles, but their
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Fig. 5. Acceleration curves of single-vehicle (a) unregulated acceleration curve, (b) regulated
acceleration curve

deceleration amplitude is significantly reduced. This means that the ramp merging algo-
rithm proposed in this paper can effectively coordinate traffic flow and optimize vehicle
trajectory. Figure 5(b) shows the acceleration curves of the above four vehicles after
regulation. Compared with Fig. 5(a) in the non-regulation scenario, the acceleration and
deceleration times and amplitude of each vehicle are significantly reduced.

To further test the ramp confluence method, this paper designed a variety of traffic
flow scenarios, mainly simulating the ramp and the main road under different traffic den-
sities and proportions of vehicles passing. Traffic density is set for the main lane-ramp:
1600–800, 1600–1200, 1600–1600, 2000–1000, 2000–1500, 2000–2000 vehicles/hour.
In the simulation of 200 s, this paper compares the number of passing vehicles and
passing delays in each lane, and the simulation results are shown in Fig. 6 and Fig. 7.

From the simulation results, the average delay of the main lane is not only positively
correlated with the density of the main lane, but also increases slightly when the density
of the ramp increases. This is mainly due to the on-ramp vehicles’ need to slow down
when merging into the main lane, resulting in the speed loss of the main lane traffic
flow, increasing the average traffic delay of the main lane vehicles. The ramp traffic is
not affected by the main traffic, so the delay is mainly related to the density of the ramp
traffic.

In terms of throughput, the proposed merging method based on virtual formation has
an optimization bottleneck. When the traffic density is 1600–1200, the on-ramp vehicles
passing through is about 1.5 times that in the 1600–800 scenario, and the capacity of
vehicles passing through the main road is not affected. With the further increase of ramp
traffic flow, the number of ramp vehicles is still improved, but the capacity of the main
road vehicles is affected, from 69 to 55, which is to reach the optimization bottleneck.
The main reason for this phenomenon is that the merging zone will be reduced from two



Ramp Merging of Connected Vehicle 215

Fig. 6. Multi-vehicle flow density Vehicle passage delay in each lane

lanes to a single lane. Although the arrival sequence of vehicles is optimized in this paper,
it is still required to keep an interval of 1s between vehicles in the same lane and 1.5 s
between vehicles in different lanes, which will limit the passing capacity of the merging
zone. According to the experimental data, when the total vehicle density exceeds 2800
vehicles/h, the optimization bottleneck will be reached, and the total number of vehicles
passing at this time is about 119. Even in the simulation groupwith a higher traffic flowof
2000 vehicles/h on the main road, the total number of vehicles passing through does not
change significantly, and the total number is about 120. When the traffic density exceeds
the optimization bottleneck, the ramp merging algorithm based on virtual formation can
still allocate the passage time for vehicles to ensure that vehicles can pass through the
inflow area as soon as possible.
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Fig. 7. Vehicle throughput in each lane with multiple traffic flow

Acknowledgement. This work was funded by China National Key Research and Development
Program, grant number: NO.2018YFE0197700.

References

1. LNCS Homepage. http://www.gov.cn/zhengce/2019-09/19/content_5431432.htm, Accessed
19 Sept 2019

2. Awalt, T., Kulik, L., Ramamohanrao K.: Optimal traffic merging strategy for communication-
and sensor-enabled vehicles: IEEE (2013)

3. Lv, L.: Research on confluence control method and Simulation of off-ramp in Vehicle network
(2019)

4. Pei, H., Feng, S., Zhang, Y., et al.: A cooperative driving strategy for merging at on-ramps
based on dynamic programming. IEEE Trans. Veh. Technol. 68(12), 11646–11656 (2019)

5. Min, H., Fang, Y., Wu, X., et al.: On-ramp merging strategy for connected and automated
vehicles based on complete information static game. J. TrafficTransport. Eng. (English Edition)
8(4), 582–595 (2021)

http://www.gov.cn/zhengce/2019-09/19/content_5431432.htm


Community Detection Based
on Enhancing Graph Autoencoder

with Node Structural Role

Ling Wu1,2(B), Jinlong Yang1,2, and Kun Guo1,2,3

1 College of Computer and Data Science, Fuzhou University, Fuzhou 350108, China
{wuling1985,gukn}@fzu.edu.cn

2 Fujian Key Laboratory of Network Computing and Intelligent Information,
Processing (Fuzhou University), Fuzhou 350108, China

3 Key Laboratory of Spatial Data Mining and Information Sharing,
Ministry of Education, Fuzhou 350108, China

Abstract. The representation learning approach aims to obtain a low-
dimensional representation of nodes and accomplish community detec-
tion by clustering. Adjacency matrix is the most common form of net-
work representation, but it only represents the direct connection rela-
tionship of network nodes and lacks more useful topological information.
Existing approaches, such as jaccard coefficient for topology extraction,
are still limited to neighborhoods, and the available information is not
rich enough. In addition, roles, another vital idea, lack a more profound
application to network topology. This paper proposes a novel commu-
nity detection algorithm based on enhancing graph autoencoder with
node structural role (CDESR). On the one hand, the structural role we
designed effectively specifies the importance of nodes in the network.
Based on this idea, a new strategy for computing node topological rela-
tions is proposed for their information extraction. On the other hand,
the enhancement matrix constructed using the extracted rich informa-
tion efficiently optimizes the graph autoencoder to obtain a high-quality
representation. The experimental results on real-world and synthetic net-
works verify the effectiveness of our algorithm.

Keywords: representing learning · community detection · structural
role · graph autoencoder

1 Introduction

People, things, and objects in the real world are interconnected to form various
complex networks, such as social networks, transportation networks, and co-
authorship networks. Network nodes represent the entity, and edges represent
their connection. The network can be viewed as consisting of many groups. They
are tightly connected internally, while their connections are sparse; such a group
is also known as a community [1]. Role [2] is another critical point of the network,
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which indicates the similarity of the connection structure of different nodes. As
shown in Fig. 1, the nodes in the dashed box belong to the same community,
while nodes of the same color have the same role.

Fig. 1. An example of community and role

As the network structure becomes more complex, traditional community
detection algorithms perform poorly, while traditional high-dimensional sparse
data storage is not conducive to scaling to subsequent data mining tasks. There-
fore, representation learning [3] has become an essential technical means. Net-
work representation learning, also known as graph embedding, aims to map
large-scale, high dimensional sparse networks into low-dimensional space and
represent nodes with low dimensional and dense vectors to preserve the original
network structural features as much as possible. The existing algorithms for net-
work representation learning applied to community detection can be divided into
three categories: the random walk-based [4,5], the matrix decomposition-based
[6,7], and deep learning-based [8–11] methods. The deep learning-based method
uses deep learning techniques to extract the network’s high-dimensional nonlin-
ear characteristics to learn the network’s low-dimensional representation. Among
deep learning-based methods, graph autoencoders are widely used. Although
existing works have been quite successful, they still face some challenges. The
sparsity of the adjacency matrix leads to poorly learned node representations.
Despite the use of e.g. jaccard coefficient [12], the extraction of topological rep-
resentations stays in the direct neighborhood. In addition, the idea of roles is
not deeply extended to the mining of network topological information.

In this paper, we propose a community detection algorithm based on enhanc-
ing graph autoencoder with node structural role(CDESR) to solve the above
problem. First, we design different structural roles to distinguish different con-
nectivity patterns of nodes. Second, a node topological information extraction
strategy is proposed to enrich the available representations in combination with
the structural role. Third, we construct an enhancement matrix for the network
to optimize the graph autoencoder for embedding learning. Finally, we feed them
to K-Means to discover community structure. Our contributions can be summa-
rized as follows.

1. The topological relationship extraction strategy based on structural roles can
accurately capture the profound similarity between nodes and enrich the avail-
able information.
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2. The enhancement matrix can effectively optimize the learning of graph
autoencoder, improving network embedding quality.

3. We evaluate CDESR on several synthetic and real-world networks. Exper-
imental results demonstrate that the proposed algorithm outperforms the
compared algorithms in community detection.

2 Related Work

Label Propagation Algorithm(LPA) [13] is one of the classic community
detection algorithms. Its core idea is to use the label with the most frequent
occurrences of neighbor nodes as its label in the iterative process. When done,
the labels of nodes in the same community tend to be the same. LPA is easy
to implement, but the results are unstable and have poor robustness. Represen-
tation learning for community detection can be divided into the following three
categories: random walk-based method, matrix decomposition-based method and
deep learning-based method.
Random Walk-Based Method is inspired by Word2vec [14], a word vector
training model in natural language processing. DeepWalk [4] captures the neigh-
borhood structure features by random walks on the graph to obtain a node
corpus. It is then fed into the Skip-Gram [14] model to maximize the probability
of neighborhood nodes appearing around the target node to learn node embed-
dings. Node2vec [5] adds two parameters, p and q, to control walking, allowing
richer structural information. The main challenge in this category is that the
topology may not be fully captured due to randomness.
Matrix Decomposition-Based Method is to use techniques such as eigen-
value decomposition for feature extraction and dimensionality reduction to
obtain the network representation matrix. GraRep [6] represents the node topol-
ogy relations in the range of order k separately and then combines them to get
the final representation. M-NMF [7] preserves community structure features for
the network representation matrix by utilizing modularity constraints in the
matrix decomposition process. The main challenge in this category is scalability
because matrix decomposition is time-consuming.
Deep Learning-Based Method extracts network features by building deep
nonlinear neural network models to learn high-quality embeddings. Among them,
autoencoders are widely used. SDNE [9] uses a deep autoencoder combined with
first-order and second-order structural similarity trained jointly to capture infor-
mation about the nodes locally and globally to learn the node representation.
Due to graph convolutional networks (GCN) [15], the graph autoencoder (GAE)
[10] proposed by Kipf naturally exploits topological and attribute information.
ARGA [11] proposed an adversarial regularization scheme to force potential vec-
tors to match a priori distributions and learn robust representations with graph
autoencoder. The main challenge in this category is the existence of overfitting
problems.
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3 CDESR Algorithm

The framework of CDESR is illustrated in Fig. 2. It consists of three main parts.
First, we design the corresponding roles according to the structural connection
pattern of the nodes to clarify their importance in the network. Second, we
develop a strategy for extracting topological information between nodes based
on roles. Specifically, we use label-based similarity calculation and region-center-
based similarity calculation to reinforce similarity jointly. Third, we construct an
enhancement matrix for the network and combine it with a graph autoencoder to
obtain an optimized embedding. Finally, we use K-Means to get the community
divisions.

Region-center-based Similarity Calculation
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Fig. 2. Framework of CDESR

3.1 Preliminaries

In this section, we describe the definition of the designed roles and the associated
judgments.

Definition 1 (Centrality). Suppose Si is a sub-network formed by node i and
its neighbors. The centrality of node i in Si is defined as Eq.(1).

Cei =
di∑

j∈Si
dj

, (1)

where di, the degree of node i, reflects the connection of edges. For all edges of
Si, the more edges connecting node i with its neighbors occupy, the more central
the status of node i become. Cei takes values in the range of (0,0.5], and the
larger the value, the more central the node is.

Definition 2 (Region). Suppose Si is a sub-network formed by node i and its
neighbors. If Rei as defined below exceeds 1, we call Si a region.

Rei =
|Si|

round(
√

num/2)
, (2)
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where round(*) denotes the rounded value, and num is the total number of
network nodes. round(

√
num/2) is the critical value of the region in different

networks.

Definition 3 (Region-center Role). Suppose Si is a sub-network formed by
i and its neighbors. When Si is a region and node i sufficient centrality, node
i is defined as region-center role. In this paper, we set a threshold to filter the
nodes with low centrality.

Definition 4 (Region-bridging Role). When a node connects more than one
region-center, the node is defined as region-bridging role. It is at the boundary
of multiple regions and plays a linking role in the network.

Definition 5 (Ordinary Role). A node that is neither region-center nor
region-bridging is defined as ordinary role.

3.2 Node Structure Role Recognition

In real life, there is a phenomenon that both A and B are captains and play
an essential role in team decision-making. Even though A and B belong to two
teams, their roles at work are the same. There is a similar situation in the net-
work; in terms of node structural connection, different patterns make the node
have distinct influences and play different roles, which is crucial for network
analysis. According to the definition given in the previous subsection, we judge
centrality and region for a node, recognizing its role. We regard nodes corre-
sponding to the three roles as region-center nodes, region-bridging nodes, and
ordinary nodes, respectively, and they are next utilized.

3.3 Topology Information Extraction

In this section, we propose a topology information extraction strategy containing
label-based similarity and region-center-based similarity calculation.

Label-Based Similarity Calculation. Traditional methods expresse the sim-
ilarity of nodes by measuring the neighborhood and suffer from a local limitation.
We apply label propagation(LP) to break this limitation and make the trans-
mission of topological similarity effectively scalable. It includes the following two
steps.
Step 1: Role Label Propagation. The traditional LP is to randomize the nodes
to determine their order, but this ignores the influence and importance of the
nodes in the network, making some unimportant nodes affect some important
nodes, i.e., the “random backflow” situation. We use structural roles to improve
LP and apply it more effectively.

The region-center node is at the center of the region, with significant influ-
ence, and the label is easy to spread here. The region-bridging node is at the
junction of multiple regions, and frequent label changes are expected. The ordi-
nary node has a weak influence, and the labels are susceptible to change by
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outside forces. Therefore, according to the impact and role of different roles, the
node update order is re-established as follows:

Region-center Node > Region-center Neighbor Node > Ordinary Node >
Region-Bridging Node

The above is a fundamental order. And for ordinary nodes, our algorithm
particularly considers the internal order between them.

Definition 6 (Intimacy Score). The intimacy score measures the sum of the
similarity of a node to all region-center nodes.

Ins(i) =
K∑

k=1

|Ni ∩ Nk|
|Ni ∪ Nk| , (3)

where Ni is the set of node i’s neighbors and Nk is the set of the kth region-
center node’s neighbors. Obviously, the closer a person is to essential people,
the more likely they will influence him. So when an ordinary node is close to
the region-center node in the network, it should have higher priority than other
ordinary nodes. We eventually formed a fixed order of nodes and updated the
labels uniformly according to this order during LP.

Step 2: Similarity Calculation. The LP determines the division result purely by
one label during the final label selection, resulting in a heavy dependence on
the label for accuracy and insufficient robustness. To improve robustness, We
record multiple different labels that appear at a node during the iteration to
form a label set. By considering the consistency of the label sets, the label-based
similarity is proposed to express the similarity between nodes.

Definition 7 (Label-based Similarity). Label-based similarity is calculated
in Eq. (4).

LS(i, j) =
|Li ∩ Lj |√|Li| ∗ |Lj |

, (4)

where L∗ is the set of the node’s all different labels. This steps beyond the
local neighborhood and uses label propagation to extend the similarity compar-
ison, enriching the topological information. Moreover, the label-based similarity
expresses the topology more stably than traditional single-label selection.

Region-Center-Based Similarity Calculation. In many fields, qualitative
analysis is an excellent statistical method that, unlike quantitative analysis,
which requires accurate measurements, gives a relative result by comparison.
Inspired by this, a new approach is proposed to relatively measuring the simi-
larity between nodes.

Since the region-center node plays a vital role in the network, it is natural
to consider it a third-party reference coordinate for measuring the proximity of
two nodes. Assume that the network contains k region-center nodes. For node
i, its cosine similarity to the k region-center nodes is computed and ordered to
form two sequences, slt(i) and clt(i). slt(i) denotes an ordered sequence of cosine
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similarity of length k, and clt(i) is a sequence of the corresponding region-center
nodes. clt shows the similarity between a node and each region-center node.

Definition 8 (Region-center-based Similarity). region-center-based simi-
larity measures the similarity of two nodes in space relatively, as in Eq.(5).

RS(i, j) =
k∑

m=1

xnor (clt(i)m, clt(j)m) ∗
(

1
k

+
slt(i)m + slt(j)m

2

)

, (5)

where slt(i)m denotes the mth element of slt(i), i.e., the cosine similarity value,
and clt(i)m represents the mth element of clt(i), i.e., a region-center node. xnor
denotes the “same or” operation: same is 1, different is 0.

We consider that if two nodes in the network are relatively close to each
other, their similar relationship with region-center nodes should also be the same.
This similarity is converted into a relative proximity measure by comparing
the number of co-occurrence of region-center nodes in clt(i) and clt(j). The
node pairs (a,b) and (a,c) have the same number of co-occurrence, but the co-
occurring region-center nodes are not the same. To further differentiate, our
algorithm also considers the similarity of nodes to the region-center node based
on co-occurrence counts. This refined calculation then better measure the spatial
similarity between nodes and enhance topological information.

3.4 Enhancement Matrix Construction

The network enhancement matrix E is defined by fusing label-based similar-
ity calculation and region-center-based similarity calculation to extract the rich
topological information between all node pairs. E is a matrix of size n × n, n is
the total number of nodes, and the calculation of any element eij in the matrix
is shown in Eq.(6).

eij = α ∗ LS(i, j) + (1 − α) ∗ RS(i, j), (6)

α is used to adjust the weight of two calculation methods.

3.5 Community Detection

The E matrix contains an enhanced expression of the network topology infor-
mation. We combines graph autoencoder for representation learning with E to
preserve the structure potential features for node embedding. It is encoded using
graph convolutional network, see Eq.(7).

Z = GCN(X,A) = Ãσ
(
ÃXW0

)
W1, (7)

where Ã = D− 1
2 AD− 1

2 , D is the diagonal node degree matrix of A, W0 and W1

are the weights to be trained, and σ is the ReLu activation function. A is the
adjacency matrix, X is the attribute matrix but is represented as an identity
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matrix in the attributeless network and does not contain any valid topological
information; here, E from above is used instead, and the new encoding is given
in Eq.(8):

Z = GCN(E,A) = Ãσ
(
ÃEW0

)
W1, (8)

We uses reconstructed cross-entropy as the loss function, calculated in Eq.(9).

L = − 1
N

∑
y log ŷ + (1 − y) log(1 − ŷ), (9)

where y represents the value of an element in the adjacency matrix A and ŷ
represents the value of the corresponding element in the reconstructed adjacency
matrix Â, the closer the reconstructed graph is to the original graph, the smaller
the loss.

4 Experiments

To verify the performance of the CDESR algorithm, we conduct experiments on
synthetic and real-world networks.

4.1 Datasets

Synthetic Networks. The synthetic networks are generated using the cur-
rently popular tool LFR [16]. Networks generated by LFR are close to the nat-
ural distribution and contain known community structures. By adjusting the
parameters, LFR generates two network groups. The parameters of LFR are
given in Table 1 and the details of synthetic networks are shown in Table 2.

Table 1. Parameters of LFR

Parameter Description

N number of nodes

k average degree

kmax maximum degree

cmin minimum community size

cmax maximum community size

μ mixing parameter

Table 2. Synthetic networks

Network Configuration

D1 N=100∼3000, k=20, kmax=50, cmin=10, cmax=100, μ=0.2
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Real-World Networks. The real-world networks include two social networks
Karate and Dolphin, the match relationship network Football, the political book
network Polbooks, and the email network Email-Eu. The descriptions of real-
world networks are present in Table 3.

Table 3. Real-World networks

dataset nodes edges communities

Karate 34 78 2

Dolphin 62 159 2

Football 115 613 12

Polbooks 105 441 3

Email-EU 1005 25571 42

4.2 Baseline Algorithms

In experiments, seven algorithms were selected as baselines for comparison. LPA
and Louvain are traditional community detection algorithms. DeepWalk, SDNE,
NetMF [17], ARGA and SDCN [18] are representation learning algorithms.

1. LPA: The algorithm is a semi-supervised method, and it uses the label infor-
mation of labeled nodes to predict the label information of unlabeled nodes.

2. Louvain: The algorithm is based on multilevel optimization, aiming to maxi-
mize the entire network’s modularity.

3. DeepWalk: The algorithm uses random walks to generate a sequence of nodes
and then feeds them into the Skip-Gram model to train the node representa-
tion.

4. SDNE: The algorithm uses an autoencoder structure to optimize both 1st
and 2nd order similarity, and the vector representations learned are able to
preserve both local and global structures.

5. NetMF: The algorithm proves the theoretical connection between DeepWalk
and implicit matrix decomposition then improves the matrix for representa-
tion learning.

6. ARGA: The adversarial restriction is added to the GAE such that the gen-
erated node representations match a prior Gaussian distribution.

7. SDCN: The algorithm combines the advantages of autoencoder and GCN and
integrates structural information into deep clustering.

4.3 Evaluation Metrics

Normalized Mutual Information(NMI) [19] and Modularity [20] are adopted as
evaluation in experiments.
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Normalized Mutual Information(NMI) measures the quality of community
detection by calculating the difference between divided communities and real
communities. The closer the NMI value is to 1, the more effective the algorithm
is.

NMI =
−2

∑CA

i=1

∑CB

j=1 Hij log
(

Hij×N
Hi.×H.j

)

∑CA

i=1 Hi· log
(
Hi·
N

)
+

∑CB

j=1 H·j log
(

H·j
N

) , (10)

A and B are the real community division and the algorithmic community
division, respectively, and CA and CB represent the number of communities. H
is a mixing matrix, Hi. is the sum of the elements of the ith row, and H.j is the
sum of the elements of the jth column. Hij represents the number of nodes in
the same community under both divisions, and N is the total number of nodes.

Modularity is a metric that evaluates the quality of the segmentation struc-
ture; a higher value of Modularity indicates a tighter internal structure of the
segmented community. The Modularity equation is as below.

Q =
1

2m

∑

uv

(

Auv − dudv
2m

)

δ (Cu, Cv) , (11)

where m denotes the total number of edges in the network, A is the adjacency
matrix, d∗ is the node degree, Cu and Cv denote the community belonging to
nodes u and v, respectively, and δ (Cu, Cv) denotes the probability that nodes u
and v belong to the same community.

4.4 Parameter Settings

For CDESR, the maximum number of iterations for label propagation is set to
200, other parameters are determined by parameter experiments. For baseline
algorithms, we use the default parameter settings shown in their paper.

4.5 Parameter Experiment

The CDESR algorithm includes three parameters: t, α, and d. In this section we
will specify them and conduct experiments to explore their effects.

parameter t. The parameter t acts as a threshold to control the screening of
the centrality of nodes, and Fig. 3 shows the experimental results.

As shown in Fig. 3, when t < 0.3, the restriction of centrality is weak, result-
ing in unimportant nodes becoming the region-centers and reducing the accu-
racy. When t > 0.3, the limitation of centrality is gradually strengthened, and
valuable region-centers are filtered, leading to the algorithm’s poor performance.
Therefore, we set t at 0.3 in the remaining experiments.



CDESR 227

Fig. 3. NMI values with varying values of t.

parameter α. The enhancement matrix takes into account label-based simi-
larity and region-center-based similarity. In Eq.(6), the value of parameter α
controls the weight of two calculations. To find the best effect of α, we analyze
the variation of NMI, and the results are shown in Fig. 4.

In Fig. 4, the NMI value steadily increase to reach the peak and then slowly
decrease, indicating that the fusion of label-based similarity and region-center-
based similarity achieves the best results when α equals 0.55, and the extracted
topological information is best presented. Therefore, the parameter α is equal
to 0.55 in the subsequent experiments.

Fig. 4. NMI values with varying values
of α.

Fig. 5. NMI values with varying values
of d.

parameter d. The network representation learning uses low-dimensional vectors
to represent nodes, so the effect of vector dimension cannot be ignored. The
experiment is carried out on network with different d, and the change of NMI is
shown in Fig. 5.

In Fig. 5, when d is less than 128, the NMI value show a significant increase
with the enlargement of the vector dimension, as this alleviates the loss of node
features. When d exceeds 128, the metric rises slightly and slowly until it even-
tually plateaus approximately. In summary, 128-dimension would be able to
retain the original information well. Therefore, in the subsequent experiments,
the dimension d equals 128.
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4.6 Accuracy Experiment

We compared the accuracy of CDESR with baseline algorithms on the synthetic
and real-world networks, and the results are presented in Fig. 6 and Table 4.

Results on Synthetic Networks. Figure 6 shows the NMI and Q results of
the algorithms on the synthetic networks. As shown in Fig 6, CDESR achieves
the highest accuracy value compared to all baseline algorithms. It is because
CDESR incorporates roles to highlight critical nodes in the network. In addition,
our proposed two similarity calculations can effectively enhance the extraction of
topological information between nodes. Based on such a strategy, the constructed
enhancement matrix usefully improves the quality of the learned embeddings.

Fig. 6. NMI and Q results on synthetic networks

Results on Real-World Networks. As can be seen from Table 4, CDESR
achieves the highest values in all evaluation metrics except Email-Eu network.
In Karate, CDESR, SDCN, and ARGA all achieve an NMI value of 1, dividing
the communities precisely as they actually are. CDESR significantly outperforms
Louvain and LPA, which shows the shortcomings of traditional community detec-
tion algorithms in coping with complex networks. Although CDESR is not as
accurate as the SDCN algorithm in Email-Eu networks, it also produces bet-
ter results than other baseline algorithms, proving that the enhancement matrix
effectively enhances the extraction of topological information and facilitates com-
munity detection.

4.7 Ablation Study

In this section, we evaluate the effectiveness of the proposed strategy. The label-
based similarity calculation is abbreviated as LSC, and the region-center-based
similarity calculation is abbreviated as RSC. As in Fig. 7, ‘-’ represents removing
a particular calculation from CDESR. CDESR-RSC achieves reasonable results,
while CDESR-LSC consistently deteriorates performance. CDESR performs the
best, with an average gain of 12% in NMI. This is because community detection
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Table 4. NMI and Q results on real-world networks

dataset metric LPA Louvain DeepWalk SDNE NetMF ARGA SDCN CDESR

Karate NMI 0.6201 0.6319 0.7307 0.5852 0.5115 1.0000 1.0000 1.0000

Q 0.2918 0.2633 0.3450 0.1722 0.2673 0.3733 0.3733 0.3733

Dophin NMI 0.7005 0.5014 0.8141 0.5438 0.8888 0.6146 0.8888 0.8888

Q 0.2586 0.2031 0.3547 0.2867 0.3487 0.3707 0.3787 0.3787

Football NMI 0.6733 0.8885 0.8916 0.7003 0.9181 0.8295 0.9224 0.9245

Q 0.4937 0.5044 0.5689 0.3315 0.5469 0.5069 0.5819 0.5881

Polbooks NMI 0.5286 0.5385 0.5783 0.3492 0.5359 0.5044 0.4294 0.5950

Q 0.4252 0.2872 0.5000 0.2020 0.4815 0.5062 0.4646 0.5153

Email-EU NMI 0.2021 0.2504 0.3531 0.3920 0.1166 0.3719 0.4164 0.4031

Q 0.0630 0.0412 0.0670 0.0766 0.0461 0.0682 0.0888 0.0836

is essentially graph clustering, where the similarity has a dominant effect on
clustering. Therefore, the experimental results validate the effectiveness of the
combination of LSC and RSC.

Fig. 7. Ablation study

5 Conclusion

This study proposes community detection algorithm based on enhancing graph
autoencoder with node structural role. CDESR can recognize the roles of net-
work nodes to clarify their importance. Also, based on role, it creatively develops
two similarity calculations and effectively fuses them for topological information
extraction to enrich the available representations. Furthermore, the enhancement
matrix we construct can enhance the quality of network embedding. Theoreti-
cal analysis and experiments show that our proposed algorithm can effectively
improve the accuracy of community detection. In the future, we plan to extend
CDESR to dynamic networks to improve its practicality.
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Abstract. The Chinese-Vietnamese bilingual news topic representa-
tions are generated from Chinese-Vietnamese bilingual news texts
describing the same topic into concise Chinese sentences that can cor-
rectly describe the topic. However, there is a semantic gap between Chi-
nese and Vietnamese, and the association relationship between multiple
documents in multiple languages is complicated, which makes it challeng-
ing to generate concise and correct topic representations. In this paper,
we propose a cross-language topic representation method based on het-
erogeneous graphs. The method first uses a heterogeneous graph contain-
ing sentences and entity nodes to represent bilingual Chinese-Vietnamese
news texts and effectively models the complex association relationships
between multiple texts in multiple languages through graph attention
networks (GAT). The topic encoder is then used to encode topic words
into cues for topic representation generation, and the decoder side con-
straints are incorporated to generate the correct topic representation.
The experimental results show that the proposed method improves the
ROUGE value by up to 3.5 compared with the baseline method.

Keywords: Chinese-Vietnamese Bilingual · Heterogeneous graph ·
topic representation · Cross-language · GAT

1 Introduction

In the context of “the Belt and Road”, China and Vietnam are exchanging more
and more closely, and there are more and more news topics of common inter-
est between the two countries. The timely understanding of the news topics of
common interest and the main contents of the two countries is of great value in
promoting the exchange and cooperation between China and Vietnam. In order
to cope with information overload, topic discovery technology [1,2] is used to
organize the news by topic and help readers to get relevant information quickly.
However, from the reader’s perspective, organizing news texts by topic clusters
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only, there is a problem with multiple news headlines and texts with two lan-
guage descriptions under one topic, and it is impossible to understand the general
content of these topics in a short time. Therefore, topics need to be presented
to readers in a concise form. For example, “Strictly implement all epidemic pre-
vention and control measures,” The reader can understand that the news text
mainly describes the epidemic prevention and control measures through this
topic. This allows readers to quickly understand these news texts and get the
main content of the news quickly, which reduces time and energy consumption
and facilitates analysis of the news by public opinion workers.

Fig. 1. Topic presentation task of Chinese Vietnamese Bilingual News

In this paper, as shown in Fig. 1, we study how to automatically generate
concise and correct Chinese topic representation for multiple Chinese and Viet-
namese news texts under each topic. There are few studies on topic representa-
tion at home and abroad, and the traditional method uses keywords to represent
topics in a monolingual environment [3]. The difficulty of this method is how to
find keywords that contain key information and can be quickly understood by
readers. For example, Zheng et al. [4] proposed to extract the 5W1H (when,
where, who, what, whom, how) six-tuple feature of news text to represent the
topic; Liu Tong [5] proposed to calculate the index of essential words in the text
by constructing a word co-occurrence relationship network, to mine the topic
keywords of the text. However, the method of keyword representation of topics
has certain limitations, and the different order of keywords may lead to different
semantics. Therefore, some scholars propose to use temporal information [6] and
citation information [7] to smooth the connection between keywords. For exam-
ple, Han [8] et al. proposed a concept bagging approach to represent documents
by characterizing text as vector clusters on word2vec and using the frequency
of clusters; other scholars proposed using extractive methods to represent doc-
uments, e.g., Weiyu Wang [9] et al. proposed an extractive topic representation
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method to extract common information from the headings of document sets
and then fuse them to generate a short topic representation. Some scholars also
use deep learning methods to represent texts, e.g., Jiang et al. [10] proposed
a potential topic text representation model, which obtains a representation of
text by measuring the distance between texts; Li et al. [11] proposed a neu-
ral network-based comment representation model, which classifies each sentence
into a combination of text representations by calculating its weight.

Due to language differences, monolingual topic representation tasks cannot
be directly applied to cross-lingual topic representation tasks. The topic repre-
sentation task is similar to the topic summarization [12] task in that the cross-
language summarization task is a process of inputting source language text and
outputting a summary in the target language in a multilingual environment. The
cross-language summarization task is more complex than the monolingual sum-
marization task. It is challenging to solve the problem of linguistic variability
and, at the same time to complete the text summarization task. For example,
Ayana et al. [13] simulated the output of a pre-trained translation or title gen-
eration model to achieve the task of cross-language title generation; Zhu et al.
[14] proposed a cross-language automatic summarization method incorporating
translation patterns, which effectively solved the problems of large model capac-
ity and long training time; Li et al. [15] combined multiple documents on the
same topic, then pre-processed the combined documents by word separation, and
finally used hLDA topic modeling to extract summary sentences; Steinberger
et al. [16]built a sentence matrix based on a latent semantic analysis model, and
selected some sentences as summaries by using singular value decomposition;
Litvak et al. [17]proposed a language independent multilingual sentence extrac-
tion (Muse) algorithm based on the optimization of multiple sentence ranking
methods using genetic algorithms; Conroy et al. [18] proposed three methods
to assign weights to sentences using non-negative matrix decomposition, LSA,
and LDA, and weighted the weights of the three methods to extract topic sum-
maries; Abdelkrime et al. [19] used the fuzzy clustering algorithm to cluster the
sentences according to the topic, score each sentence according to the degree of
the topic covered by the sentence, and select the sentence with the highest score
to construct the topic summary.

Although the above methods can effectively solve the task of monolingual
multi-text topic representation, in the task of this paper, there are complex
association relationships between multi-lingual multi-texts. The existing topic
generation models are difficult to effectively model the association relationships
between multi-lingual texts, resulting in deviations between the generated topic
representation and the original text description of the topic. Therefore, this paper
proposes a multi-lingual topic representation method that models the complex
linguistic relationships between multi-lingual multi-texts through heterogeneous
graphs and incorporates topic knowledge. The method first uses a heterogeneous
graph containing sentences and entity nodes to characterize Chinese and Viet-
namese bilingual news texts and effectively models the complex association rela-
tionships between multi-lingual multi-texts through GAT. Then the topic words
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are encoded into clues for topic representation generation by a topic encoder,
which is incorporated into the decoder-side constraint to generate the correct
topic representation. The experimental results show that the proposed approach
of the text is effective.

2 Methodology

The model is illustrated in Fig. 2. Here, we denote the number of words in the
source language and the target language by Vs and Vt , respectively. Given
multiple documents in different languages D = (d1, d2, ..., dn), di represents
a sentence. First, we extract the subject word T = {t1, t2, ..., t3} from D,
and ti represents each subject word (T ⊆ Vs). Then, entity E = (e1, e2, ..., en)
and sentence S = (s1, s2, ..., sn) are extracted from D, ei and si represent
each entity and each sentence, respectively. Construct a heterogeneous graph
G = (V,E) with the obtained entities and sentences, where V is composed of
ei and si.Input the obtained T into the topic encoder and the obtained G into
the graph encoder.Finally, the topic S = {w1, w2, ..., wn} is generated by the
decoder,represents each topic word (S ⊆ Vt).

Fig. 2. Topic representation model of Chinese and Vietnamese news based on hetero-
geneous graph
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2.1 Encoder

Construction of Graph. This section describes how to build heterogeneous
diagrams based on paragraphs and entities. Given a source document cluster D,
we first divide it into smaller semantic units sentences S and entities E. Then
construct the heterogeneous graph G = (V,E), where V includes the sentence
node Vs and the entity cluster node Ve. E represents an undirected edge between
nodes. There is no undirected edge between the entity node and the entity node.
However, there is an undirected edge between the entity and the paragraph and
between the paragraph. We linked paragraphs and entities in different languages
through the bilingual dictionary built by previous work. The sentence contains
the entity if there is an edge between si and ei. The weight of the edge is the
number of times the sentence contains the entity. If there is an edge between si
and si, there is a common entity between the two edges, and the weight of the
edge is the number of entity repetitions. We delete vertices with a weight of 0
to reduce the impact of noise or useless sentences.

Graph Encoder. Vertex embedding: as described above, the vertex is rep-
resented by the entity E = {e1, e2, ..., en} and by the word sequence S =
{ω1, ω2, ..., ωn} make up sentences.In order to capture the position information
of each word in an entity and a sentence, a position encoder needs to be used to
obtain the position code. The final embedded representation of a sentence node
is the sum of the word vector and the position of each word in the sentence.
The embedded representation of an entity node is similar to that of a sentence
node. Then the embedding of sentence and entity nodes is encoded to obtain the
hidden states ˜hs and ˜he, respectively. The calculation method is as follows:

˜hs = SelfAttention
(∥

∥

t
t=1 (ωi + PE (ωi))

)

(1)

˜he = SelfAttention (si + PE (si)) (2)

Graph embedding: After obtaining the hidden state representation of each node,
use the Graph Attention Network to update the node representation. The design
of the GAT layer is as follows:

zij = LeakyReLU (Wa [Wqh;Wkhj ]) (3)

z̃ij = ẽij × zij (4)

αij =
exp (z̃ij)

∑

l∈Ni
exp (z̃il)

(5)

ũi = σ

⎛

⎝

∑

j∈Ni

αijWvhj

⎞

⎠ (6)

Wa, Wq, Wk, Wv denote the trainable weight matrix, σ represents sigmoid
activation function, ẽij represents the weight of the edge. Following Wang et al.
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[20] iteratively update the node representation by discretizing real values into
integers to follow the weights of the updated scalar edges ẽij and then learn the
embedding of these integers. The weights are mapped to the multidimensional
embedding space ẽij ∈ Rde. Thus, the information contained in the value needs
to be learned through a different embedding matrix.

Combining the GAT with a multi-headed attention mechanism, plus a resid-
ual connection to avoid gradient disappearance after multiple iterations:

˜hi = ˜hi + ũi (7)

The node representation is then iteratively updated using the GAT layer
above and the position feedforward layer. Each iteration contains a sentence-
to-sentence and a sentence-to-entity update procedure. After t iterations, ˜Hp

is connected to each corresponding input representation vector to obtain the
output ˜Hpw of the graph encoder.

Topic Encoder. Although the graphical encoder already captures the global
article structure and sentence semantics, some important information is still
omitted because vertices cannot represent different word meanings in a sentence.
Therefore, we use Transformer’s encoder as a topic encoder to capture the key
topics in sentences. The Chinese and Vietnamese bilingual topics obtained from
the above study are input to the pre-trained language model and mapped to the
same semantic space, and then these key topics are stitched together as the input
to the topic encoder. After encoding these topics, the resulting hidden vectors
are fed into a multi-headed attention layer as q, k, and v:

MultiHead(Q,K, V ) = [headi; ...;headh]WO (8)

headi = Attention
(

QWQ
i ,KWK

i , V WV
i

)

(9)

Attention
(

QWQ
i ,KWK

i , V WV
i

)

= softmax

⎛

⎝

(

QWQ
i

)

(

KWK
i

)T

√
dk

⎞

⎠

(

V WV
i

)

(10)
Q=K = V = ‖ni=1 (ci) (11)

where WO, WQ
i , WK

i , and WV
i are learnable matrices,

√
dk is the dimension of

the key value, and h is the number of heads.The results of multi-head attention
are passed through the last layers of the topic encoder shown in Fig. 2 to obtain
the output zCi of the topic encoder.

2.2 Decoder

This decoder has the same structure as the topic encoder in the previous section,
except that two additional multi-head attention layers are added to perform
multi-head attention on the outputs of the graph encoder and the cue encoder.
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Considering that some of the words in the generated topics are directly translated
from the topic words, we use the Naive strategy proposed by Zhu et al. [21] to
obtain the translation probabilities Ptrans to decide which words are directly
translated. The translation probabilities Ptrans ∈ [0, 1] are computed from the
decoder hidden state Hdec through dynamic gates as follows:

Ptrans= σ (W2 (W1Hdec + b1) + b2) (12)

where b1 and b2 are learnable offset vectors and W1 and W2 are learnable param-
eter matrices, σ Is the sigmoid activation function.

3 Experimental Results and Analysis

3.1 Evaluation Metric

This chapter conducts an experimental evaluation and comparative analysis of
the Chinese-Vietnamese bilingual news topic representation model based on het-
erogeneous graphs. It mainly includes the selection and calculation of evalua-
tion indicators and the experimental analysis of different parameter models. By
reviewing domestic and foreign topic generation-related literature, we basically
refer to the evaluation criteria of text abstract extraction for topic generation
tasks, that is, the ROUGE (Recall-Oriented Understudy for Gistin Evaluation)
[22] evaluation index is used. ROUGE is an automatic extraction task for eval-
uating text abstracts. And a set of indicators for machine translation tasks,
mainly by comparing the text generated by the model with the standard text to
compare the similarity of the two texts. The mathematical formula for ROUGE
is as follows:

ROUGE − N =

∑

s∈{RefSum}
∑

n−gram∈s countmatch (n − gram)
∑

s∈{RefSum}
∑

n−gram∈s count (n − gram)
(13)

In the formula, n represents the length of N − Gram , and Countmatch(n −
gram) is the number of N − Gram contained in the generated topic repre-
sentation and the labeled topic representation together. By using the ROUGE
formula, we can find that the scoring system is mainly related to the recall rate
of topics. In this thesis, the accuracy of the automated topic model is evaluated
by considering the similarity from ROUGE-1, ROUGE-2, and ROUGE-3.

3.2 Datasets

In this paper, ten topics of Chinese and Vietnamese news, such as “epidemic
prevention and control”, “nuclear pollution”, “China’s anti-corruption” and “Civil
Code” were crawled through the web crawler technology as the data set of the
Chinese and Vietnamese news topic discovery experiment. Among them, 7664
news texts were crawled from Chinese news websites, and 3116 news texts were
crawled from Vietnamese news websites. The specific distribution is shown in
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Table 1. In order to verify the effectiveness of our method, this paper will use the
Google translation engine to translate the Vietnamese extracted into Chinese.
The texts with high translation errors are filtered by manual screening based on
the translation.

Table 1. Chinese Vietnamese cross language news topic representation task dataset

News Topic Chinese News Articles Vietnamese News Articles

Epidemic prevention and control 1093 529
Nuclear pollution 532 143
Civil code 1097 283
The Belt and Road Initiative 972 498
Racial problem 482 277
War on terror 587 239
Anti corruption in China 865 244
Food Safety 753 368
2020 US general election 544 367
Explosion in Lebanese capital 423 168

3.3 Baseline Model

The topic representation task in this chapter is a generative method. To verify
the effectiveness of this method, the following models are set in the same data
set for comparison:

(1) STM-seq2seq [23]: The method first constructs a bilingual feature space
with the help of a Chinese-Vietnamese bilingual dictionary and uses LSTM
neural networks in both the encoder and decoder. A vector representation
based on time series is obtained at the encoder side, and the sequence is
extracted from the vector at the decoder side. It is often used as a baseline
method in text generation tasks.

(2) NCLS [24]: The approach proposes to improve the end-to-end model (NCLS)
for achieving cross-language summarization using the transform model,
which is enhanced by jointly training the tasks MT and MS. Cross-language
summarization is achieved by aligning different languages under the seman-
tic space through an attention mechanism.

(3) hLDA [25]: The method extracts features from hLDA modeling for sentence
scoring and selects sentences with high scoring results to generate sum-
maries. First, the documents are modeled using the hLDA algorithm, and
from the hLDA modeling results, a new feature is proposed that can reflect
the semantic information to some extent. Then, this new feature is com-
bined with other different features for sentence scoring. Based on the results
of sentence scoring, candidate summary sentences are extracted from the
documents to generate summaries.
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(4) MT-GAT: This method first translates the Vietnamese text into Chinese
through the Google translation tool and then uses the method of this paper
to construct a heterogeneous map for calculation.

3.4 Comparative Experimental Analysis

In this study, the heterogeneous graph-based bilingual Chinese and Vietnamese
news topic representation model is compared with the four models introduced
in the previous section on a self-constructed dataset, and the results are shown
in Table 2.

Table 2. Topic representation comparison experiment

Way ROUGE-1 ROUGE-2 ROUGE-3

LSTM-Seq2seq 23.4 16.6 11.3
NCLS 25.6 17.5 13.4
hLDA 26.2 19.8 15.8
MT-GAT 24.5 17.6 12.6
ours 29.7 21.8 17.6

The experimental results in Table 2 show that the heterogeneous map-based
topic representation model for Chinese-Vietnamese bilingual news outperforms
the other four methods in all three indexes, which indicates that the method in
this paper can effectively generate the correct topic representation. Among them,
the ROUGE value of this paper is improved by 3.5 on average compared with
the traditional hLDA model, which indicates that it is difficult for the Chinese-
Vietnamese bilingual dictionary to map two languages into the same semantic
space under the low-resource scenario. the performance of the MT-GAT method
is weaker, and it can be seen that the accuracy of machine translation has a
more significant impact on the model.

3.5 Ablation Experiment

The topic representation model of Chinese Vietnamese Bilingual News Based on
a heterogeneous graph generates concise sentences that can describe the topic
correctly from the Chinese Vietnamese bilingual news texts that describe the
same topic. In this method, the association between texts is modeled by hetero-
geneous graphs, encode topic words into clues generated by topic representation
through topic encoder, and integrate into decoder-side constraints to generate
the correct topic representation. Three ablation experiments were designed to
verify the effectiveness of the heterogeneous graph and topic word coder in the
topic generation task. Wherein Transformer means to change the heterogeneous
graph coding into Transformer coding at the encoder stage; GCN indicates that
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the heterogeneous graph in the encoder stage is replaced by a graph convolutional
network; W/OTE indicates that it is not integrated into the theme encoder. The
experimental results are shown in Table 3.

Table 3. Ablation experiment results

Way ROUGE-1 ROUGE-2 ROUGE-3

Transformer 22.3 16.4 11.5
GCN 26.6 18.6 15.3
W/OTE 24.7 16.0 12.7
ours 29.7 21.8 17.6

Table 3 shows that both the construction of the heterogram and the incor-
poration of the topic encoder have an impact on the model performance in the
Chinese-Vietnamese bilingual news topic representation model proposed in this
chapter. The reason is that the heterogram can effectively model the complex
association relationship between multiple languages and multiple texts, while the
topic encoder plays a certain constraining role in the model. The experimental
results showed that the three ROUGE values decreased by an average of 5.25,
4.3, and 4.2 after replacing the heterogeneous map. In contrast, the ROUGE
values of the model effect decreased by 5, 5.8 and 4.9 after not incorporating the
topic encoder. It can be seen that the effect of both on the model is close, with
the topic encoder having a slightly more significant effect on the model.

3.6 Case Analysis

Table 4 shows the samples generated by the Chinese-Vietnamese bilingual news
topic representation model based on heterogeneous graphs. The topic number
is only used as serial number identification, with no special meaning, and the
sample generation process is shown in Fig. 1. From this, we can see that the model
can basically generate concise and concise topic representations for news texts
describing the same topic. However, there are still some inaccurate descriptions;
for example, topic two should be “food safety”, but the generated example is
“genetically modified food causing controversy”, which is easily misunderstood.
This is due in large part to the small size of the dataset used to train the model
in this paper, which leads to weak model generalization.
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Table 4. Examples of generation results of Chinese Vietnamese Bilingual News Topic

Topic Number Generate Topic Representation

0 Explosion in Lebanese capital
1 The US election was a complete success
2 Controversy over genetically modified food
3 Anti corruption in China
4 War on terror
5 Alleviation of racial problems in the United States
6 Implement the Belt and Road
7 Promulgation of civil code
8 Nuclear waste water discharge in Japan
9 Epidemic prevention and control in various places

4 Conclusions and Future Work

This paper first introduces the background and significance of bilingual Chinese
and Vietnamese news topic representation research and briefly describes the
task of topic representation under multilingual and multi-text. Then, we pro-
pose a heterogeneous graph-based bilingual Chinese and Vietnamese news topic
representation model to generate concise and concise topic representations for
multilingual and multi-text under the same topic and introduce the principles
and framework of the model in detail. Comparative experiments are conducted
with existing methods on a self-built news topic dataset, and the experiments
show that the method in this paper outperforms the comparative model, and
the results of topic generation are demonstrated.

For the problems in this paper, including the experiments are limited by the
size of the dataset, resulting in a weak generalization of the model. And the
constructed dataset is limited by the quality of the translation model, which is
not accurate enough in the translation process, and the possibility of reducing
the complexity of the model has not been carefully studied. The next work will
consider incorporating multilingual external knowledge to solve the low resource
problem.
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Abstract. Sequential recommendation has important applications in
many fields that need to predict users’ intentions from their histori-
cal behavior. Modeling for sequential recommendation is a challenging
problem. In particular, Bert4Rec uses deep bidirectional self-attention
to model, which solves the limitations of one-way modeling from left to
right. However, it can still be optimized in terms of short-term feature
extraction of users’ behavior sequences and enhancing the distinguisha-
bility between recommended items. To address these limitations, we pro-
pose a sequential recommendation model called TR-BERT4Rec-CNN,
based on the Bert4Rec. To fully extract the features of users’ behavior
sequences, we design a convolutional layer to extract the local depen-
dencies for the hidden dimension of input data and extract the potential
relationships for the sequence dimension of input data. To enhance the
discriminability of items, we use a triplet loss to fine-tune our model. We
conduct experiments on the Scholat-courses and the MovieLens datasets.
Experiments show that our model outperforms the methods commonly
used in recent years.

Keywords: Sequential Recommendation · Bert4Rec · Convolutional
Layer · Triplet Loss · SCHOLAT

1 Introduction

Techniques involving sequential recommendation systems have emerged in an
endless stream in both industry [1,2] and academia [3,4]. The goal of general
recommendation systems is to focus on long-term user behavior patterns. In con-
trast, sequential recommendation systems focus on predicting users’ short-term
preferences by using the behavior sequences as “context”. Since users’ behavior
is dynamic and evolving, users’ subsequent behavior is influenced by historical
behavior. For example, if a user has recently taken a computer-related course on
MOOC, the user will likely take a course in the computer field in the future.

Due to the infinite potential value of sequential recommendation in the future,
it has attracted many researchers. Researchers have proposed various sequential
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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recommendation algorithms. [5] based on Markov chains, predicting the user’s
next interaction through the historical behavior, successfully describe short-term
item recommendations but are challenging to model complex relationships. The
methods [6,7] based on RNNs try to mine all previous behaviors with hid-
den states, which is used to predict the next behavior. However, they require
vast amounts of data for training on dense datasets. In addition, Caser [8] used
Convolutional Neural Network(CNN) and Latent Factor model(LFM) to obtain
short-term behavioral patterns of users, which paid more attention to short-term
behavior patterns compared to the user’s general preferences. But it was essen-
tially one-way modeling, only considering information in one direction. Recently,
a new model, Transformer, has achieved excellent results in multiple domains.
Thus some researchers have used the self-attention mechanism for sequential
recommendation[9,10]. Bert4Rec [11] used deep bidirectional self-attention to
model, which solves the limitation of one-way modeling from left to right. Com-
pared with the Caser model, the processing of the initial input sequences is
slightly insufficient.

Inspired by these models, we consider combining the advantages of Caser
and Bert4Rec, using the self-attention mechanism and CNN for modeling. On
the other hand, we optimize the recommendation performance by increasing the
discriminability between recommended items. So we use a fine-tuning technique
based on triplet loss [12] and a behavioral sequence feature extraction technique
to improve the model’s performance.

In this paper, our main contributions are as follows.
First, vertical and horizontal convolutional filters are applied to the input

sequence to capture short-term behavioral relationships in sequences.
Second, we introduce the triplet loss function technique for fine-tuning, which

enhances the distinguishability between items in the model, resulting in better
model performance.

2 Related Work

2.1 General Recommendation

Early recommendation systems are typically modeled based on Collaborative
Filtering (CF [13]), focusing on using users’ historical long-term preferences to
predict their preferences. Matrix Factorization (MF) mined potential informa-
tion to represent users’ preferences and attributes and estimates similarity by the
inner product of user and item vectors. Based on Item Similarity Models (ISM
[14]) is another branch, where PALAM [15] model uses a two-margin ranking loss
and an adaptive margin to learn the relationship between items, and shortens
the distance between similar users and items. Recently, deep learning has been
applied to the recommendation, and various new technologies have emerged,
NCF [16] learned user-item interactions via Multilayer Perceptron, CDAE [17]
used implicit feedback data to model users’ preferences to make top-N recom-
mendations.



Convolutional Self-attention Network for Sequential Recommendation 247

2.2 Sequential Recommendation

Sequential recommendation attempts to understand and model continuous user
behavior, user-item interactions, and changes in user preferences and item pop-
ularity over time. Early sequential recommendations relied on Markov chains
[5], which can capture sequential patterns from historical user interactions but
are challenging to model complex relationships in behavior sequences. Caser [8]
used Convolutional Neural Network to model behavior sequences, and then [33]
further improved it by increasing the reception area through an expanded con-
volutional network. The above two methods can tap into the recent behavior
patterns of users through their behavior. On the other hand, sequential rec-
ommendation models based on Recurrent Neural Network is more suitable for
dealing with long sequence data. GRU4Rec [18] is a session-based model that
models click sequences through gated recurrent units (GRU[19]), which can mine
long-term relationships of sequences and improve Top-N recommendation perfor-
mance. Recently, the self-attention mechanism gets achieved outstanding results
in several fields, such as text classification [20,21] and machine translation [22],
and has also been applied to sequential recommendation systems. SASRec [23] is
nearly ten times faster in sequential recommendation compared to earlier RNN
approaches, mainly due to the attention mechanism. But it is still one-way mod-
eling, which can only extract sequence information from left to right. Recently,
Bert4Rec [11] used a deep bidirectional self-attention network to process behav-
ior sequences, addressing the limitations of one-way modeling. Recently, com-
parative learning has also made some progress in sequential recommendation.
Cl4srec [24] proposes to extract the self-supervisory signal from the original
data by using the comparative learning framework and use data augmentation
methods to construct comparative learning tasks.

3 Model Design and Architecture

3.1 Problem Formulation

In sequential recommendation, given a set of m items and n users, the next item
of interest to the user is predicted by the sequence of any length generated by
the interaction between the users and the items in a certain period.

si = (vi1, vi2, . . . , viT ) , 1 ≤ i ≤ n (1)

where viT represents the index of the Tth interaction of user i with the items.
The si with length T represents the length of the interaction sequence between
user i and the T items, and the sequence is arranged in time order. The length of
the interaction sequences may be different for different users. To keep the length
of interaction sequences as T , we can add padding to the sequences with a fixed
flag.
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Fig. 1. TR-Bert4Rec-CNN model architecture, including CNN layer, Transformer layer
and loss function module.

3.2 Model Architecture

In this paper, we propose a sequential recommendation model called TR-
Bert4Rec-CNN, based on Bert4Rec. As shown in Fig. 1a, the TR-Bert4Rec-CNN
contains three modules: CNN layer, Transformer layers, and loss function mod-
ule. We design a convolution layer, roughly divided into two parts. Firstly, we
perform a conv1d convolution operation in the direction of the sequence dimen-
sion of the input data, set the size of the convolution filter to an appropriate size
according to different datasets, and set the strides to 1 to ensure that the output
dimension is consistent with the input data dimension. Then we perform the
same conv1d convolution in the direction of the hidden dimension of the input
data to ensure that the output dimension is consistent with the input dimension.
We propose such a convolutional layer to focus on capturing the local dependen-
cies of the input sequences and mining the potential short-term relationships.
Bert4Rec only uses the cross-entropy loss to optimize the model. Although it
does get stable output, to enhance the discriminability between recommended
items, the model is further fine-tuned by introducing triplet loss after training
the model with the cross-entropy loss. As shown in Fig. 1b, the Transformer layer
contains multiple sub-layer structures.
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Fig. 2. CNN Layer

3.3 Convolutional Layer

We leverage the success of CNN in extracting local features from images and
natural language processing [25] domains. Our method draws on the idea of CNN
and uses convolution filters to extract local features of input behavior sequences,
capturing short-term behavior patterns. As shown in Fig. 2, we perform two
convolution operations. Firstly, the “vertical filter” captures short-term patterns
between behavioral sequences. This filter is represented by h ∗ m matrices, where
h represents the hidden dimension of the sequence, m represents kernel size,
and H in the figure represents the number of convolutions filters. Secondly,
the “horizontal filter” is able to capture the local dependencies of the hidden
dimension in the sequence. This filter is represented by n ∗ s matrices, where s
represents the sequence dimension of the input data, n represents kernel size,
and S represents the number of convolution filters.

3.4 Transformer Layer

As shown in Fig. 1b, a Multi-Head Attention sub-layer and a Position-wise Feed-
Forward sub-layer are the main structures of the Transformer layer. The Multi-
Head Attention network [26] can combine the feature information learned from
different head parts, and the complex structure of the network can capture the
entire user’s behavioral interaction. In fact, learning by stacking self-attention
layers can achieve better results. However, as the number of layers of the network
increases, the training process becomes increasingly difficult. We use the residual
connection [27] network to alleviate the vanishing gradient. In addition, the
output of the sub-layer will have dropout applied and then normalized to it.
The Position-wise Feed-Forward layer [26] acts separately on the output vectors
of the attention layer at each position. It is able to impart nonlinearities and
interactions between different dimensions to the model.

3.5 Fine-Tuning Technique Based on Triplet Loss

As in Fig. 1b, use triplet loss to further optimize the model, so that there is a more
obvious distinction between items, and the model has a better recommendation
effect. In particular, we do not use triplet loss for model training at the beginning
of the model training, but use triplet loss to further optimize the model after
training with the cross-entropy loss.
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The embedding is represented by f(x) ∈ R
d. Items x are embedded in a d-

dimensional space. We hope that the distance between the item xa
i (anchor) of

a specific target and all other items xp
i of the same target is closer than that of

any items xn
i (negative) of any other target.

N∑

i

[
‖f (xa

i ) − f (xp
i )‖22 − ‖f (xa

i ) − f (xn
i )‖22 + α

]

+
(2)

where α is a hyperparameter representing the margin between positive and neg-
ative pairs.

For triplet loss to be used in our model, we need to make changes to Eq. 2
to fit our model.

L =
N∑

i

[
‖target (xp

i ) − f (xp
i )‖22 − ‖target (xp

i ) − f (xn
i )‖22 + α

]

+
(3)

where target (xp
i ) represents the one-hot code for xp

i .

4 Experiments and Result

4.1 Dataset Description

Two datasets, MovieLens (MovieLens 1 m) and Scholat-courses, are used to eval-
uate our models. The MovieLens dataset contains up to 6,040 users, 3,420 movie
data, and 9,996,111 user interactions, which is a benchmark dataset for evalu-
ating sequential recommendations. The Scholat-courses dataset consists of data
from SCHOLAT+ student course selections, which contain 1,796 students, 720
courses, and 30,192 user interactions. According to the user’s interaction records,
these interaction records are sorted according to their timestamp to construct
the user’s interaction sequences. The dataset follows the common strategy [16],
and the length of our users’ interaction sequences is at least 7.

4.2 Dataset Preparation

Before model training, we need to process the dataset. Divide the dataset into
a training set, a validation set and a test set. To guarantee data leakage in
the validation set, the training data needs to appear before the validation set.
Therefore, the test set is composed of the last item of the sequence, the validation
set is composed of the penultimate item of the sequence, and the other parts are
made as the training set. To avoid heavy computation, we follow the common
strategy [16] to choose 100 negative items based on the popularity of each user.
Our task becomes ranking the real item with these 100 negative items.
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4.3 Evaluation Metrics

We evaluate the performance of the model using the following evaluation met-
rics, including Hit Rate (HR), Mean Reciprocal Rank (MRR), and Normalized
Discounted Cumulative Gain (NDCG).

HR =
1
N

N∑

i=1

hits(i) (4)

where N denotes the length of the recommended sequences and hits(i) denotes
whether the item of interest to the user is hit at the ith position of the recom-
mendation sequences.

NDCG =
1
N

N∑

i=1

1
log2 (pi + 1)

(5)

where pi indicates whether the ith position of the recommendation sequence is
for the user’s real access value. If yes, the value of pi is i, otherwise, pi → ∞.

MRR =
1
N

N∑

i=1

1
pi

(6)

The meaning of pi is the same as in Eq. 5, where Eq. 5 and Eq. 6 are concerned
with finding these items in a more prominent position for the user, emphasizing
“sequential”.

4.4 Comparative Methods and Implementation Details

To verify the feasibility of our method, we use the following methods for verifi-
cation.

• Caser [8]: Modeling with CNN in horizontal and vertical directions respec-
tively.

• Bert4Rec [11]: The deep bi-directional self-attention network is used to deal
with the complex relationship between sequences, addressing the limitations
of one-way modeling.

We implement TR-Bert4Rec-CNN with PaddlePaddle. All parameters in the
model are initialized with a normal distribution, and the range is [-0.05, 0.05].
Based on the Adam [24] function training model, we set the learning rate of
1e-4, β1 = 0.9, β2 = 0.999, and �2 weight decay of 0.01. Furthermore, we set the
value of Transformer layers K=2 and the head value h=4, the sequence length of
MovieLens is N=200, and the sequence length of Scholat-courses is N=50. The
hidden dimension of input data is H=128. The “vertical filter” is represented by
h ∗ m matrices, where the value of his equal to H, and M = 3. The “horizontal
filter” is represented by n ∗ s matrices, where the value of sis equal to N, and n
= 3. All models are trained from scratch on NVIDIA Tesla V100 GPU without
pre-training.
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4.5 Experimental Setup

We conduct a total of three sets of experiments. The first group of experiments is
an overall performance comparison: our method is compared with other methods.
The second group of experiments is to explore whether the model is affected by
the value of the margin of the triplet loss. The third group of experiments is
ablation experiments to verify the effect of the CNN layer and triplet loss.

Table 1. Performance comparison of different models for predicting the next interactive
item. Bold values represent the best.

Datasets Metric Caser Bert4Rec TR-Bert4Rec-CNN

MovieLens HR@1 0.2064 0.2821 0.3001
HR@5 0.5223 0.5705 0.5886
HR@10 0.6547 0.6857 0.6982
NDCG@5 0.3778 0.4340 0.4534
NDCG@10 0.4324 0.4713 0.4889
MRR 0.3515 0.4160 0.4345

Scholat-courses HR@1 0.4153 0.5311 0.5472
HR@5 0.6541 0.7983 0.8140
HR@10 0.7916 0.8511 0.8528
NDCG@5 0.5823 0.6665 0.6927
NDCG@10 0.6138 0.6839 0.7054
MRR 0.5717 0.6437 0.6612

4.6 Overall Performance Comparison

The experiment aims to compare the overall performance of TR-Bert4Rec-CNN
with other models. Comparison experiments are performed on two datasets
using three models Caser, Bert4Rec, and TR-Bert4Rec-CNN. We remove the
NDCG@1 performance metric in the experiment since NDCG@1 and HR@1 are
equal. To ensure fairness, we use the best parameters for all experiments. As
shown in Table 1, the highest performing value in each row is highlighted in
boldface. Experiments show that our proposed TR-Bert4-CNN model performs
best. The scores on the Scholat-courses dataset are generally higher than the
MovieLens dataset, mainly due to the strong backward and forward logic of
students’ course selection sequences on the Scholat-courses dataset. Our model
introduces a triplet loss with a margin hyperparameter. The effect of this hyper-
parameter on the model is unknown, so we set up an experiment to verify the
effect of the margin on the model.

4.7 Impact of Margin of Triplet Loss

To investigate the influence of the value of the margin of the triplet loss function
on the model, we experiment on the Scholat-courses dataset for different margins.
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In Eq. 2, the margin of triplet loss is denoted as α. We record the final results
of the model with different parameters by continuously changing the value of α
in triplet while controlling the model as a whole to be unchanged. As shown in
Fig. 3, the performance of the model is affected by different α. When the α is
0.5, the evaluation metric of the model is the best. When the α is too large, the
model’s performance will degrade. From the results, our recommendation is to
set the α to 0.5.

Fig. 3. Values of HR@1 and HR@5 in Scholat-course with different margins.

4.8 Ablation Study

We set up an ablation experiment to investigate the effectiveness of various
modules in the model, which includes exploring the effect of the introduced
CNN layer and the effect of the introduced triplet loss.

The Effect of Convolutional Layer. The experiment aims to explore the
effect of convolutional layers in our model. Comparing the original Bert4Rec
and Bert4Rec-CNN on MovieLens and Scholat-course datasets. As shown in
Table 2, the Bert4Rec-CNN outperforms Bert4Rec in overall performance on
both datasets, proving that the CNN module can indeed optimize the recom-
mendation performance of the model.

The Effect of Triplet Loss. The purpose of the experiment is to explore the
effect of triplet loss in our model. As shown in Table 2, we compare the Bert4Rec-
CNN and TR-Bert4Rec-CNN on MovieLens and Scholat-course datasets. For the
convenience of observation, Fig. 4 shows the experimental results of Bert4Rec,
Bert4Rec-CNN, and TR-Bert4Rec-CNN using HR@5 indicators. We find that
the TR-Bert4Rec-CNN outperforms the model Bert4Rec-CNN in several metrics
in both datasets. Although in the case of the HR@10 indicator of the Scholat-
course dataset, it appears to be slightly lower than the Bert4Rec-CNN, in most
cases, it can improve the model’s performance. Overall, the triplet loss function
we introduced improves the evaluation metrics, demonstrating the effectiveness
of the triplet loss.
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Table 2. Performance comparison of Bert4Rec, Bert4Rec-CNN and TR-Bert4Rec-
CNN.

Datasets Metric Bert4Rec Bert4Rec-CNN TR-Bert4Rec-CNN

ML-1m HR@1 0.2821 0.2912 0.3001
HR@5 0.5705 0.5758 0.5886
HR@10 0.6857 0.6909 0.6982
NDCG@5 0.4340 0.4407 0.4534
NDCG@10 0.4713 0.4781 0.4889
MRR 0.4160 0.4233 0.4345

Scholat-courses HR@1 0.5311 0.5342 0.5472
HR@5 0.7983 0.8056 0.8140
HR@10 0.8511 0.8539 0.8528
NDCG@5 0.6665 0.6886 0.6927
NDCG@10 0.6839 0.7004 0.7054
MRR 0.6437 0.6597 0.6612

Fig. 4. Comparison(HR@5) of three models on two datasets: our models can improve
the performance compared to the original Bert4Rec.

5 Conclusion

In this paper, we design a TR-Bert4Rec-CNN model based on Bert4Rec. The
convolutional layers used by this model sequentially extract horizontal and ver-
tical features from the input sequence, capturing the local dependencies of the
behavior sequences. Furthermore, the triplet loss is used to optimize the model
to make the recommended items more discriminative, which leads to better rec-
ommendation performance of the model. Experiments show that our model over-
all outperforms other models in MovieLens and Scholat-course datasets. In the



Convolutional Self-attention Network for Sequential Recommendation 255

future, one direction is to use model ensemble methods and knowledge distilla-
tion methods to further optimize models for online deployment. Another valuable
direction is that we will investigate the integration of rich item features (e.g.,
user personal information, the course content) for modeling.
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Abstract. Learning behavior is the key factor to promote the occurrence of effec-
tive learning. Analyzing learning behavior pattern is helpful to understand the
common learning behavior of different types of learners. This paper introduces
the application of traditional process mining methods such as Sequence Miner,
HeuristicsMiner and InductiveMiner in the area of learning behavior analysis. The
shortcomings of these methods are also analyzed. To overcome their shortcom-
ings, a method of local process mining-based learning behavior pattern analysis
is proposed in this paper. Comparative experiments based on real data sets are
performed to verify its effectiveness.

Keywords: Local process mining · Learning behavior · Behavior pattern

1 Introduction

Process mining (PM) is to extract new insights from event log [1], and educational
process mining (EPM) refers to its application in the field of education. EPM usually
mine learning behavior through the analysis of event log to build process model base
on process discover [2], it combines data analysis, modeling and insights of the edu-
cational process, bridging the gap between educational data mining and educational
science [3]. Learning behavior is the key factor to promote the occurrence of effective
learning. Analyzing learning behavior pattern (LP) is helpful to understand the common
learning behavior of different types of learners. Martinez et al. [11] applied sequence
mining method to process the behavior data of students solving problems on interactive
desktops, and obtained the frequent behavior sequences of students as their learning
behavior patterns. On the one hand, these patterns can only describe the sequential rela-
tionship between activities, not the complex relationship such as parallelism between
activities. On the other hand, traditional process mining algorithms such as heuristics
miner (HM) and inductive miner (IM) are widely used in learning behavior data analysis
to automatically extract learning process models. Although these learning process mod-
els can describe complex relationships such as parallelism, they can’t explicitly express
common learning behavior patterns, and manually extracting learning behavior patterns
from process models is time-consuming and error-prone.
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In recent years, some process mining algorithms have emerged that can extract
frequent sub-processes from process models, w-find [12], local process mining (LPM)
[13] and WoMine algorithm [14] are three representative algorithms. Inspired by this,
this paper tries to apply this kind of algorithm to mine learning behavior patterns, that
is, to extract frequent sub-processes which contain the parallelism and other complex
relationships between activities from the historical data.

The main contributions of this paper include:

(1) This paper analyzes the shortcomings of two kinds of traditional process mining
algorithms in analysis of learning behavior pattern.

(2) This paper applies the Local Process Mining in the field of education for the first
time, proposes a method of local process mining-based learning behavior pattern
analysis.

2 Preliminaries

Definition 1 (Event log). An event e consists of activity, ID, timestamp and some
attributes related to the occurrence of the event. A trace is a sequence σ = < e1,
e2,…,en >, each trace corresponds to an execution of a process. An event log L is a set
of traces, L = {σ 1, σ 2,…,σm}.

Definition 2 (Petri net. [1]). A Petri net is a triple N = (P, T, F) where:

• P is a finite set of places;
• T is a finate set of trasition;
• F(flow relation) is the set of directed arcs, F ⊆ (P × T ) ∪ (T × P).

Definition 3 (Learning Behavior Pattern). LetN= (P, T, F) be a Petri net as a process
model. A connected sub-model represented by the Petri net P = (P’, T’, F’) is a pattern
of N if and only if:

• P’ ⊆ P, T’ ⊆ T, F’ ⊆ F;
• The frequency of P FP ≥ Fs, Fs is a value set by user.

The patterns obtained by the process model which mined by learning behavior event
log is the learning behavior patterns.

3 Analyse Learning Behavior Pattern by Local Process Mining

3.1 LBPA Method

Local process mining can be positioned between process mining and sequence min-
ing, it can mine behavior patterns containing complex relationships such as sequence,
parallelism, selection, and looping like traditional process mining [13]. Process mining
focuses on the all process model from the beginning to the end. Sequence pattern min-
ing only considers frequent sequences containing sequential relationships as behavior
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patterns, and doesn’t consider other relationships between activities. The behavior pat-
terns obtained by local process mining is a subset of the whole process model, which
also contains sequence, parallelism, selection, and looping relationships. The steps of
the method of local process mining-based learning behavior pattern analysis(LBPA) are
shown in Algorithm 1.

In the LBPA method, the first step is to obtain the set Activity = {a1, a2, a3,…,an},
an ∈ e, Activity contains all the unique activities in the event log.

The second step is to construct a candidate set of learning behavior pattern (LP) CM
= {LP1, LP2, LP3,…, LPn} according to the Activity. LPi is a process tree, which is
used to represent a learning behavior pattern. The LPi in the initial CM is constructed
from ai.

Steps 5–11 are to select the learning behavior patterns that meet the set conditions
fromCM. After adding them to the SM, expand each LP in the SCM. Then go to step 5 to
select the LP that meet the set conditions and add them into SM. The loop stops when the
SCM is empty or when the maximum number of iterations max_iteration is reached. The
10th step is to expandLP and use the expanded theLP inSCM as a newCM, and delete the
unexpandedLP. The expansion ofLP is to search the learning activities from log that have
sequence, parallelism, and looping relationships with learning activities contained in the
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current LP and its frequency of occurrence meets the minimum frequency requirement,
then add it to the LP.

The 12th step is to delete the LP contained by other LP in the SM to avoid the
redundancy of the LP in the SM. Finally, in order to make the result easy to understand,
the 15th step converts the process tree into the form of Petri net.

3.2 Application Analysis

The commonly used traditional process mining methods can be divided into two cate-
gories: 1)heuristics miner (HM) [6–9]; 2) inductive miner (IM) [5, 10–12]. This paper
will apply these two process mining methods to compare with LBPA base on real data
set.

The data set selected in this paper comes from the log data of 46 undergraduates
learning Digital Circuit course on the learning platform of a university. The data set
contains a total of 5385 behavior records, involving 8 types of learning activities. Data
attributes include student ID, learning activity name, time stamp, and number of mouse
and keyboard operations. Since the names of the learning activities stored in the logs are
difficult to understand, to increase the readability of the model, the learning activities
need to be coded first, as shown in Table 1.

Table 1. Coding scheme of learning activities

Learning activity Code Interpretation of Learning Activities

Task analysis Read Read the exercise questions and requirements

Do the task Exercise Do a simulation exercise

Discuss or write reports Editor Use text editor

Results test Test Test simulation results

Adjust the parameters Adjust Adjust simulation parameters

View Study Materials Study Take relevant courses

Managing Learning Materials Manage Upload or download learning materials

Other activity Other It may be doing activities unrelated to the course

Heuristics Miner. This paper uses ProM to obtain direct follow graph(DFG), depen-
dency graph and C-net based on HM, as shown in Fig. 1.

In Fig. 1(a), the dependency graph only supports the analysis of the dependencies
between learning activities, and cannot obtain the learning behavior patterns. In Fig. 1(b),
the connection between the two edges in the figure indicates that the two learning activ-
ities have parallelism relationship. Therefore, C-net only supports the analysis of the
sequence, parallelism and looping relationships between learning activities. In Fig. 1(c),
the direct follow graph only supports the analysis of the follow frequency.
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(a)                                 (b)

(c)
Fig. 1. Process model obtained by heuristics miner

In short, the three process models obtained by the HM algorithm can interpret learn-
ing behaviors from different perspectives. Although the model can be simplified by
setting thresholds, it is still impossible to directly obtain the learning behavior patterns.
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Inductive Miner. This paper uses the Inductive visualMiner plug-in in ProM to realize
the application of the inductiveminer. The process model obtained by this plug-in named
IvM Model, which is more intuitive than the process tree.

In Fig. 2, IvM Model can represent all learning behaviors. There are 8 nodes repre-
senting learning activities in the model, 7 of which have an edge representing a looping,
and another node has an edge representing skipping the learning activity in addition to
an edge representing a looping, and the learning activities are presented in the form of
parallelism relationships. Therefore, the IvM Model only supports the analysis of the
overall participation in learning activities, and is still not suitable for mining learning
behavior patterns.

Fig. 2. Process model obtained by inductive miner

LBPA. This paper uses the local process mining plug-in in ProM to apply the LBPA.
After deleting behavior patterns related to unknown activities such as Blank and Other,
several of learning behavior patterns are shown in Fig. 3. The behavior patterns are
represented by Petri Net, and the black rectangles in the figure represent invisible tasks.

As can be seen from Fig. 3, the first learning behavior pattern of the students in
this course is: first read the analysis task (Read), and then download the learning mate-
rials (Manage) from the learning management software or directly enter the task to
adjusting the parameter settings tasks required (Adjust), the second learning behavior
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(a)

(b)

(c)

)e()d(

Fig. 3. Process model representing learning behavior patterns

pattern is: after adjusting the parameters (Adjust), Exercise is continuously performed,
the third learning behavior pattern is: after the result test (Test), Exercise is continu-
ously performed, the fourth learning behavior pattern is: after performing the result test
(Test) and then using the text editor (Editor) continuously, it is possible to seek help,
the fifth learning behavior pattern is: after the reading analysis task (Read), Exercise is
continuously performed.

The above five learning behavior patterns are also reflected in the direct following
graph obtained by the HM algorithm, but the direct following graph only presents the
direct following relationship. Therefore, compared with the traditional process mining
algorithm, the LBPA can analyze the learning behavior patterns in the learning behavior
data without manual analysis.

The comparison of these methods is shown in Table 2.
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Table 2. Characteristics analysis of traditional process mining algorithms

Heuristics Miner Inductive
Miner

LBPA

Model Dependency
graph

C-net DFG IVM model Local process
model

Support
relationship

Dependencies Sequence
parallelism
looping

Frequency
sequence

Frequency Sequence
parallelism
looping

Model
representation

All process All process All Process All process Sub-process

4 Conclusion

Although there are process mining and sequence mining to mine learning behavior
patterns in existing research, these two methods still have shortcomings. Process mining
focus on the entire process model from the beginning to the end, and it is difficult to
analyse learning behavior patterns by traditional process mining. The sequence mining
can only obtain sequences that only represent the sequence relationship, and cannot
obtain the real learning behavior pattern. TheLBPAmethod canobtain amore convincing
result, which contains sequence, parallelism, looping relationships.

This paper compares the application characteristics of three process mining algo-
rithms through real cases. It is found that different process mining algorithm supports
different analysis perspective of learning behavior data, therefore, in the future, several
process mining algorithms can be combined, and applied in the analysis of learning
behavior data, so that the results obtained by these process mining algorithms can com-
plement each other and the learning data can be understood from multiple perspectives.
In practical applications, it is not limited to these several process mining algorithms,
multiple process mining algorithms can be combined and applied according to require-
ments. The idea of this combined application process mining algorithm can provide a
reference for subsequent research work on educational process mining.
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Abstract. Frequent Itemset Mining (FIM), as an effective means of dis-
covering related information or knowledge, has high time and space com-
plexity. However, in the era of big data, data shows distributed charac-
teristics and dynamic growth, which brings greater challenges to frequent
itemsets mining. Considering that the data in the practical application
field usually involves different concept hierarchies and granularity, the
multi-scale concept is introduced into the incremental mining process of
frequent itemsets to avoid the huge overhead of rescanning the dataset
and adjusting the tree structure in the maintenance process. Simultane-
ously, in order to effectively deal with large-scale and massive data, a
memory-effective parallel incremental FIM algorithm is proposed based
on Spark parallel computing platform, which can ensure the load balance
of the node calculation as much as possible by estimating the load of each
group. And in the RDD caching strategy of the parallel algorithm, factors
such as RDD access frequency and cost are comprehensively considered
to reduce the memory occupancy rate and the recalculation of RDDs
with high computational cost. Extensive experimental results verify that
the memory-effective parallel algorithm has good scalability and high
efficiency.

Keywords: Frequent itemsets mining · Incremental data mining ·
Spark · RDD caching strategy · Load balance

1 Introduction

Association rule mining, as a main research field of data mining, can find the
relationship and correlation between transactions in a large amount of data.
Frequent itemset mining (FIM), as a key step of association rule discovery, has
high temporal and spatial complexity, so it has attracted extensive attention in
the field of data mining and various practical application fields.

Nowadays, the rapid development of the Internet of Things and mobile tech-
nology has made the dataset constantly updated and rapidly expanded, and the
performance of FIM has been severely challenged. On the one hand, continuously
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updated data will change the pattern distribution of the original database. There-
fore, effective incremental FIM mining will help to extract the latest valuable
information from dynamic datasets. On the other hand, the excessive amount
of data renders traditional stand-alone computing power incapable of meeting
users’ high-performance resource requirements. Therefore, the effective integra-
tion of distributed computing and incremental mining technology has become a
research hotspot [3,20,22].

This study combines the multi-scale theory to accelerate the update process
of frequent itemsets. It uses the correlation between different scales to realize
indirect pattern mining, which largely avoids the rescanning of the dataset and
the continuous adjustment of the tree structure. At the same time, in order to
break through the limitations of single-machine resources for big data processing,
a distributed solution based on the in-memory computing platform–Spark was
developed. The solution uses effective load balancing and caching strategies to
further accelerate the incremental update of frequent itemsets.

The main contributions of this study are summarized as follows:

• The multi-scale theory with hierarchical concept is introduced into our incre-
mental FIM algorithm. The final frequent itemsets are directly updated based
on the relationship among datasets of different scales, instead of re-scanning
the updated datasets and adjusting the tree structure to re-execute the min-
ing process.

• The Spark platform is adopted to accelerate frequent itemsets mining with
high spatiotemporal complexity and continuous iteration. In the proposed
parallelization scheme, the concept hierarchical characteristics of multi-scale
are used to complete the balanced grouping to balance the calculation amount
of each computing node.

• In order to make full use of memory to improve cluster efficiency, a low cost
double execution replacement policy (LCDERP) is proposed, which compre-
hensively considers the number of reliances and the cost of generation during
the RDDs conversion process.

• Extensive experimental results on real-world and synthetic datasets demon-
strate that the proposed parallel incremental algorithm based on Spark cluster
is efficient and scalable.

2 Related Work

2.1 Parallel Incremental FIM

Faced with the rapid expansion of the current data volume, the algorithms under
a single machine are slightly inferior in terms of operating efficiency and scala-
bility.

Aiming at the dilemma of parallel frequent itemsets mining for dynamic
datasets, Xu et al. proposed an incremental balanced parallel algorithm PFUP
[17], which uses overlapping data partitions to effectively improve the data par-
allelism among the computing nodes. In order to fully and effectively utilize the
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computing power of the cluster node processors, parallel algorithms of shared-
memory multithreads have been studied to improve algorithm throughput [4].
The era of big data has given birth to new advanced computing platforms, which
have been effectively and widely used. Sun et al. proposed a new FCFP-Tree
structure (i.e., Full Compression Frequent Pattern Tree) and an effective tree
structure adjustment strategy to speed up update of frequent itemsets based
on MapReduce computing platform [14]. However, FCFP-Tree maintains the
information of all itemsets, resulting in high space overhead. Recently, a new
incremental conditional pattern tree (ICP-tree) was developed, which retrieves
the corresponding mining results from the original dataset, and then efficiently
mines the final frequent itemsets from the newly added dataset and the ICP-tree
based on them [15]. The focus of this research is on how to avoid duplicating scans
of the original dataset as much as possible. But it still follows the traditional tree
structure. A novel parallel FIM algorithm MapReduce-based (MR-PARIMIEG)
was proposed, which used information entropy and genetic algorithm [10].

Spark, as an emerging platform of big data processing framework, inherits
the advantages of Hadoop [2]. And its powerful processing capabilities based on
memory computing have attracted widespread attention. A hybrid frequent item-
set mining (HFIM) algorithm is proposed based on Spark, which takes advantage
of the vertical layout of the dataset to cope with complex iterative scans [13].
Experiments have verified that this vertical structure layout makes it more effi-
cient. Yu et al. gave an incremental solution based on the classic Apriori on the
Spark platform, which tries to reuse the calculation results of the original dataset
to update the frequent itemsets, thereby avoiding a large number of redundant
calculations [21]. A distributed frequent itemset mining method SWEclat is pro-
posed for massive flow data on Spark [16], which utilizes sliding windows to deal
with streaming data.

2.2 Spark Caching Mechanism

Spark is a framework based on memory computing, so the performance of
the overall Spark framework directly depends on the effective use of memory
resources. So, its development team has been continuously optimizing the Spark
memory management module. For example, the UnifiedMemoryManager (uni-
fied memory management) memory management model was added in Spark 1.6
version [1].

In order to adapt to various practical applications, Li et al. proposed a dis-
tributed file system (i.e., Tachyon) [8], which is located between the computing
layer and the storage layer and can be simply understood as a Cache system.
Tachyon achieves better operating efficiency through more detailed storage hier-
archy division. However, when the system’s memory resources are insufficient,
LRU (Least Recently Used) is still used for cache replacement. Jiang et al. pro-
posed a method of compressing datasets cached in memory, so that memory
resources can be fully utilized [6]. However, in the actual data processing pro-
cess, both compression and decompression operations will be accompanied by a
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large consumption of CPU resources, which will affect the efficiency of applica-
tion execution. Koliopoulos et al. proposed a mechanism for the Spark framework
to automatically determine the cache level [7]. The mechanism is designed based
on the ratio of storage memory size to disk size. However, when the ratio is below
a certain threshold, the mechanism does not choose to cache data in memory,
although there is still a small amount of free space in memory. Inagaki et al.
gave an adaptive data caching strategy to alleviate frequent I/O operations that
interact between memory and disk [5]. Xu et al. designed and developed Dagon,
a middleware that exploits the complexity and heterogeneity of DAGs to jointly
perform task scheduling and cache management [18]. Dagon makes full use of
data dependencies to avoid significant cache misses and performance degrada-
tion. Seongsoo Park et al. developed a cost model based on multiple representa-
tive inputs and an execution flow analysis scheme based on DAG scheduling to
select the most dominant candidates among intermediate results to cache [12]. In
the subsequent execution process, the best cache selection will be automatically
completed.

In summary, the research on Spark’s memory caching mechanism is still in its
infancy. Existing weight-based cache replacement algorithms often involve the
following defects: inaccurate weight calculations, incomplete considerations, and
insufficient measurement methods, which profoundly affect the hit rate of the
cache and the efficiency of job execution.

3 Incremental Frequent Itemsets Mining Based
on Multi-scale

3.1 Related Definitions of Multi-scale

As an objective phenomenon, multi-scale can reflect the internal structure and
essential characteristics of data objects from different perspectives and aspects.
Broadly speaking, the scale is the unit or measurement of the research object.
When investigating the data from a certain level or perspective, the data objects
will cover a specific set of attributes involving the level. And, the collection of the
attribute set usually have a conceptual hierarchy structure with a clear partial
order relationships [11]. The analysis based on multi-scale theory is to divide the
dataset according to the conceptual hierarchy to obtain the conclusion corre-
sponding to the dataset of this scale, and then derive and convert the conclusion
to the dataset of other scales. For incremental frequent itemset mining, scale
conversion can avoid repeated scanning and recursive mining of the database.
To effectively cope with incremental FIM mining of dynamic and massive data,
multi-scale theory is introduced into this study. The concepts involved are given
as follows.

Definition 1. Lower scale (upper scale).
Hi and Hj are two conceptual hierarchies in the datasets. If Hi < Hj (Hi <

Hj), the dataset divided by Hi is the lower scale (upper scale) compared to the
dataset divided by Hj
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In the above definition, the concept of upper and lower scale is relative.
Generally speaking, the lower scale corresponds to a lower conceptual hierarchy
and smaller granularity, as well as involving a more specific data. The upper scale
divides the conceptual hierarchy into a higher level and has a large granularity,
and contains a larger range of data.

Definition 2. benchmark-scale [19]. In the lower scale divided by the concept
Hi, the sub-dataset in the lower scale dataset is the reference scale dataset, then
the dataset corresponding to Hi is the benchmark-scale, denoted as BS.

Definition 3. Target Scale [19]. When studying an object, the upper scale
dataset of the the BS dataset divided by concept Hj is taken as the target scale
dataset, and its corresponding Hi is taken as the target scale, denoted as TS.

Because of the relationship among datasets on different scales, it is possible
to achieve the indirect mining to obtain the frequent itemsets on another scale
based on the result on one scale, and to update the result according to the
relationship among different scale datasets in the process of data maintenance,
so as to reduce the data processing overhead and improve the mining efficiency.

3.2 The Process of Incremental Frequent Itemsets Mining Based
on Multi-scale

Incremental mining of frequent itemsets involves two cases: frequent items are
transformed into infrequent items, or infrequent items are transformed into fre-
quent items after the dataset is updated. For the second case, the original dataset
needs to be rescanned in order to get the new frequency information of the item.
Simultaneously, the tree structure is also completely disrupted and needs to
be reconstructed again. Thereby, the cost of incremental mining will increase
dramatically. Incremental frequent itemsets mining integrating with multi-scale
theory can quickly update frequent patterns based on the relationship among
the newly added dataset and benchmark-scale (BS) dataset. In this process, the
newly added dataset is regarded as a new benchmark-scale dataset. Thus, the
global frequent patterns corresponding to the upper-scale (TS) can be directly
derived by using lower-scale (BS) frequent patterns. In this way, repeated scan-
ning of the original database and complicated tree structure adjustment costs
are avoided.

In the initial mining stage, the original dataset is divided into different
benchmark-scale datasets according to the concept hierarchy, and the frequent
pattern tree (Fp-tree) is used to mine the local frequent itemsets corresponding
to each benchmark-scale dataset. Then these local frequent itemsets are merged
into global frequent candidate itemsets, which are saved in the candidate itemsets
information table (marked as can_info in Fig. 1). A similarity matrix is con-
structed by calculating the similarity between benchmark-scale datasets. Here,
the calculation of similarity adopts Jaccard similarity. If FIi and FIj respec-
tively indicate the frequent itemsets corresponding to the BS dataset i and j,

then the similarity between them is: Sij =
FIi ∩ FIj
FIi ∪ FIj

.
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In the process of scaling up, if a certain itemset count is missing, that is, it
is judged as an infrequent item during local frequent itemsets mining. Jaccard
similarity is used as the weight coefficient to estimate the approximate frequency
value of some itemsets with missing frequency counts to reduce the impact on
the accuracy of scaling up (See [19] for details). When the missing supports of
these itemsets are filled, the global frequent itemsets will be obtained.

When the dataset is updated, the classic Fp-tree is still used to gener-
ate the frequent itemsets corresponding to the newly added dataset. Then the
can_info is updated according to the frequent itemsets similarity between each
benchmark-scale dataset and the newly added dataset to get the final patterns.
The entire processing flow is shown in Fig. 1.

Fig. 1. Overview of incremental itemsets mining based on multi-scale (Color figure
online)

In the mining process in Fig. 1, the update of the candidate itemsets infor-
mation table (marked blue in Fig. 1) will inevitably cause estimation errors due
to the use of similarity estimation to estimate some missing frequency counts.

4 Multi-scale Incremental Frequent Itemsets Mining
Based on Spark

When all RDDs can be accommodated in memory, Spark can show the best
performance. However, in many practical situations, the memory is insufficient
for large data collections. Many existing parallel FIM algorithms only focus
on the parallelization algorithm itself without considering the caching strategy.
Therefore, we designed a low-cost double execution replacement policy (called
LCDERP) to reduce the memory occupancy rate and high-cost RDD recalcula-
tion.

4.1 Introduction to Parallel Algorithms

Apache Spark uses the memory calculation scheme based on RDDs to allevi-
ate the consumption of Hadoop disk operations, that is, the I/O cost is greatly
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reduced. Relying on the advantages of the Spark cluster, a novel parallel incre-
mental frequent itemsets mining algorithm on Spark is given. The specific steps
are as follows:

Step 1: TextFile is used to read the dataset from HDFS, and the BS dataset
is converted into RDD, which is recorded as TransactionRDD and stored in
memory.

Step 2: Divide TransactionRDD into different partitions according to the
benchmark-scale. In the proposed multi-scale frequent itemset mining process,
the dataset is divided into different benchmark-scale datasets according to the
concept hierarchy, so we adopt the partition strategy based on the concept hier-
archy of muti-scale. The number of partitions is determined by the number of
benchmark-scale datasets, that is, each partition corresponds to a benchmark-
scale dataset.

Step 3: Fp-Growth is applied to each partition to obtain all frequent itemsets
of the corresponding BS dataset, which is denoted as BSDSFrequentItemRDD.

Step 4: The mining results of different partitions are combined to obtain
the candidate itemsets of target scale can_list (< M, itemsets, I, count, sum >),
denoted as CandidataItemRDD.

Step 5: Calculate the similarity between frequent itemsets of each BS to
estimate and update the can_list of each missing itemsets.

Step 6: Filter frequent itemsets based on min_sup and store frequent item-
sets in FI_list (<itemset, count>), denoted as TSFrequentItemRDD.

Step 7: Convert the newly added BS datasets to RDDs and divide them
into corresponding partitions.

Step 8: The Fp-Growth is applied to generate frequent itemsets of each
partitions. Then, the similarity among the frequent itemsets of the new data and
the initial frequent itemsets corresponding to the BS datasets are calculated, and
can_list is updated.

Step 9: According to the updated sum value in the can_list, the frequent
itemsets of the target scale meeting the minimum support constraint are filtered
out.

4.2 The RDD Conversion Process of Parallel FPMSIM Algorithm

Figure 2 shows the RDD conversion diagram of the parallel incremental FIM
algorithm based on Spark. In this process, stage 0 and stage 1 involve the RDD
conversion process of frequent itemset mining of original data, and stage 2 corre-
sponds to the RDD conversion process of incremental mining. Stage 0 transforms
datasets into RDDs through TextFile and divides them into different partitions
based on concept hierarchical grouping strategies, then Fp-Growth is applied to
separately generate itemsets of different partitions. Stage 1 combines the results
of different partitions (BS datasets) to obtain a candidate set of information
(CandidataItemRDD) using “union” operator and estimates unknown counts of
missing itemsets based on similarity. The frequent itemsets (TSFrequentItem-
RDD) of the original dataset (TS dataset) are filtered by the “filter” operator.
Stage 2 first converts the new added dataset into RDDs and divides them into
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Fig. 2. RDD conversion process

different partitions, and get the frequent itemsets of each partition. Then, the
updated candidate itemsets IncreUpCandidataItemRDD are obtained by com-
paring with the corresponding original BS dataset. Finally, the updated frequent
itemset (UpdateFrequentItemRDD) was filtered out.

In the above process, some RDDs need to be reused, such as upcandidateit-
emRDD and BSDSFrequentitemRDD marked in blue in Fig. 2. When the dataset
is updated, the former needs to be updated, and the latter needs to be compared
with the frequent itemsets of the newly added dataset. Moreover, they are gen-
erated by various benchmark-scale datasets, and the generation cost is relatively
high. Caching them can avoid recalculations caused by the release of intermedi-
ate results due to insufficient memory during subsequent calculations. In order to
avoid the additional computational overhead caused by the release of expensive
RDDs, we propose a low cost double execution replacement policy LCDERP.
We will delete the RDD with a cost value of 0, and sort the remaining RDDs in
ascending order based on the cost value. When the memory is insufficient, the
low-cost RDD is first eliminated.

5 Low Cost Double Execution Replacement Policy
(LCDERP)

As a basic data abstraction in spark, the RDD operator constructs the relation-
ship among them, and the entire calculation process forms a DAG composed of
RDDs and their relationships. Partition is the basic unit of RDD, and each par-
tition will be processed by a computing task. All partitions can be recalculated
through lineage backtracking. If a node loses connection or the partition that a
task depends on is missing, recalculation is necessary. However, large-scale iter-
ative calculations are resource intensive, so it is meaningful to design reasonable
caching strategies for intermediate results or RDDs that are known to be reused.
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The proposed caching strategy comprehensively takes into account the num-
ber of reliances and the cost of generation. RDD cost is determined as follows:
cost=N*T, where N represents the number of times a certain RDD is relied on,
and T indicates the time required for generating the RDD.

Algorithm 1 describes the pseudo code of LCDERP algorithm, in which the
time consumption is mainly the calculation of N[] and C[], and the corresponding
storage or elimination of RDD according to the relationship between the memory
resources required by RDD and the remaining memory resources. As can be seen
from the algorithm pseudocode, the time complexity of the cache policy is O(n).

Algorithm 1. LCDERP Policy
1: Input:Select a small part of the data to test(first execution). Obtain the number

of items that each RDD is dependent N[] and the generation time T[]
2: Output: Updated c[] and RDD
3: C[] ← N[] * T[] // Calculate the cost of each RDD,and sort it
4: Test all data // Second execution
5: if RDD is used
6: Update N and C corresponding to the RDD
7: if RDD With N=0
8: delete the RDD
9: if out of memory

10: Update RDD and c[] // According to the sorting result of C[], RDD with small
generation value is eliminated and c[] is updated.

11: else break
12: else go to step 8
13: else go to step 6
14: return C[] and RDD

6 Experimental Results and Analysis

6.1 Experimental Setup

In this experiment, three VMS were created on VMware Workstation as Spark
cluster, and we implemented the proposed algorithm and comparison algorithms
in Python. To verify the performance of the proposed algorithm, we compare
our parallel FIM algorithm (labelled FPMSIM) with the PFP (Parallelization
Fp-Growth) and EFUFP [9]. The experimental datasets use T10I4D100K,
T40I10D100K and retail datasets, as shown in Table 1. When implementing scale
division, datasets T10I4D100K and T40I10D100K are divided into equal scales
of a specific size, while retail is divided into different scales according to its own
conceptual hierarchy.
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Table 1. Datasets

Datasets Average length Count Size(MB)

T10I4D100K 10 500000 11M
T40I10D100K 40 500000 16M
retail 11 500000 13M

6.2 Experimental Results and Analysis

Impact of Low Cost Double Execution Replacement Policy
(LCDERP). In order to verify the effect of our caching strategy LCDERP,
this set of experiment is carried out on T10I4D100K, T40I10D100K and retail.
The memory size of each node was set to 2G, the support corresponding to the
three datasets was set to 1%, 2% and 5%, and the steps of incremental data were
100K, 100K, and 80K, respectively.

Fig. 3. Impact of LCDERP

Figure 3 compares the execution time of the parallel algorithm with and with-
out the LCDERP strategy on the three datasets. It can be clearly seen that the
execution time of the parallel FPMSIM algorithm using LCDERP is less on any
dataset than that without it, which indicates that LCDERP plays a role in the
process of algorithm execution. Because the high-cost RDD is effectively cached
when memory is low to avoid the overhead of RDD recalculation. Obviously,
compared with the results on the dataset T10I4D100K and the results on the



Memory-Effective Parallel Mining of Incremental Frequent Itemsets 279

other two datasets, the effect of the caching strategy is not so obvious. This is
because T10I4D100K is sparse and relatively few frequent itemsets are mined,
thus the caching strategy cannot significantly improve the performance of the
algorithm.

Fig. 4. Impact of Support threshold on the efficiency

Fig. 5. Impact of incremental data on the efficiency

Fig. 6. Impact of cluster computing nodes
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Impact of Support Threshold. T10I4D100K and retail datasets were used in
this set of experiments. The support threshold ranges for datasets T10I4D100K
and retail were respectively set to 0.8% to 1.2% and 1% to 3%, and the sizes
of the incremental datasets were set to 100,000 and 80,000. Figure 4(a) depicts
the trend of FPMSIM, Fp-Growth and EFUFP parallel algorithms when support
changes on T10I4D100K. Obviously, as the support increases, the time efficiency
of all three algorithms has improved significantly, mainly because greater support
means fewer itemsets that satisfy the constraints. The time efficiency of the our
algorithm significantly outperforms the other algorithms. This is mainly due
to the low-cost double execution caching strategy (LCDERP) adopted by the
algorithm, which caches expensive RDDs during execution, thereby avoiding
the recalculation of RDDs. Figure 4(b) depicts the changes of the three parallel
algorithms on the dataset retail. Figure 4(b) exhibits the effects of three parallel
algorithms on the retail dataset. The execution time of the three algorithms
behaves a declining trend, and our algorithm is relatively superior to the others.
In addition to the contribution of LCDERP, the partitioning strategy based on
the Concept hierarchies enables a relatively balanced load among various nodes.
However, on the dataset T10I4D100K, the grouping (division) strategy adopts
a sequential division manner, which does not follow the essential characteristics
of the research object.

Impact of Incremental Data. In this group of experiments, three parallel
algorithms (FPMSIM, Fp-Growth, and EFUFP) were tested with the change of
incremental data. T10I4D100K and retail datasets were selected for the experi-
mental evaluation, support thresholds are respectively set to 1.1% and 2%, and
the incremental data ranges from 60K to 100K and 20K to 80K, respectively.
Figure 5(a) and Fig. 5(b) show the time efficiency of the three parallel algorithms
on the two datasets. It is evident from Fig. 5 that the algorithm execution time
shows an upward trend as the incremental data increases, mainly due to the
increase in the number of items that fit the minimum support as the amount of
data increases. Similarly, our parallel algorithm behaves a higher time efficiency
than the other two algorithms in the dataset T10I4D100K or retail.

Impact of Cluster Computing Nodes. In this experiment, the performance
of our parallel algorithm is further verified by changing the number of cluster
computing nodes. The support threshold is set to 1% and the step size of the
incremental data is 100K for the dataset T10I4D100K. And the support thresh-
old for Retail is set to 2% and the step size of incremental data is 80K. The
corresponding test results are shown in Fig. 6(a) and Fig. 6(b), respectively. The
efficiency of the three parallel algorithms gradually improves when the number of
computing nodes in the cluster increases. Obviously, this is primarily due to the
fact that more cluster computing nodes increase the parallelism of the algorithm,
and the corresponding processing time is significantly reduced. In particular, for
the dataset retail, the time efficiency on a single computing node, our algorithm
does not behave any superiority compared to the other two algorithms. Because
when the node is 1, the conceptual hierarchical partitioning strategy cannot play
its role.
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Speedup. This section employs the speedup ratio to further verify our parallel
schema. Figure 7 shows the speedup performance of these three algorithms in
T10I4D100K. It can be seen from Fig. 7 that the speedup ratio of the three
algorithms shows an upward trend when the number of nodes in the cluster
increases. This change is attributed to the reason that the more cluster nodes,
the more resources that can perform tasks. Obviously, the parallel scheme can
effectively improve the mining efficiency. In particular, the speedup ratio of the
FPMSIM parallel algorithm is higher than the other two algorithms, which is
mainly because the proposed algorithm uses a the low-cost double execution
caching strategy (LCDERP) in the RDD conversion process to make full use of
memory resources.

Fig. 7. SpeedUp

7 Conclusion and Future Work

In this study, we developed the Spark-based a multi-scale incremental mining
algorithm, which aims at the limitations of incremental mining algorithms based
on Apriori and Fp-Growth, such as iteratively scanning the database, constantly
adjusting the tree structure. To solve the challenges of insufficient memory, a low
cost double execution replacement policy (LCDERP) is designed, which only
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considers the number of RDDs dependencies and RDDs generation overhead.
Therefore, a universal and efficient cache strategy on Spark should be a research
focus for us.
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Abstract. Online study becomes increasingly popular. Most existing massive
open online course (MOOC) platforms provide a Community Question Answer-
ing (cQA) area where learners can seek for information, however, these cQA areas
inevitably meet the following problems, such as low participation rate, insufficient
contents and poor topic quality. Other online-learning websites equipped with the
bullet screen achieve high interactivity by presenting history comments, but users
who are watching the same course video with different progress cannot truly inter-
act with each other. Therefore, it’s necessary to design a collaborative discussion
tool which takes the advantages of both collaborative editing and the bullet screen.
The present collaborative editing schemes focus on supporting instant interaction
and reducing conflicts between real users while there is only one learner online
is often the practical case in the MOOC environment. In this paper, we propose a
simulated interaction solution which is adapted for the MOOC environment and
based on the Address Space Transformation (AST) scheme to promote online
study experience. Firstly, four interaction modes which simulate the collaboration
between historical and real users are concluded according to applicable scenarios.
Secondly, we propose a simulated interaction approach based on the AST scheme.
Finally, taking the edX platform as an example, we implement a collaborative
editing tool by using the approach mentioned above.

Keywords: MOOC Learning · Simulate Interaction Mode · Collaborative
Editing · Address Space Transformation

1 Introduction

The combination of Internet and educationmakes high-quality study resources truly open
to all people. There are two mainstream approaches to get lessons online: the first one is
to attend the massive open online courses (MOOCs) such as Coursera, edX and Udacity;
the second one is to search in the video websites such as Bilibili and YouTube. Despite
that MOOC is more formal and is supported by universities, its studying atmosphere is
less active than those video websites with bullet screen. One study [1] showed that the
not-so-intuitive interface in the MOOC platform negatively influences learners’ study
experience. Another study [2] proposed a quality assessment method to the answers
in the educational cQA platforms, which indicates the importance of providing high
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quality content. Influenced by the number of users and the quality of topics, the contents
presented in the discussion area are not rich enough and questioner’s posts are often
neglected. So, users can not get timely responses which to some extent reduces the
willingness and enthusiasm of learners and accounts for the low class-completion rate in
MOOC studying. Unlike MOOC platforms separate the video page and the discussion
area, video websites with the bullet screen provide instant interaction and make the
communication between historical learners and current learners possible, but users have
to seek for answers among the quick flow comments. The bullet screen is suitable for
the gradual, individualized and repetitive study process. It catches the point that learners
may come to the same or similar confusions in their own study process, so it tries to
synchronize users’ questions by attaching the video time to the comments.

To address the problems mentioned above and combine the characteristic of bullet
screen with group editing techniques, a collaborative approach which can not only sup-
port real-time online interaction but also make full use of historical content to simulate
the interaction between historical users and real users is needed in the MOOC environ-
ment to inspire users and give full play to group wisdom. The major contributions of our
work are presented below:

1. The interaction modes between historical users and real users are summarized
according to the applicable scenarios, including reading supplementary mode,
cumulative discussion mode, guidance mode and replay mode.

2. We apply the AST scheme to the MOOC environment by explaining the data model,
the operation model and the consistency model of the replay mode. In order to
validate the feasibility of our approach, we implement it in the edX platform.

The rest of this paper is organized as follows. Section 2 presents the related work on
collaborative editing. Section 3 summarizes four collaborationmodes between historical
users and real users and in Sect. 4 we propose a simulated interaction approach based
on the AST scheme. Section 5 describes our implementation and presents the results. In
Sect. 6, we make a conclusion and discuss the future work.

2 Related Work

Collaborative editors have been widely applied by either using an algorithm to maintain
consistency or determining the order of operation events to avoid conflicts. Among the
consensus algorithms, the Operation Transformation (OT) [3, 4] scheme and theAddress
Space Transformation (AST) [5] scheme both focus on the CCI (Causality-preservation,
Convergence, Intention-preservation) model.

OT algorithms have been evolved for decades. Existing OT researches have covered
fromonedimensional to 3Dcollaborative design tool [6], have expanded its data structure
from linear document to HTML DOM [7], wikis [8], XML [9] and have been used
into various situations, such as multimedia collaborative environments [10] and mobile
environment [11]. However, as Joseph Gentle wrote “There’s a million algorithms with
different trade-offs”, implementing the OT algorithms is difficult.

The contribution of the AST scheme is that it proposes a mark and retrace based
approach to record deleted characters and changes the address space of the operation
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rather than the operation itself, thus directly finds the location where the operation is
executed. Since its first work in 2005 [5], the AST-based techniques have been used into
several fields, such as the mobile commenting [12], heterogeneous cloud service [13],
web2.0 [14] and so on. It has also evolved from plain-text collaboration to string-wise
editing [15].

Due to the unique learning process under the MOOC environment, the requirement
of communicating with those have had the same confusions emerges. Although there
exist attempts to build interactive classrooms by embedding bullet screen messages into
the lecture [16], it cannot provide a collaborative area where learners can modify other’s
opinions and improve the quality of discussion. Students have been using Google Docs
for collaborative editing when they are in a multi-site learning environment [17], but the
Google Docs is an integrated application which cannot relate the documents with online
course videos. To our knowledge, there is no suitable method that offers a resolution
of conflicts between historical users and current users. This paper will focus on the
simulated interaction between historical users and real users while still follows the CCI
model among real users. The detailed simulated collaboration modes, approaches and
the implementation will be shown in the remainder of this paper.

3 Simulated Collaboration Modes

3.1 Reading Supplementary Mode

Reading supplementary mode is the practical application case of collaborative editing
schemes. In this mode, all users who share the same document build their own local
replica with the historical contents, but cannot acquire the detailed operation execution
process of the historical users. For beginners who have no clear concept of the course
and for those try to consult historical discussion contents to find information, reading
supplementary mode is quite useful. With modification and supplement, the quality and
quantity of questions and answers are both improved. However, this mode is not suitable
for the MOOC environment because it doesn’t conform to the gradually rising learning
curve and makes the users unable to know the operation process of the historical users.

3.2 Cumulative Discussion Mode

Cumulative discussion mode provides a blank co-edit area for the editorial team in each
time period, and attaches the results of each round of discussion to the historical doc-
ument to form a new edit version. Once the message the user typed is similar to the
historical content, the virtual user generates new operations to present the related dis-
cussion process. The cumulative discussion mode enables users to start a new discussion
process under the inspiration of ideas in the historical records. The challenge of realizing
this mode is that in order to convert the real user from passively receiving historical con-
tents to actively triggering the presentation of historical operations, we need to combine
operation intentions with the semantics of the knowledge.
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3.3 Guidance Mode

Guidance mode means that the questions raised by real users are directly answered
by using the history record. After receiving the input from the actual user, the virtual
user will go through five steps: semantic analysis, similarity calculation, information
retrieval, answer extraction and generation operation. Yet, the process of information
retrieval and answer extraction requires the analysis of natural language and it’s hard
to measure the accuracy of the answer since the preserved answers may not cover all
questions.

3.4 Replay Mode

Replay mode aims to completely reproduce the process of historical discussion when
users are watching the course video. The bullet screen relates each message with the its
post time and then pops it automatically at that time as long as other users reach the same
point. Such method connects topics with the video time by taking advantages of users’
learning habits rather than analyzing the semantic knowledge and successfully strikes a
chord in learners. However, only users at the same time point of the video can actually
interact with each other, otherwise the messages they see are the historical records. The
replay mode groups the users and makes it possible to communicate between users with
different progress in the course video.

In the replay mode, we first add the post time to each atomic operation and record
it by the order of the receive time in the server. A virtual user reproduces the history
operations whenever there is a learner reaches the time point. Then, we define the co-
editing group as the collection of the learners in the same round which begins from the
entrance of the first user and ends with quit of the last user. A heartbeat check is set to tell
the server each user’s progress in the video and keep the connection between the server
and clients. The history operations executed by the virtual user can show the thinking
and discussion process of historical users and the real users can constantly supplement it
which finally create a new version of records. From the perspective of real users, it looks
like there are multiple learners editing collaboratively. The replay mode simulates the
interaction between real users and historical users. The challenge to realize this mode is
to resolve the conflicts between current operations and history operations, for that the
executed position of history operations needs to be adjusted in the new document.

4 An AST-Based Approach for the Replay Mode

4.1 Data Model

Most discussion areas in MOOC platforms are independent of course videos and struc-
tured as a tree with questions and answers. In order to spare users from switching pages
to post questions, we utilize the sidebar to provide a new discussion area and model the
document as a liner structure consists of character nodes. Define each character node CN
= {character, effectiveness, position, video time, List < logs >}, where CN.character
represents the content of the operation, CN.effectiveness represents the visibility of the
character and CN.position reveals the executed location in the liner document. Each
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character node also contains a related video time and multiple action records. Define
Logs = {operation type, operation executor, executed state vector}.

We also adopt the Browser-Server model and let users create their own replica by
synchronizing with the server’s. The server contains two layers: the first one is respon-
sible for managing the co-editing groups which is identified by the video identifier; the
second layer is the group manager who supervises the operations each member does and
hands out operation messages to all members. A virtual user is registered in the server
in the same way as the real users. In the replay mode, the discussion version is updated
continuously by storing operation records each round.

4.2 Consistency Model

Thecollaborative editingdiscussion area basedon theASTschememaintains the require-
ments of the CCI model. Causality-preservation is to ensure that two dependent opera-
tions are executed in a consistent sequence on all sites, that is, if the operationOPA causal
order precedes the operation OPB, then the operation OPA precedes the operation OPB

on all sites. Convergence refers that the structure of the character nodes under the par-
ticipation of the virtual user remains the same. Intention-preservation has the following
two meanings in the replay mode. Firstly, for an operation O, if the operation is a local
operation of a real user, then its performance on remote sites and on the virtual site is the
same. If the operation is generated by a virtual user, then real users can correctly receive
the remote operation and perform it on their local copy. Secondly, for two operations
with concurrent relationships, the execution effect of the operation does not interfere
with each other. Intention-preservation ensures that the effect of the remote operation
execution is consistent with the local execution, regardless of the concurrent execution
of independent operations, the transmission of operation messages and the operation
producer.

4.3 Operation Model

Atomic Operation. There are two kinds of users in the collaborative editing discussion
area under the MOOC learning environment: real users and a virtual user. All users’
granularity of operation is character and their atomic operations are insert character node
“Insert(CN)” and delete character node “Delete(CN)”. For real users, their operations are
detected by the event of key press and key down. Once the key press or key down event
happens, we figure out the actual character through the key code and record the current
video time. Then the message with the format “operation type + character + position +
video time” is sent to the server. For the virtual user, its operation is generated from the
history records. A heartbeat check will start after the establishment of the connection
between the browser and the server, and every 60 s it sends a message to the server to
inform the current video time. The heartbeat checkwill be reset if the threshold time goes
out or the user triggers a new operation. So, if the server receives a heartbeat message,
then it’s the time to pop the history records whose posted time is earlier than the current
video time, because users have not typed for a short time and the possibilities of conflicts
can be reduced.
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State Vector Timestamp. In the MOOC environment, users enter and exit the discus-
sion area unpredictably, so it’s not suitable to predetermine the dimension of the state
vector. Creating a vector with big dimensions will cause the waste of space while the
situation of high concurrency cannot be handled with small vectors. Therefore, we adopt
a timestamp with dynamically changing dimensions to record the address space when
the operation occurs. We set a variable to count the cumulative number of people enter-
ing the discussion area in a certain period. When a new learner joins in the discussion,
the dimension of the state timestamp for each site synchronously grows but it does
not shrink when sites exit. Each dimension of the status timestamp SV is expressed as
< NJ ,CJ >, where NJ represents the number of site J and CJ represents the number of
operations at site J. The number of operations executed at site J in the timestamp of site
I is CJ = SV I [NJ ].
Partial Order and Full Order. The dimension of the status timestamp of each site is
equal and increases synchronously. If there are two timestamps with different dimen-
sions, it means that one operation happens before a new user comes in and the other one
is the opposite case. We follow the definition of partial order and full order in the AST
scheme, and adjust them to adapt to the dynamically increasing dimensions.

The partial-order relation is used to determine the causality of two operations. For
operationOPA andoperationOPB, the operationOPA causal order precedes the operation
OPB (OPA → OPB) if and only if any of the following conditions are met:

1. Operations occur on the same site (NA = NB):

∀NK ∈ SVA ∩ SVB : SVA[NK ] ≤ SVB[NK ], SVA[NA] < SVB[NB]
If the dimension of SVA is bigger than the one of SVB, then:
∀NK ∈ (SVA − SVB) : SVA[NK ] = 0

2. Operations occur on different sites (NA �= NB):

∀NK ∈ (SVA ∩ SVB − NA − NB) : SVA[NK ] ≤ SVB[NK ],
SVA[NA] = SVB[NA], SVA[NB] < SVB[NB]
If the dimension of SVA is bigger than the one of SVB, then:
∀NK ∈ (SVA − SVB) : SVA[NK ] = 0

3. ∃OPC : OPA → OPC ,OPA → OPC

Full-order relations are used to rank two concurrent atomic operations. We fol-
low the definition in the AST scheme and determine the relationship through calculat-
ing the sum of the state vector timestamp and considering the number of the oper-
ation site which is assigned by the server. For operation OPA and operation OPB,
TOrder(OPA) < TOrder(OPB), if and only if any of the following conditions are met:

1. sum(SVA) < sum(SVB),where sum(SVA) = ∑
KSVA[NK ]

2. sum(SVA) = sum(SVB),NA < NB
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Operation Process. The replay mode in the MOOC environment not only supports
the collaboration among real users, but also realizes the simulated interaction between
real users and the virtual user. The virtual user also maintains a replica and the status
timestamp.When the heartbeat arrives, it first checks if there are history operations ready
to popup and then executes the operation on its local copy, finally the server broadcasts
the message to all real users. Since the virtual user works in the same way as the real
users, it is possible to generate conflicts when both the real user and the virtual user is
operating.

We consider the situation below. The history records are ordered by the latest round
of discussion andwe get a linear document. The document contains the following content
and the first sentence is posted by history user A around video time t1 while the second
sentence is posted by history user B around video time t2.

Why is processing a sorted array faster than processing an unsorted array?
You are a victim of branch prediction fail.
Because of the heartbeat check arrives every 60 s or longer, it is possible that there

is a real user C answers or edits the first sentence before the sentence of user B wrote is
popped. Then the address space is different from the one when the second sentence is
generated in the history. In order to deal with the situation, we set a variable lastSV to
describe the virtual user’s status timestamp regardless of the executed operations of real
users. If the virtual user is ready to operate on its local copy, it first retraces to the address
space with the variable lastSV and then operates normally, finally retraces to the current
timestamp. To make it clearer, we use the state vector to explain the process described
above. Suppose that there are two real users E and F in this round of discussion, then
the state vectors are “ < E:a, F:b, V:c >“ and lastSV = < E:0, F:0, V:c >. Before
virtual user V executes, user E and F edit the document collaboratively and the state
vectors are updated to “< E:a + x, F:b + y, V:c>“. For the virtual user V, it stores the
current status timestamp as currentSV = ” < E:a + x, F:b + y, V:c >“, and retraces to
the address space of lastSV to do the operations and return to the currentSV. Function
1 presents the control process of virtual user’s operation. Function 2 shows the actions
when the server receives a heartbeat check and triggers the virtual user to operate. Each
round we record the details of the operations which will later be used in the next round
group editing. For those operations retrieved from the history records, we update the
operation’s position by calculating its current effective index in the document.
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Function 1 Control-Algorithm (Docs, O, lastSV), virtual user executes O
on Docs with the last status timestamp lastSV

1: currentSV = getState()
2: Retrace(Docs, lastSV)
3: Execute the history operation O
4: Attach the operation with its timestamp to the character node
5: SVs[R] = SVs[R] + 1
6: Retrace(Docs, currentSV)

Function 2 onMessage (message, username, video time), server receives 
the heartbeat check and triggers the virtual user to operate

1: if the message is a heartbeat check then
2: while history records != null && opTime < videoTime do
3: virtual user runs Control-Algorithm(Docs, O, lastSV)
4: server broadcasts to other users
5: server marks the current effective position of O as curIndex
6: server updates historical operation’s position with curIndex
7: end while
8: end if

5 Implementation and Evaluation

The collaborative discussion area is implemented as a plugin of Chrome DevTools in
the sidebar, so it’s convenient to type in messages when watching the course videos. The
plugin handles the events happened on the text area and periodically sends heartbeat
checks or user’s operations to inform the server. The server provides the AST-based
controller to ensure the consistency for users’ operations. The plugin interface can be
seen in Fig. 1.

Average synchronize time in Fig. 2 was measured to evaluate the responsiveness in
multi-sites environment. The synchronize time consists of the local execution time and
the remote execution time in other sites’ replica.We started the threads consecutively and
let them generate operations incessantly to create a concurrent situation by using JMeter.
When the number of running threads reached the test size, we let the threads operate
for 100 times and calculated the average synchronize time. During the experiment,
we observed that the synchronize time increased when a new thread entered and after
seconds it dropped and stabilized to a certain range. The Browser-Server structure may
account for the positive correlation between the total execution time and the thread size.

We also measured the average synchronize time with different historical records
size to figure out whether the size of executed history records has an impact on users’
execution. As is shown in Fig. 3, with the increase of the size of historical records, local
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execution time stays at zero while virtual user’s execution time grows. It’s explainable
that the virtual user takes longer to transform its address space with a larger document.

Fig. 1. The plugin interface

Fig. 2. Average synchronize time for different
thread size

Fig. 3. Average synchronize time for
different historical records size

6 Conclusion and Future Work

This work is a preliminary attempt to apply the AST scheme to theMOOC environment.
In this paper, we give four kinds of collaboration modes between historical users and
real users to provide learners with new studying experience in the MOOC environment.
We propose a simulated interaction approach of a typical collaboration mode based on
the AST scheme by expatiating the data structure, operation process and its consistency
model. The simulated interaction approach aims to support learners in collaboratingwith
those who have the same or similar questions, no matter they are actually online or have
already exit.
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There still exist many challenges and problems which are deserved to be studied
in the future. On one hand, taking the semantic knowledge of history contents into
consideration through deep learning methods or natural language process can be helpful
in better arousing students’ interest. On the other hand, the granularity of operations
in the simulated approach is character-wise which causes a frequent transformation of
address space, so we consider to adopt string-wise operations or use other document
structure in the future work.

Acknowledgements. This work was supported by the National Natural Science Foundation of
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Abstract. When Internet of Things (IoT) devices similar to sensors
collect and analyze information outdoors, they often encounter insuffi-
cient energy or information cannot be analyzed in time. To make sensor
devices work more continuously and efficiently, we apply Mobile Edge
Computing (MEC) to Multi-Sensor Domain Exploration (MSDE) sce-
narios. The computation offloading strategy is selected by capturing the
devices’ battery level, assigning the offload rate of tasks, and observing
the latency of each job. Committed to achieving this idea, we describe
the offloading process as a Markov Decision Process (MDP), introduce
action and state spaces, and propose an efficient offloading strategy based
on the DQN. Simulation results verify the effectiveness and practicability
of the proposed algorithm.

Keywords: IoT devices · mobile edge computing · Markov Decision
Process · Deep Q Networks

1 Introduction

As one of the most promising technologies in the 5G era, IoT has opened up a
bridge between the physical world and the information world to enrich human
life [1,7] by analyzing and processing various external heterogeneous informa-
tion. However, IoT devices such as sensors and wearables have computational
bottlenecks due to memory, computing, and energy constraints. Therefore, this
paper sinks Mobile Edge Computing (MEC) network into the IoT system. By
macro-allocating the task proportion of IoT devices, offloading tasks to base
stations, wireless access points, or even efficient smartphones within the radio
access range of IoT devices, we can alleviate the dilemma of insufficient comput-
ing power or limited resources of IoT devices. In addition, computation offloading
can also reduce the computing delay of the device and even effectively guaran-
tee the security of IoT devices [10,11]. As one of the critical technologies in
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MEC, computation offloading is being widely developed and applied with the
increase of human needs and the rise of various emerging technologies. Zuo et
al. deployed edge mobile computing into the IoT network to support blockchain
technology and described the user’s current selection strategy. An alternate opti-
mization algorithm is proposed for temporal user selection, ensuring users’ utility
maximization in untrusted MEC-assisted mobile networks [13]. Liu et al. decou-
pled the computation offloading problem into the problems on radio resource
and computational resource allocation, as well as further decomposed the radio
resource allocation problem into the issues about sub-channel allocation and
power allocation. They solve each sub-problem separately by applying match-
ing and sequential convex programming algorithms and knapsack algorithms
to improve the energy efficiency of MEC-enabled IoT networks [5]. Diao et al.
proposed a scheduling-based algorithm in the NOMA MEC network supporting
D2D communication to reduce the cost of edge computing servers through D2D
communication and jointly optimize computing resources, transmit power, and
channel allocation to minimize system costs [3]. In order to deal with the multi-
edge application deployment problem (MEAD) in the EMC environment, Zhao
et al. proposed a heuristic algorithm named DPG-D&C, which maximized the
overall quality of service for program users with minimal deployment cost [12].

This paper attempts to minimize the comprehensive cost of device clusters,
which can be defined as a linear combination of total latency and total energy
consumption. We propose a system model for multi-sensor domain exploration.
The tasks of the sensor devices can be partially offloaded to the edge server
through the wireless channel. In addition, this paper needs to satisfy two sub-
tasks. One is to ensure that the remaining energy of the sensor devices must
be sufficient to execute calculation offloading strategy. The other is to guaran-
tee that the delay of each task must be less than the corresponding threshold.
Because the task size, computing power, and channel quality are time-varying
in the natural environment, this will inevitably turn into a dynamic offloading
problem. This paper defines the offloading process as MDP, and both the action
and the state space are described. We designed an offloading strategy based on
DQN to offload part of the task to the edge server. Finally, the simulation results
effectively prove the efficiency and practicability of the DQN offloading strategy.
The main contributions of this study are summarized as follows.

– This paper is committed to the more durable and efficient work of sensor
devices and uses the comprehensive function of delay and energy consump-
tion as the optimization objective function. We can adjust the parameters
according to the current devices cluster’s specific situation to lead weight
tends to be more concerned in the present time.

– This paper deeply analyzes the time-varying process of the offloading process.
We formulate state space, action space, and reward function reasonably and
applicably to perfectly integrate the offloading process with the MDP.

– This paper uses the advanced DQN algorithm to optimize the objective func-
tion proposed in this paper and verifies the practicability and efficiency of the
algorithm from multiple levels
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2 System Model for MSDE

Fig. 1. System Model for MSDE

Sensor devices are often used to detect an unknown area. At this time, sensor
devices often need to collect, analyze, and process surrounding information to
ensure the validity of the information and the device’s security. However, the
problem of limited energy and computing power of the sensor device often occurs
in the information collection. For this reason, we need to use the MEC network
for task offloading to relieve the pressure of the sensor device.

As shown in Fig. 1,We build a multi-sensor MEC network, which includes a
device cluster consisting of M sensor devices and a wireless access point, includ-
ing a MEC server. Each device generates one task in each time slot, and the
mission of each device is to analyze and process the collected information. Due
to device energy and computing power constraints, these tasks could be trans-
mitted to wireless access points over wireless channels. The device task can be
denoted as Qm = {Im, Cm, T d

m, Bm}, where 1 ≤ m ≤ M . Im represents the size
of the task that the device m needs to complete, Cm represents the complexity
of the task, T d

m represents the acceptable delay for each task and Bm represents
the remaining power of the device m.
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2.1 Local Computing

The time required for each task Qm can be expressed as follows.

T l
m =

CmIm(1 − xm)
fm

(1)

where xm represents the proportion of tasks offloaded to the server [2], and fm
represents the CPU frequency of the device m. To reduce the processing power
consumption of the CPU, the DVS technology is used to reduce the voltage
and operating frequency of the CPU, so the operating frequency of the CPU is
limited between [fmin, fmax].

The local power consumption model can be expressed as El
m = kf3

mTm. where
k represents the coefficient related to the hardware chip. Each device stores a
certain amount of power. When the battery power is low, we need to choose the
offload strategy carefully to avoid the situation where the battery power is 0.
The battery power of each device is represented as Bm. The energy consumption
of the task that the battery can maintain is represented as Eb

m = BmVm where
Vm represents the working voltage of the device.

2.2 Computing Offload

When the task is decided to be partly offloaded to the edge server, it needs to
send and receive the job through the wireless channel. This paper adopts the
frequency division duplex mode, and the uplink and downlink channels are flat
Rayleigh fading channels.

The path loss between the sensor device and the wireless access point can
be modelled as d−v Where d represents the direct distance from the device to
the wireless access point, and v represents the path loss coefficient. We assume
that the channel bandwidth is W , the fading coefficient of the uplink and down-
link channels is expressed as h, and the interfering noise in the channel can be
expressed as N . The channel transmission rate can be defined as follows.

R = W log2(
1 + (pd−v|h|2

N
) (2)

Assuming that α represents the channel transmission cost coefficient, the
transmission time in the channel can be expressed as follows.

Tu
m =

αImxm

W log2(
1+(pd−v|h|2

N )
(3)

Meanwhile, the energy consumption of the sensor device m for sending tasks
can be expressed as follows.

Eu
m = βPu

mTu
m (4)

Among them, β represents the power amplifier efficiency coefficient, and Pu
m

represents the transmission power of the uplink channel. In addition, when the
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task is offloaded to the edge server for computation, the computation time of
the MEC server can be expressed as follows.

Tmec =
CmImxm

f
(5)

2.3 Latency and Energy Consumption

The delay can be expressed as follows when tasks are partially offloaded to the
MEC server for processing.

T all
m = max{T l

m, Tmec + Tu
m + tdm} (6)

Among them, Tu
m and T d

m represent the transmission time of the uplink and
downlink channels, respectively.

In addition, when the processing time transmitted to the MEC server is
greater than the processing time locally, the sensor device will generate a waiting
time Tw. At the same time, static energy consumption will be generated. The
total energy consumption of this task can be expressed as follows [8].

Eall
m = El

m + βPu
mTu

m + βP d
mT d

m + PwTw (7)

3 Problem Formulation

For the comprehensive utilization of the sensor devices, this paper establishes a
combining consumption function of delay and energy consumption as the objec-
tive function [4].

min
xm,fm

M∑

m=1

(λT all
m + (1 − λ)Eall

m ) (8)

s.t. C1 : T all
m ≤ T d

m

C2 : Eall
m ≤ Eb

m

C3 : 0 ≤ xm ≤ 1
C4 : fmin ≤ fm ≤ fmax

The combining consumption function established in this paper has a signifi-
cant advantage in practicability. We can adjust the linear proportion according
to the current situation so that the weight tends to the side that is more con-
cerned at the moment. When λ = 0 or λ = 1, it means minimizing energy
consumption or minimizing delay.

Among them, C1 represents the delay constraint, C2 means that the total
energy consumption cannot be greater than the overhead supported by the
remaining battery, C3 represents the value range of the offloading rate and C4
represents the value range of the CPU frequency of the sensor device.
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4 DQN-Based Offloading Strategy

4.1 MDP Process

During the dynamic computing offloading process, the state of the sensor device
at the next moment only depends on the current action and state. Therefore,
the offloading process can be defined as an MDP.

Action and state spaces play essential roles in describing the MDP process.
When the time slot is t = 1, 2 . . . ∞, this paper defines the state space as S =
{st|st = [Xt, Ft]}, where Xt = {x1

t , x
2
t . . . xM

t }, Ft = {f1
t , f2

t . . . fM
t } are the

offloading rate and the local CPU frequency at time t, respectively. The action
space can be defined as A = {at|at = [Δxt,Δft, f lag,m] 1 ≤ m ≤ M}. For a
given action at at time t, there are:

xi
t+1/f i

t =

⎧
⎪⎨

⎪⎩

xi
t+1/f i

t + Δxt/Δft, if i = m, flag = 1

xi
t+1/f i

t − Δxt/Δft, if i = m, flag = 0

xi
t+1/f i

t , if i �= m

(9)

Here Δxt,Δft are fine-tuning parameters of offloading rate and CPU fre-
quency. The flag is a flag bit. When the flag = 1, the offloading rate and CPU
frequency develop positively, and when the flag = 0, it grows in an adverse
order. m represents the execution object of the current action.

When an action is selected in any state, the reward function will be evalu-
ated according to the delay, battery power, and the comprehensive cost at the
next moment, and the corresponding reward will be given. The specific reward
function can be expressed as follows.

Rt =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

− γ1, if ∀Et
m ≥ Eb

m

− γ2, if ∀T t
m ≥ T d

m

− γ3, if U t ≥ U t−1

γ3, if U t < U t−1

(10)

where γ1, γ2, γ3 are three positive numbers, and γ1 > γ2 > γ3. When the energy
consumption of any device in time slot t is greater than the energy consumption
supported by its battery or the delay is greater than the delay that the device
can accept, the rewards are negative, which is not acceptable. What’s more, we
focus on the change of the comprehensive cost. if the cost value decreases, the
immediate reward is γ3. Otherwise, it is −γ3.

The more action lagger, the less reward brings. We can focus on the average
reward and try to find the best offloading policy.

4.2 DQN Algorithm

The environment at a certain moment can obtain the corresponding reward by
selecting the action and then judging the pros and cons of the action. In the tra-
ditional Q Learning algorithm, the function of the Q table is to record the value
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of the corresponding state-action pair. However, due to the time-varying environ-
ment, the dimensions of its corresponding state and action are immeasurable.
Therefore, the traditional Q-table is no longer applicable, and the alternative
method is to use a neural network to approximate the Q-function. The Q value
at a specific time can be expressed as follows [6].

Q(st, at) = Rt + ξ max
at+1

Q(st+1, at+1) (11)

Fig. 2. DQN Algorithm Framework Diagram

As shown in Fig. 2, the neural network of DQN consists of an evaluation
network and a target network. After a few rounds, the target network that lags
behind the evaluation network will copy the parameters θ of the evaluation net-
work. We use the current state of the environment as the input of the evaluation
network and Q (st, at|θt) as the output of the evaluation network. The current
environment acquires the action through the ε-greedy strategy and enters the
state of the next moment. We evaluate the device battery power and comput-
ing delay of the environment and finally calculate the combined cost at this
time. We use the reward function to assess the value of this action and store
this experimental sample in the experience pool. Next, a set of mini-batches are
selected from the experience pool to calculate the loss of the neural network and
then update the evaluation network parameter θ. Finally, the state at the next
moment and the updated parameter θ are passed into the neural network to
enter the next round of iteration.

DQN contains two neural networks: the evaluation network and the other is
the target network. The structure of the target network is consistent with the
evaluation network, and the parameters of the evaluation network are copied
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every several iterations. Then we can maintain the differentiation of the two
networks over time. We can calculate the loss function using the Q-value dif-
ference between the evaluation network and the target network and update the
parameters θ of the neural network through the RMSprop optimizer. The loss
function of DQN can be expressed as follows.

Lt = E
[
(TargetQ − Q (st, at|θt))2

]
(12)

where TargetQ represents the Q-value of the target network, and θt represents
the parameters of the evaluation network at time t.

To solve the problem of sample correlation and non-static distribution, DQN
adopts the experience replay technology. The data replay is realized by stor-
ing the samples interacting with the environment and the neural network in
the experience pool and randomly capturing mini-batches during training for
training. Independent and identically distributed among them and reduce their
correlation. Algorithm 1 summarizes the DQN-based offloading strategy in this
paper.

Algorithm 1.DQN-based computation offloading scheme
Input: s1 ← {X1, F1} .
Output: optimal deployment strategy s
1: Initialize the parameter θ of neural networks
2: for i = 1 to I do
3: Deposit random samples {si, ai, ri, si+1} into the experience pool
4: end for
5: for t = 1 to T do
6: The current state st selects the action at with ε-greedy through the NN
7: Carry out at and observe the battery level and latency of each device
8: Calculate the reward rt for the action at

9: The environment reaches the next state st+1

10: experience pool ← {st, at, rt, st+1} ∪ experience pool
11: get minibatch from experience pool
12: Execute RMSPropOptimizer to Lt

13: Update parameters of target network
14: st ← st+1

15: end for
16: return s

5 Experimental Simulation

To verify the effectiveness and practicability of the algorithm, we designed some
simulation experiments and some variables to simulate the natural environment.
The devices are randomly distributed within 200 m of the server. The CPU
frequency of the device is between 4 ∗ 108 and 6 ∗ 108. The frequency of the edge
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server is 4∗109. The device’s remaining power is maintained between 0mAh and
100mAh, and the working voltage is 3.7V . The transmit power of the device
is held between 0.1W and 0.2W . The channel bandwidth is 10MHz, and the
channel noise is −174dBm/Hz [9].

In addition, the neural network model of this paper is shown in the Table 1.
This paper chooses to use RMSProp Optimizer as the optimizer. The size of the
experience pool is 1000, the mini-batch size is 32, the parameter θ of the target
network is updated every 200-time slots, and the default linear parameter λ is 0.8.

Table 1. NN Structure.

Layer FC1 FC2 OutPut

Input Size num(State) 50 30

Structure num(State) * 50 50 * 30 30 * num(Action)

Activation ReLU ReLu

Output Size 50 30 num(Action)

When the input task size is 1M ∼ 10M , the number of devices is 10, 20, 30,
40, 50, and the number of iterations is 16,000, the performance of the DQN-based
offloading scheme is shown in Fig. 3 and Fig. 4. Figure 3 is the comprehensive
consumption effect diagram, and Fig. 4 is the energy consumption effect diagram.
When the number of devices is small, the algorithm can quickly converge. When
the task of the device gradually increases, the global search performance of the
algorithm is not suitable due to the small action step size. However, it still
shows the phenomenon of rapid convergence. After continuous iteration, the
comprehensive cost is 21, 50, 78, 118, and 145, respectively. The minimum energy
loss is 45J, 132J, 230J, 321J, and 455J.

Next, when the number of devices is 10 ∼ 50 and the task size is 1M ∼ 10M .
This paper compares the proposed algorithm with complete local computation,
all MEC offloading, random offloading, and particle swarm offloading schemes at
λ = 0 and λ = 1, respectively. λ = 0, the comprehensive cost of the combination
can be regarded as the energy cost. When λ = 1, the comprehensive cost can be
considered the delay cost.

It can be seen from Fig. 5 and Fig. 6 that if all tasks are executed locally, the
device will consume a lot of energy. As such, local execution is highly undesirable.
Suppose all tasks are executed on the MEC server. Although the device does
not need to drink too much power, the rate will be reduced since many jobs
are transmitted over unlimited channels. The delay will be seriously affected,
and eventually, the tasks will not be completed on time. So this is also not
advisable. The performance of the random algorithm is also not very good due
to its instability. Although the particle swarm algorithm has a good convergence
performance in the early stage, it is still not comparable to the DQN-based
offloading strategy with the increase of equipment. When the number of devices
is 50, the latency of the remaining algorithms is 8.75, 3.5, 2.5, and 1.5 times that
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of the proposed algorithms in this paper. Combining the comprehensive cost of
the linear combination of the two cases, only the DQN-based offloading method
proposed in this paper can achieve a perfect performance.

Fig. 3. Comprehensive Consumption Fig. 4. Energy Consumption

Fig. 5. Energy Consumption Fig. 6. Time Delay

6 Summary and Outlook

Mobile edge computing comprehensively considers energy consumption and
latency a desirable approach, especially in clusters of sensor devices with insuffi-
cient energy. In this paper, we formulate a rational optimization objective func-
tion and deeply analyze the offloading process’s time-varying process. Finally, we
propose a DQN-based computing offloading strategy for sensor devices, which
can ensure the adequacy of energy and stable efficiency of sensor devices when
collecting, analyzing, and processing unknown environment information. Simula-
tion experiments verify the feasibility of the algorithm. In future investigations,
we will continue implementing reinforcement learning-based offloading schemes
and consider the combination with heuristics.
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Abstract. The edge-cloud computing is extensively deployed to provide conve-
nient computing. A stochastic task offloading problem in edge-cloud environment
is considered. For the problem under study, a greedy simulated annealing heuris-
tic algorithm based online offloading framework (SAOF) is proposed. In con-
sideration of the stochastic arrival of independent tasks and the heterogeneity of
resources, SAOF offloads tasks to cloud servers or edge servers dynamically. Dur-
ing the offloading process, each server preemptively schedules the uncompleted
tasks according to the latency-sensitivity of the task. The optimization objective is
tominimize the total weighted response time. Experiments are delicately designed
on the testing instances with various settings. SAOF is compared with the baseline
algorithm. Experimental results indicate that SAOF can more effectively reduce
the total weighted response time of all tasks.

Keywords: Edge-cloud computing · Task offloading · Heuristic algorithm ·
Stochastic task scheduling

1 Introduction

In the past decade, cloud computing has grown quickly and been used extensively. Given
their unrestricted and scalable computing capabilities, cloud computing can provide
highly available and dependable services. However, it is impossible to process massive
data in the distant cloud platforms given the rapid expansion of digital data generated
by various data gathering devices dispersed globally. Since remote clouds are typically
located far from end users, the users would experience significant communication delay.
Long delay is typically unsatisfactory, especially for users with high demand on latency,
even though the cloud resources can greatly boost computation-intensive users. Con-
sidering the balance between high performance and low latency, a new paradigm of the
edge-cloud computing is derived.

Massive intelligent and affordable edge servers are set up at the edge of the network
in edge computing environments. The service efficiency could be greatly increased by
offloading tasks to cloud/edge servers which are either closer to end devices or more
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powerful on computing. How to assign tasks to servers effectively under different lim-
itations is crucial in edge-cloud computing. Effective task scheduling algorithms can
offload tasks to the optimal locations while taking into account the necessary comput-
ing durations and transmission delays. Edge-cloud projects such as Azure IoT Edge [1],
Google Cloud IoT Edge [2] and AWS IoTGreengrass [3] offload the data-intensive tasks
such as the machine learning tasks to a number of edge devices, allowing for real-time
processing of data collected by extensive sensors. There are a large number of researches
devoted to the problem of task offloading in edge-cloud systems. Chen et al. [4] study
a dependency-aware offloading problem under device budget constraints, where both
the mode of edge-cloud cooperation and edge-edge cooperation are considered. With
the aim of minimizing overall delay and energy cost, Chen et al. [5] jointly investigate
the problems of task offloading & transmission power allocation in edge-cloud environ-
ments. The problem of security task offloading based on the IoT-Edge-Cloud system is
developed in a few studies.

In the paper, the problem of dynamic task offloading under the edge-cloud environ-
ments is explored with the objective of minimizing the total weighted response time.
There are two main problems considered: (1) arranging stochastic arrival tasks to the
optimal servers efficiently take account of heterogeneous resources and transmission
latency; (2) computing the execution priorities of tasks on each computing instance and
assigning the required resources to tasks.

It is proved that the problemof static task offloading isNP-hard [6], therefore it stands
to reason that the problem of dynamic task offloading under investigation is NP-hard.
The problem under consideration faces several significant challenges. Generally, the
resources on the edge devices and the cloud servers are heterogenous on the computing
capability. The transmission latency and cost of edge resources are low, but the efficiency
is also low. The efficiency of cloud resources is high, but the cost and transmission latency
are also high. It is challenging to strike a balance between time and cost.

The existing researches mostly assume that the information of tasks to offload are
known or that the arrival distribution of tasks is given. With the given static information
of all tasks, effective offline offloading algorithms could be applied [5, 7]. However, the
arrival distribution of tasks could change dramatically along with time. These offline
algorithms may not be applicable for dynamic ones. As a result, an efficient dynamic
offloading policy is critical to be developed.

The following is a summary of the main contributions in this paper: (1) The problem
under study is formulated as a mixed integrate programming model with the goal of
minimize the total weighted response time. A unique weight is assigned to each task.
The weight represents the latency-sensitivity of a task. (2) An online task offloading
algorithm is developed based on the resource availability. The framework offload and
schedule tasks dynamically and periodically. The management of each resource is in
the form of time slots and updated periodically. (3) The new arrival tasks are separated
into groups based on the weights. The arrange order and servers of these tasks to offload
are determined by performing a greedy simulated annealing heuristic algorithm on each
group. A highest residual density first heuristic rule is applied during the offloading
process to sequence tasks on each instance. (4) The data set ofGoogleCluster [8] are used
to evaluate the performance of the developed algorithm. The results of the experiments
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indicate that the proposal is more effective and the tasks with higher weights could
typically gain faster response times compared with the baseline.

2 Related Work

In cloud computing platform, increasingly mobile devices could take advantage of the
plentiful computing resources of remote cloud data centers. The cloud computing can
significantly extend the computing abilities for mobile devices. It is essential to imple-
ment efficient task scheduling on the cloud, which has been widely studied. Xiong et al.
[9] design a two-stage task scheduling mathematical model for cloud data center and
consider themulti-processor task scheduling. They propose a genetic algorithm based on
Johnson-rule tominimize themakespan.Guo et al. [10] develop a task schedulingmethod
in consideration of the deadline in multiple clouds. The random operators are used in
genetic method and the discrete particle swarm is optimized. The goal is to minimize
the total cost of transmission, calculation and execution. Most of the problems in these
works ignore the transmission time. However, in practical scenarios, the data are trans-
ferred to the remote cloud centers and then the computation results are returned, which
inevitably lead to long transmission times. The transmission times may significantly
reduce the effectiveness of the scheduling schemes, especially for latency-sensitive and
data-intensive tasks.

The edge-cloud computing is a solution to the limitations of cloud computing men-
tioned above. The edge servers with less computing power are deployed at network edge
and close to the mobile devices. It can satisfy the user’s demands while data can be
processed without being transmitted to the remote cloud and significantly reduce the
transmission delay [11]. Massive research works are concerning on the system archi-
tecture of edge-cloud computing. Jonathan et al. [12] develop a distributed edge-cloud
framework named Nebula, which has a lightweight infrastructure. Nebula takes into
account the location-aware data, voluntary storage and computing resources. The recov-
ery, computation placement and replication methods are adopted. Pan et al. [13] explore
the management of network, computing offload, data and resources in edge-cloud. They
discuss the emerging enabling technologies the application scenarios of edge-cloud
systems.

In edge-cloud systems, the effective task offloading strategy is an emerging research
work. On the basis of the dependency between tasks, the research can be divided into
the offloading for tasks with dependencies (which is normally known as DAG task
offloading) and tasks without dependencies (i.e., independent task offloading). For the
offloading problemsof taskswith dependencies,Chen et al. [4] consider the constraints of
device budget and task dependency inmobile edge computing. The offloading problem is
divided into twoNP-hard sub-problems, under themode of both the edge-edge and edge-
cloud collaborations and the mode of edge-cloud collaboration. Two efficient greedy
algorithms are designed for these sub-problems respectively to minimize the completion
time. Sahni et al. [14] consider a dependency-aware task schedulingproblem take account
of networkflowadjustment and different task placement.Amultistage greedy adjustment
algorithm is proposed to optimize the completion time. The problem scenarios of these
works aremostly static. For the offloadingproblemsof taskswithout dependencies,Meng
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et al. [15] propose anonline task scheduling anddispatching algorithm take account of the
computing resources and networking management. The goal is to maximize the number
of tasks completed before the deadline. Kuang et al. [16] consider partial offloading
and resource assignment problem with the objective of reduce the energy consumption
and execution delay. An iterative two-level alternation algorithm is proposed under the
constraint of transmission power.

In addition, on the basis of the real-time characteristics of the problem scenario, the
research on task offloading in edge-cloud environments can be divided into dynamic
and static problems. For the dynamic task offloading problems, Ding et al. [17] develop
a dynamic coalition formation policy to decrease the user cost. The status of tasks and
servers change continuously during execution in consideration of the parallel processing.
Bi et al. [18] explore the optimal task offloading policy with the goal of improve the
system utility. An incremental greedy algorithm based on gradient method is proposed,
considering the fairness and throughput. Wu et al. [19] consider the blockchain-edge-
cloud scenario andpropose an efficient dynamic offloading algorithm to select computing
placement adaptively. The objective is to optimize the response time and energy cost.
For the static task offloading problems, Chen et al. [5] develop a two-level alternation
algorithm under the constraint of power allocation. They make use of the Deep Q-
Network and sequential quadratic programming method to reduce the sum system cost.
Naouri et al. [7] propose a three-layer offloading model and a greedy task graph partition
offloading algorithm. The goal is to minimize the processing delay and communication
cost.

The problems of dynamic task offloading in edge-cloud environments are more
universal and actual. The work of [20] consider the problem of online task dispatching
and scheduling in edge-cloud computing. The tasks are generated at random timewithout
regard to the release distribution between tasks. An online algorithm is proposed in
consideration of transmission delays to minimize the sum of weighted response times.
The investigation in [20] is used as the baseline for this paper.

3 Problem Description

Newly tasks arrive in the system randomly in the problem under study. Assuming that the
system begins at time zero. Let t represents a scheduling period and the system offloads
tasks periodically. During the time interval

[
(q − 1) × t, q × t

]
, i.e., the qth scheduling

period, a set of nq tasks Tq = {
T1,q,T2,q, · · · Tnq,q

}
arrive in the system. These tasks are

independent to each other. Ti,q is the ith task in Tq.

For a task Ti,q, it can be represented as < αi,q, βi,q, pi,q(I), d
↑
i,q(I), d

↓
i,q(I) >.Where

αi,q is the arrival time satisfying αi,q ∈ [
(q − 1) × t, q × t

]
. βi,q is a static property of

Ti,q. It represents the weight of Ti,q. A larger value of the weight indicates the higher
latency-sensitivity, emergency or the VIP level of Ti,q. Supposing that the weights range
from the value 1 to M and higher values imply higher priorities of the tasks. pi,q(I),

d↑
i,q(I) and d↓

i,q(I) depend on the computing instance I . pi,q(I) is the processing time

of Ti,q on instance I . d↑
i,q(I) is the time upload the data of Ti,q to I . d↓

i,q(I) is the time
download the computation result of Ti,q from I . During the execution, the tasks cannot
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be transferred to other servers in order to avoid the transfer cost. However, the tasks can
be preempted or interrupted.

The computing instances of edge servers are defined as a set E = {
I e1 , I

e
2 , · · · , I eK

}

and the computing instances of cloud servers are defined as a set C = {
I c1 , I

c
2 , · · · , I cJ

}
.

The computing instances are isolated computing units such as the virtual machines or
containers. All the computing instances are heterogeneous and without regard to multi-
tenancy. Each instance is single-threaded and could execute at most one task at a time.
These instances have different data transmission bandwidths and different computing
power. In general, the edge servers result in smaller transmission delays than cloud
servers, the cloud servers have stronger computing power than edge servers.

For the assignment ai,q of Ti,q, it can be described as <

Ii,q, f
↑
i,q, e

↑
i,q, f

↓
i,q, e

↓
i,q,Fi,q,Ei,q,wi,q, ri,q >. Ii,q is the computing instance arranged for

Ti,q and Ii,q ∈ C ∪ E. f ↑
i,q and e↑

i,q are the times that Ti,q begin and end the upload to

Ii,q respectively. f ↓
i,q and e↓

i,q are the times that Ti,q begin and end the download from
Ii,q respectively. Fi,q and Ei,q are the times that Ti,q begin and end the calculation on
Ii,q respectively. If the task is interrupted, Fi,q and Ei,q may be not single value. The
calculation interval of Ti,q can be denoted as

[
fi,q,h, ei,q,h

](
fi,q,h ∈ Fi,q, ei,q,h ∈ Ei,q

)
.

wi,q represents the total waiting time that Ti,q is interrupted when executing, defined as
Eq. (1). ri,q represents the response time of Ti,q, which is the time interval from Ti,q
arrive in system to the result of Ti,q download end time, defined as Eq. (2).

wi,q = max
{
ei,q,h|ei,q,h ∈ Ei,q

} − min
{
fi,q,h|fi,q,h ∈ Fi,q

} − pi,q
(
Ii,q

)
(1)

ri,q = e↓
i,q − αi,q (2)

In the time [0,Q × t], SQ is the set of schedule arrangements for all tasks. Along
with the continuous arrival of new tasks, some old tasks that are not completed may be
preempted by the newly arrived tasks. SQ is updated constantly over time. The constraints
of SQ are as follows.

max
{
fi,q,h, fi′ ,q′

,h′ |Ii,q = Ii′ ,q′
}

≥ min
{
ei,q,h, ei′ ,q′

,h′ |Ii,q = Ii′ ,q′
}

(3)

f ↑
i,q ≥ αi,q (4)

fi,q ≥ e↑
i,q (5)

f ↓
i,q ≥ ei,q (6)

e↑
i,q = f ↑

i,q + l↑i,q
(
Ii,q

)
(7)

e↓
i,q = f ↓

i,q + l↓i,q
(
Ii,q

)
(8)

pi,q
(
Ii,q

) =
∑

ei,q,h∈Ei,q,fi,q,h∈Fi,q

(
ei,q,h − fi,q,h

)
(9)
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∀fi,q,h ∈ Fi,q,∀ei,q,h ∈ Ei,q, Ii,q ∈ C ∪ E

i = 1, · · · , nq, q = 1, · · · ,Q

Constraint (3) means that the tasks do not overlap in execution time on each com-
puting instance. Constraint (4) indicates that each task cannot begin until its arrival.
Constraint (5) indicates each computing instance cannot calculate the task until the
transmission of the task data is completed. Constraint (6) means that the task must fin-
ish the processing on the computing instance before returning the calculation result.
Equations (7), (8) define the end uploading and end downloading times respectively.
Constraint (9) means that each task must have sufficient processing time.

The goal is to gain the optimal scheduling assignments with minimizing total
weighted response times W

(
SQ

)
. W

(
SQ

)
defined as Eq. (10).

W
(
SQ

) =
∑Q

q=1

∑nq

i=1

(
βi,q × ri,q

)
(10)

4 Proposed Methods

4.1 Simulated Annealing Based Online Offloading Framework

In this paper, aiming at the problem of stochastic task offloading problem in edge-
cloud computing, a greedy simulated annealing heuristic algorithm (SA) based online
offloading framework (SAOF) is developed. At the very beginning of time zero, SQ is
empty. It is updated periodically at time ε = t, 2t, · · ·Q× t. The randomly arriving tasks
are arranged by period and the execution of all the tasks is monitored at each time period.
The resource availabilities of all the servers are also managed and updated. Newly tasks
that arrive within the time window [ε − t, ε] are collected for scheduling. The collected
tasks are divided intoM task sets in a non-increasing order based on their weights. A SA
algorithm is applied to each task sets to achieve the arrangements of tasks. The essence
is to ensure that tasks with a higher weight get a faster response.

SAOF is described as Algorithm 1.
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4.2 Simulated Annealing Based Algorithm

The greedy simulated annealing (SA) algorithm is a crucial procedure of SAOF. For tasks
with same weight that to be scheduled, the task sequence π0 is created stochastically
as the initial solution at the start of the iteration. The ARR algorithm is performed on
each group to gain the arrangements of tasks. The optimal task arrange sequence π∗ is
obtained and the optimal totalweighted response timeW ∗ is recorded. The neighborhood
of π0 is generated from the generating functionN. New neighborhoods can be generated
by swapping any two tasks in the sequence. The new solution is received using the
commonly used Metropolis criterion: if the objective function difference � < 0, the
new solution is received; otherwise the new solution is received with probability P,
which is calculated as shown in Eq. (11).

P = 1

1 + e− �
λ

(11)

where λ is the control parameter that gradually decreases as the algorithm runs. The
cooling mechanism during annealing is set to λs+1 = λs × r(0 < r < 1) to maintain a
balance between the computational rate and the attainment of the low energy state. The
greedy simulated annealing is applied to the neighborhoods of π∗ iteratively until meet
the termination conditions. Thus, it is possible to jump out of the local optimum with a
certain probability while ensuring convergence. There are three termination conditions:
(1) the solution can be improved in the current iteration; (2) the calculation time of the
iteration exceeds the preset value. The calculation time for generating the offloading
solution for the next time interval cannot exceed t/M . Otherwise, the new tasks of the
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next time interval cannot be offloaded in time; (3) λ is lower than the lower limit λmin.
The search is stopped if λ drops to λmin. During the iterative process, the best schedule
S∗ and the best task sequence π∗ are continuously updated.

SA is described as Algorithm 2.

4.3 ARR

For a given sequence π , the ARR algorithm is to obtain the arrangements of tasks. In
ARR, the OFFLOADING algorithm is executed for each task in π to determine the
arrangements of tasks.
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ARR is described as Algorithm 3.

4.4 OFFLOADING

For a given task T , OFFLOADING algorithm is applied to compute the optimal com-
puting instance and determine the executing order of the given task on the optimal
computing instance. W records the current objective value, T will be offloaded to the
computing instance that bring the minimal increment for W . Let abest records the best
arrangement of T and �min denote the minimal increment for W . Assume that abest is
empty and �min is infinite at the start of the OFFLOADING algorithm.

abest is computed through the followed procedures: At the current time ε, the data of
T will upload to instance I at time ε

′
. The task T ∗ being processed at time ε

′
is obtained.

The residual densities of T ∗ and T are computed. Let R
(
I , ε

′)
represents the residual

density of T on I at time ε
′
and p(I , ε

′
) represents the residual processing time of T on

I at time ε
′
. R

(
I , ε

′)
is computed by Eq. (12).

R
(
I , ε

′) = β/p(I , ε
′
) (12)

β is theweight ofT . The residual density ofT ∗ is defined similarly. The residual densities
of T ∗ and T are compared. T will preempt T ∗ if T has a higher residual density. The
calculation of T is begin at time ε

′
and T ∗ is moved to the waiting queue Q. If T has

a lower residual density, T is moved to Q. The residual densities of tasks in Q are
calculated and the tasks are sorted in non-increasing order based on residual densities.
The arrangements of all tasks (including T , T ∗ and waiting tasks inQ) on I are obtained.
The state of T at time ε

′
determines the arrangement a of T . If T preempts T ∗ at time ε

′
,

the calculation begin time of T is ε
′
. Otherwise, the calculation begin time of T depends

on the executing order of T in Q. The increment of W for task T on each instance is
computed, �min and abest are updated if the obtained increment value is smaller. The
objective value W

′
is constantly updated during the iteration.

OFFLOADING is described as Algorithm 4.
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5 Experimental Evaluation

The proposed SAOF algorithm is compared to the baseline algorithm in [20]. Both
algorithms are compiled by Eclipse JDK11.0.8 and run on a 1.5 GHz、16G RAM PC.
The average relative percentage deviation (ARPD) is used to examine the algorithms.
ARPD is defined as follows:

ARPD = WALG − Wbest

Wbest
× 100% (13)

where Wbest represents the optimal objective value achieved by all the algorithms and
ALG ∈ {SAOF,OnDisc}.

Themain parameters are set as follows: the task processing times on edge servers, the
task arrival times and the task weights are set based on the Google cluster [8] data set. A
scheduling period size t is set to 1s. Theweight βi,q of Ti,q is chosen at random between 1
and11.On the cloud servers, the processing timeofTi,q is set to θp×pi,q(I)(I ∈ E),where

θp follows the uniform distribution U (0.60, 0.80). The downloading delay d↓
i,q(I)(I ∈

C) and uploading delay d↑
i,q(I)(I ∈ C) to/from the cloud servers follows the uniform
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distribution U (0.2, 0.4). The downloading delay d↓
i,q(I)(I ∈ E) and uploading delay

d↑
i,q(I)(I ∈ E) to/from the edge servers follows the uniform distribution U (0.01, 0.03).
The number of cloud servers J is set to 2, 4 and edge servers K is set as 10, 15, 20, 25,
and 30. The overall number of tasks N = ∑Q

q=1 nq is set as 100, 200, 500, 800, 1000,
where Q is randomly set to 5, 10, 20 and 50. In particular, in the SAOF algorithm, the
control parameter λ is initially set to 100, the lower limit λmin is set to 10−8 and the rate
of descent r is set to 0.98.

There are 5 × 2 × 5 = 50(N ∈ {100, 200, 500, 800, 1000}, J ∈ {2, 4},K ∈
{10, 15, 20, 25, 30}) various instance parameter combinations. 5 instances are randomly
created for each combination. On these instances, SAOF algorithm and OnDisc algo-
rithm are tested. As a result, there are 50 × 5 × 2 = 500 experimental results. Table 1
and Fig. 1 are the experimental results for all instance parameter combinations of the
algorithms.

Table 1 shows that the average ARPD for SAOF (0.000%) is better compared with
OnDisc (5.446%) on all instances. The reasons may be lie in that when massive tasks
arrive simultaneously, OnDisc arranges tasks in random order and lacks of efficient task
arrangement sequence. The interactions between instance parameters and algorithms are
depicted in Fig. 1. It shows that SAOF performs better than OnDisc algorithm and has
statistical differences. SAOF is more stable under the change of instance parameters.

The simulation results indicate that SAOF is more suitable and efficient for solving
the problem under investigation.

Table 1. Average Relative Percentage Deviation of Algorithms/%

Param Value ARPD(%)

OnDisc SAOF

N 100 3.362 0.000

200 4.906 0.000

500 6.784 0.000

800 6.211 0.000

1000 5.985 0.000

J 2 5.248 0.000

4 5.636 0.000

K 10 2.985 0.000

15 4.118 0.000

20 5.226 0.000

25 6.631 0.000

30 8.264 0.000

Avg 5.446 0.000
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Fig. 1. Interactions between instance parameters and the compared algorithms with 95.0% Tukey
HSD intervals

6 Conclusion

In this paper, a stochastic task offloading problem in edge-cloud environments has been
studied with the optimization objective of minimizing the total weighted response time.
A greedy simulated annealing heuristic algorithm (SA) based online offloading frame-
work (SAOF) has been developed. SAOF is composed of SA, ARR and OFFLOADING
algorithms: SA is applied to achieve the optimal task arrangement for the new arrival
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tasks. ARR is used to compute the assignment for a given task sequence. OFFLOADING
is used to offload a given task to the optimal server and compute its order of execution.
The performance of proposed SAOF algorithm is evaluated through simulation exper-
iments and compared with OnDisc algorithm. Simulation results show that SAOF has
better performance under different parameter combinations.

In the problem under study, the task on each instance has a certain and given pro-
cessing time. In the future research, it is deserve studying the non-clairvoyant resource
model and task offloading problem based on fuzziness.
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Abstract. In a distributed resource environment, container technology
highly facilitates the deployment and execution of scientific workflow
tasks. However, existing scientific workflow scheduling studies barely con-
sider the multi-channel programming of computational resources, which
makes it hard to simultaneously achieve effective container sharing and
optimize task parallelism and resource utilization. In this paper, we
propose a segmented workflow scheduling strategy based on container
technology in multi-vCPU devices environment. It reduces the solution
space size of the heuristic algorithm through a segmented scheduling
approach. And it uses an adaptive discrete particle swarm optimization
algorithm with genetic operators (ADPSOGA) to optimize the average
completion time of each workflow under the constraint of device rental
cost. In addition, we propose a dynamic scaling scheme between con-
tainers and devices to reuse containers and solve the problems related
to resource contention when tasks are parallel in a device. Experimen-
tal results indicate that ADPSOGA outperforms other similar heuris-
tics algorithms, and the segmented scheduling approach significantly
improves the optimization-seeking efficiency of the algorithm.

Keywords: Scientific Workflow Scheduling · Container · vCPUs ·
Particle Swarm Optimization

1 Introduction

Scientific workflow is a common model widely used to describe scientific com-
puting problems in fields such as bioinformatics, astronomy, and physics. With
the increasing complexity of scientific computing systems, the data-intensive,
communication-intensive and computing-intensive characteristics of scientific
workflow are intensifying [3], which requires high-performance computing (HPC)
resources or distributed computing resources to assure the normal operation of
the system. These distributed resources can be clustered servers, dispersed com-
puters, virtual machines providing leased services in the cloud, and IoT devices in
edge environments, etc. For convenience, we will call these distributed resources
collectively “devices” in the following.
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Container technology is a lightweight virtualization solution, which can pro-
vide a packaging mechanism for workflow tasks in distributed system design
and development [6]. In addition, through OS-level virtualization, multiple con-
tainers can coexist and run in isolation on the same machine, thus improving
resource utilization [5]. Unlike virtual machines that perform hardware virtu-
alization, containers are lightweight and they only bundle application depen-
dencies when reusing the underlying operating system [2]. Based on container
technology, this paper studies the scheduling problem of scientific workflow in
multi-vCPU devices environment.

Due to the high complexity of scientific workflows, existing task scheduling
methods often address the task assignment problem using heuristic algorithms;
however, they are easily trapped in local optima [11]. Therefore, these algorithms
need to be improved to overcome this drawback. Meanwhile, most existing work-
flow scheduling algorithms are only applicable to single-channel batch processing
systems, where tasks in a device are assumed to be executed only serially [3,4,7–
10]. But the computational resources of a device are usually sufficient to support
the parallel or concurrent execution of tasks. If the device executes tasks in a
serial manner, some of the device’s computational resources will be idle, which
will reduce the resource utilization. Thus, we should consider the parallelism or
concurrency of tasks in the device. Meanwhile, concurrently executed tasks in a
single device may compete with each other for computational resources, leading
to task timeouts and subsequently affecting the completion time of the workflow.
Therefore, the resource contention between concurrent tasks must be considered
when scheduling scientific workflows on multi-vCPU devices. In order to ensure
the smooth execution of each task, the computational resources allocated to the
task need to be adaptively adjusted, and the process of dynamically increasing
or decreasing is called “dynamic scaling”. With the adoption of container tech-
nology, the new container layer brings new challenges to the dynamic scaling of
computational resources.

In response to these challenges, the major contributions of this work are
summarized below:

1) A segmented scheduling approach is proposed to reduce the solution space
size by splitting the overall workflow and invoking the heuristic algorithm for
solution in stages, which greatly improves the optimization seeking efficiency
and effectiveness of the overall strategy.

2) ADPSOGO is proposed. The crossover operator and mutation operator of
the genetic algorithm are introduced in the particle update, and the adaptive
inertia weights are used to balance the local search and global search, which
avoid the premature local convergence of particles and improve the global
search performance.

3) A container scaling scheme is designed to achieve container reuse by dynam-
ically generating and starting and stopping containers in the device, so that
containers can be deployed rationally.
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2 Model and Problem Definition

Fig. 1. Architecture of container-based workflow scheduling system.

The system model is shown as Fig. 1. Multiple scientific application requests
are sent to the scheduler, and each application request corresponds to a set of
computational tasks with priority constraints. The scheduling manager converts
each application request into the corresponding workflow, and then assigns the
workflow tasks to the appropriate device and the corresponding type of container
for execution according to the scheduling scheme. The focus of this paper is on
“device allocation” and “container scaling”, that is, deciding which device and
which resource configuration of containers to run each task on, and how to deploy
container instances in a given device. The objective is to optimize the workflow
completion time under the limited device resources and budget constraints.

2.1 Workflow Model

Multiple users submit scientific application requests at the same time, and the
corresponding set of generated workflows is defined as W =

{
w1, w2, ..., wn

}
. As

shown in the workflow layer in Fig. 1, each workflow is represented as a directed
acyclic graph Gq = 〈V q, Eq〉. Where V q = {tq1, t

q
2, . . . , t

q
m} denotes the set of m

tasks contained in the q-th workflow, and Eq =
{
eq1,2, e

q
1,3, ..., e

q
i,j

}
denotes the

data dependencies between the tasks in the q-th workflow.
Each data dependency edge eqi,j =

(
tqi , t

q
j

)
indicates the existence of a data

dependency relationship between task tqi and task tqj , where task tqi is the direct
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predecessor node of task tqj and task tqj is the direct successor node of task
tqi . In the workflow scheduling process, the data dependencies between tasks
determine the order of their execution. In the workflow graph, a task without
direct predecessor is called an enter-task tqenter, and similarly, a task without
direct successors is called an exit-task tqexit.

Each workflow wq is preassigned an execution budget δwq before execution,
and a scheduling scheme is said to be a feasible solution when it can execute and
complete all workflows under the total budget constraint δtotal.

2.2 Resource Model

The distributed multi-vCPU resource environment has multiple types of devices,
each with a specific resource configuration ri =< ηi, αi, βi, γi >, where ηi is the
number of available instances in the corresponding type of device, αi is the
number of vCPUs owned by the corresponding type of device, βi is the single
vCPU computational performance in the corresponding type of device, and γi
is the unit price of the billing cycle in the corresponding type of device.

Each device can run multiple container instances simultaneously while sat-
isfying its computational resources, and each container instance has its corre-
sponding type and resource occupation level. The container type determines the
tasks that can be run in that container, i.e., the tasks of each workflow can
only be run in the container instance of its corresponding type, while the con-
tainer resource occupancy level indicates the amount of computational resources
allocated to the container instance when it is running.

In this paper, the resource occupancy of a container is divided into μ levels,
and when the resource occupancy level is i, it means that the container occupies
i/μ vCPU resources. We assume that each task is a single-threaded task and the
tasks in the container are executed serially, then the maximum computational
resources that can be occupied by 1 container in a multi-vCPU device is 1 vCPU
resource.

2.3 Problem Definition

The research content of this paper is a multi-workflow scheduling optimization
problem based on container, and its purpose is to optimize the workflow com-
pletion time under limited device resource conditions and budget constraints.

We define a scheduling solution as S = (Re,Map, Ttotal, Ctotal). Where
Re = {d1, d2, ..., dr} denotes a set of device resources need to be used and
di = {c1, c2, ..., cs} denotes the list of containers generated by the i-th device.
Map = {(tqi , cj,k, Rc (tqi , cj,k) , AST (tqi )) |tqi ∈ V q, cj,k ∈ dj , dj ∈ Re} denotes the
mapping relationship of devices and containers corresponding to each task in
n workflows. Where tqi is the i-th task of the q-th workflow, dj is the j-th
device in the device resource Re, cj,k is the k-th container in the device dj
container. Rc (tqi , cj,k) denotes the resource level that task tqi can occupy when
it is assigned to container cj,k. And AST (tqi ) denotes the actual start time of
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task tqi . Ttotal =
{
T 1
total, T

2
total, ..., T

n
total

}
contains the completion time of each

workflow. Ctotal is the rental cost of devices required to complete all workflows.
After a mapping solution Map is generated, the lease start time UST (dj)

and the lease end time UET (dj) corresponding to each device can be obtained,
and thus, the individual workflow completion time T q

total and the total cost Ctotal

of all workflows can be calculated as following equations.

T q
total = max

tpi ∈V q
exit

{AFT (tqi )} (1)

Ctotal =
|Re|∑

i=1

⌈
UET (di) − UST (di)

θ

⌉
*γRd(di) (2)

where V q
exit is the set of all exit-tasks for the q-th workflow, θ is the unit time

interval, and γRd(di) is the unit time rental price for the corresponding type of
device.

Based on the above definition, the multi-workflow scheduling problem based
on container technology with the budget constraint can be finally expressed
formally as Eq. (3):

min
|W |∑

q=1

T q
total

s.t. ctotal ≤ δtotal

(3)

3 Container-Based Segmented Workflow Scheduling
Strategy

The container-based segmented workflow scheduling strategy consists of four
main parts, which are generation of task scheduling sequence table, segmented
scheduling approach, modified heuristic algorithm ADPSOGA, and container
scaling scheme. First, the individual workflows are merged as a whole to generate
a schedule sequence table for all tasks. Then the merged workflow is split into
multiple sub-workflows. The modified heuristic is called step by step to find
the best solution for each sub-workflow scheduling problem, and the proposed
container scaling scheme is applied in the process. Finally, the optimal scheduling
solutions for each sub-workflow are merged to the final scheduling solution.

3.1 Generation of Task Scheduling Sequence Table

We adopt a post-merge scheduling approach for multi-workflow scheduling, so
that tasks of different workflows can share the same device resources and improve
device resource utilization.

To schedule the merged multiple workflows, we need to consider the task
scheduling order of each workflow. We calculate the critical path of each workflow
individually once beforehand, and use LST (tqi ) to denote the latest start time
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of task tqi in the q-th workflow, which is the latest start moment of task tqi under
the premise that the completion time of the q-th workflow is guaranteed to be
minimal. In the classical algorithm HEFT [12], ranku denotes the critical path
length of a task to the exit-task and is used to prioritize the individual tasks
of the workflow. And the meaning of LST (tqi ) is similar to ranku, so we sort
all the tasks by LST (tqi ) in ascending order to generate a scheduling sequence
table.

The smaller LST (tqi ) is, the earlier the task tqi is scheduled. The scheduling
sequence table in ascending order of LST (tqi ) provides the topological order of
tasks, while also ensuring priority constraint relationships between tasks.

3.2 Segmented Scheduling Approach

Since the solution space of the heuristic algorithm grows exponentially with the
number of tasks involved in scheduling, the solution efficiency of the heuris-
tic algorithm will be seriously affected when the number of tasks involved in
scheduling is large. To reduce the solution space of the algorithm, this paper
proposes a segmented scheduling method: first, the scheduling sequence table
is split by the splitting granularity (i.e., a fixed number of tasks) to generate
a set Wsub = {wsub1 , wsub2 , wsub3 , . . .}; secondly, the sub-workflows in Wsub are
scheduled sequentially based on the improved heuristic algorithm in this paper;
finally, all the sub-workflow scheduling schemes are combined to generate the
overall scheduling scheme. It is worth noting that after the current sub-workflow
completes scheduling, the resource pool Re of its best solution will be used as
the initial resource pool of the next sub-workflow.

To determine the fitness of a scheme in the segmented scheduling process,
this paper introduces the cumulative budget CC (wsubi) corresponding to the
current sub-workflow, which represents the tolerable usage cost of the equipment
required to schedule wsub1 to wsubi , defined as shown in Eq. (4).

CC (wsubi) =

⎧
⎨

⎩

ETsum(wsubi)
ETsum(wall)

∗ δtotal i = 1

CC
(
wsubi−1

)
+

ETsum(wsubi)
ETsum(wall)

∗ δtotal i > 1
(4)

where ETsum is the sum of the estimated execution times of all tasks in a work-
flow

ETsum (wq) =
∑

t∈V q
ETt (5)

3.3 Modified Heuristic Algorithm ADPSOGA

We propose an adaptive discrete particle swarm optimization with genetic algo-
rithm (ADPSOGA) to search for the position of each task assigned in the work-
flow. The algorithm introduces the crossover operator and mutation operator of
genetic algorithm in particle updating, which enables the particles to explore
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new regions and thus obtain better global search ability. For the individual cog-
nitive factor and social cognitive factor, the crossover operator of the genetic
algorithm is introduced to update each particle to achieve the learning process
toward the better particle. In addition, we combine the inertia weight factor with
the mutation operator of the genetic algorithm to better balance local search and
global search.

Particle Encoding. PSO is typically used to solve continuous problems [13],
however workflow scheduling is a discrete problem that requires a new problem
encoding strategy. We adopt the nested approach of “device instances, container
resources” to encode the task assignment. In the particle swarm algorithm, a
particle represents a scheduling solution. At the t-th iteration, the position Xt

i

of the i-th particle is shown in the following equation.

Xt
i =

(
xt
i,1, x

t
i,2, . . . , x

t
i,n

)
(6)

xt
i,k = (I, rc) (7)

where each node xt
i,k(k=1,2,...,n) is nested into 2 subdivisions, indicating the k-

th task assigned to the I-th device instance and the amount of resources occupied
by the task when it runs as rc, respectively.

A particle encoding with 8 subtasks as shown in Fig. 2. Suppose there are
5 types of rentable devices and the number of instances provided by each type
of device is 4,2,3,5,3, and the maximum container resource occupation level μ
is 4. Therefore, I takes values from 1 to 17 and rc takes values from 1 to 4. In
Fig. 2, the task t1 is assigned to the 8th device instance, and the corresponding
container resource occupation is 3/4 vCPU.

Fig. 2. Particle encoding.

Particle Update. In the traditional PSO particle update strategy, three impor-
tant parameters are involved in the particle swarm update in the traditional PSO:
inertia weight factor, individual cognitive factor and social cognitive factor. In
order to overcome the defect that the traditional PSO is prone to fall into local
optimum, ADPSOGA introduces mutation and crossover operations of genetic
algorithm to improve the corresponding part, as shown in Eq. (8).

Xt
i = c2 ⊕ Cg

(
c1 ⊕ Cp

(
w ⊗ M

(
Xt−1

i

)
, pBestt−1

i

)
, gBestt−1

)
(8)
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where w is the inertial weight factor, c1 and c2 are the cognitive factors, M ( )
denotes the mutation operation, and Cp ( ) denotes crossover operation with
its individual historical optimal particle pBestt−1

i , and Cg ( ) denotes crossover
operation with the global historical optimal particle gBestt−1.

We combine the inertia weight factor part of Eq. (8) with the idea of variation
in the genetic algorithm, which is updated as shown in Eq. (9).

At
i = w ⊗ M

(
Xt−1

i

)
(9)

where, the inertia weight factor w here represents the variation strength of the
particle, and when this value is larger, the number of variation operations of the
particle in each iteration is higher.

For one mutation operation, a node in the particle will be selected randomly
and its quantile value will be changed irregularly, and the new values must all
be within the corresponding range of taken values. A mutation operation for
the particle encoded in Fig. 2 is shown in Fig. 3, where a node p1 of the particle
is randomly selected and the value at position p1 is updated from (2,3) to a
random value (11,4).

Fig. 3. Particle mutation operation.

We combine the individual cognitive part and social cognitive part with the
idea of crossover in the genetic algorithm, and the updated results are shown in
Eq. (10) and Eq. (11), respectively.

Bt
i = c1 ⊕ Cp

(
At

i, pBestt−1
)

=
{

Cp

(
At

i, pBestt−1
)

r1 ≤ c1
At

i r1 > c1
(10)

Ct
i = c2 ⊕ Cg

(
Bt

i , gBestt−1
)

=
{

Cg

(
Bt

i , pBestt−1
)

r2 ≤ c2
Bt

i r2 > c2
(11)

where r1 and r2 are random numbers from 0 to 1, c1 and c2 are the individual
cognitive and social cognitive factors, respectively, representing the crossover
probabilities with the individual historical optimal particle and with the global
historical optimal particle, respectively.

After the mutation operation, a random number r1 (or r2) from 0 to 1 is
generated, and if it is less than or equal to the crossover probability c1 (or c2),
the crossover operation is executed: 2 crossover positions (i.e., p2 and p3) are
randomly selected and the value between the particle p2 and p3 positions is
replaced with the value of pBest (or gBest) in that interval, as shown in Fig. 4.
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Fig. 4. Particle crossover operation.

Parameter Update. In the classical PSO algorithm, the inertia weight factor w
changes only with respect to the number of iterations, which is not well suited to
the nonlinear and complex multivariable nature of the actual problem. Therefore,
we construct an inertia weight factor adjustment strategy that adaptively adjusts
according to the current particle’s fitness. The strategy adjusts the inertia weight
factor based on the difference degree d (Xt

i ) between the current particles and
the global historical optimal particles, and d (Xt

i ) as shown in Eq. (12).

d
(
Xt

i

)
=

div (Xt
i , gBestt)
2T

(12)

where div (Xt
i , gBestt) denotes the number of different divisions between the

particle Xt
i and the global historical optimal particle gBestt, and T is the size of

the number of subtasks in the workflow. When the value of div (Xt
i ) is small, it

means that the difference degree between Xt
i and gBestt is small, and the value

of w should be reduced to make the particle mutation intensity weaker so as to
ensure that the particles can search better in a small area for finding the optimal
solution. Otherwise, the value of w should be increased to make the search space
of the particle larger in order to find the optimized solution space faster. The
new inertia weight factor w we define is calculated as shown in Eq. (13).

w = wmax − (wmax − wmin) ∗ exp

(
d

(
Xt−1

i

)

d
(
Xt−1

i

) − 1.01

)

(13)

The 2 cognitive factors c1 or c2 of ADPSOGA are set by the classical linear
increasing or decreasing strategy [1].

3.4 Container Scaling Scheme

Algorithm 1 provides a container scaling scheme to maintain the list of already
generated containers in the device. Its purpose is to achieve dynamic scaling
between containers and multi-vCPU devices. And the process is to select an old
container or generate a new container in the specified device to run the task
according to the current resource situation, and update the properties of the
relevant devices and containers.
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For a task, the amount of resources remaining in the assigned device is calcu-
lated in advance before selecting the old container or generating a new container.
If the remaining resources are insufficient, it is necessary to wait for the currently
running container to finish executing the task and then release the corresponding
resources until the remaining resources meet the required amount of resources
for the task, as expressed in lines 6 to 13 of Algorithm 1. And lines 14 to 22 in
Algorithm 1 are the process of selecting specific container instances, which aims
to keep the task running as early as possible while considering container reuse.

Algorithm 1.Container Selection
Input: the task t, assigned device d , the list of corresponding type containers c list,

the amount of resources required c R
Output: the selected container c
1: if d is close then
2: start d
3: UST (d) = max (EST (t) − Tdboot − Tpull − Tcboot, 0);
4: EFreeT (d) = UST (d) + Tdboot

5: end if
6: if c R > R(d) then
7: c R = R(d)
8: end if
9: while getRemaining R(d)<c R do

10: c = getEarliestFreeContainer(d)
11: stop c
12: EFreeT (d) = EFreeT (c)
13: end while
14: c = getEarliestFreeContainerInCList(c list)
15: if (c exist) and ((EFreeT (c) <= EST (t)) or (EFreeT (c) < EFreeT (d)+Tcboot))

then
16: EFreeT (c) = max(EFreeT (c), EFreeT (d))
17: else
18: creatContainer(d, type(t))
19: ST(c) =max( EFreeT(d) , EST(t) )
20: EFreeT (c) = ST (c) + Tcboot
21: c list = c list + c
22: end if
23: Rc(c) = c R
24: start c
25: return c

4 Experiments and Analysis

4.1 Experimental Setup

In the experiments, we set up five different types of devices and the data transfer
rate between devices is defined as 100 Mbps. The relevant settings are shown in
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Table 1, and the pricing will be converted to USD per second in the experiments
due to the short completion time of some workflows.

Table 1. Equipment resource settings.

type number of
instances

number of vCPU computing
performance of
single vCPU

price

1 4 2 1.0 0.102 USD per hour

2 5 4 0.9 0.184 USD per hour

3 3 8 0.8 0.338 USD per hour

4 4 16 0.9 0.716 USD per hour

5 2 32 0.88 1.332 USD per hour

To evaluate our scheduling strategy, we perform simulation experiments with
the workflow data from scientific applications. Some related work was done by
Bharathi et al. [1], who investigated the structure of five real-world workflows
from different scientific fields. These include Montage for astronomy, CyberShake
for earthquake science, Epigenomics for biology, LIGO for gravitational physics,
and SIPHT for biology, and these workflows have different structural charac-
teristics. In addition, they have developed a workflow generator to construct
workflows. The constructed workflows are stored in XML files with four differ-
ent number of tasks for each scientific workflow: small (with 30 tasks), medium
(with 50 tasks), large (with 100 tasks) and very large (with 1000 tasks). The
experiments will use these files as input for the relevant tests.

4.2 Segmented Scheduling Effectiveness Verification

To compare the difference in effectiveness between segmented scheduling and
non-segmented scheduling, we use ADPSOGA to solve for Montage and Cyber-
Shake workflows with different multiplicative budget constraints, respectively,
for 20 times each experiment, and the experimental results are shown in Fig. 5.

The success rate in Fig. 5 indicates the probability of the algorithm finding a
feasible solution, and the completion time is the average completion time of the
workflow for 20 experiments with different multiplicative budget constraints.

From Fig. 5, it can be observed that segmented scheduling significantly
outperforms non-segmented scheduling. In the experiment, the non-segmented
scheduling is set to perform 1000 iterations, while the segmented scheduling is
100 iterations, but the success rate and the workflow average completion time
of the segmented scheduling are significantly better than the non-segmented
scheduling under the same budget constraint. For example, in Fig. 5c and Fig. 5d,
when the budget constraint is 2.5 times, Montage has a 100% success rate in
segmented scheduling with an average workflow completion time of 203.38 s,
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Fig. 5. Completion time and success rate of ADPSOGA for scheduling CyberShake,
Montage with different multiplier budget constraints.

while non-segmented scheduling has a 65% success rate with an average work-
flow completion time of 243.91 s. Meanwhile, we found that it takes 4.5 times
the budget constraint to find a feasible solution with 100% probability for 1000
iterations of non-segmented scheduling, while it takes only 1.5 times the budget
constraint to find a feasible solution with 100% probability for 100 iterations
of non-segmented scheduling. We also found that it takes more than 4.5 times
the budget constraint to find a feasible solution with 100% probability for 1000
iterations of non-segmented scheduling, while it takes only 1.5 times the budget
constraint to find a feasible solution with 100% probability for 100 iterations of
segmented scheduling.

Intuitively, it seems that directly splitting workflows will lose some global
information and lead to unsatisfactory scheduling results at the end. However,
the experimental results reveal that segmented scheduling after splitting the
workflow gives better results. The optimization is particularly effective in the
case of a large number of tasks, due to the fact that splitting workflow reduces
the solution space, resulting in a significant improvement in the algorithm’s
optimization-seeking capability and a reduction in the number of required iter-
ations.
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Fig. 6. Completion times for various types of workflows and different number of tasks
with different algorithms.

4.3 Comparison of Algorithms

To compare the performance of the modified heuristic algorithms in this paper,
we applied segmented scheduling as well as container scaling schemes to con-
duct relevant experiments using ADPSOGA, classical PSO algorithm and GA
algorithm (roulette selection), respectively. We conducted 20 experiments for dif-
ferent number of tasks and types of workflows under 1.5 times budget constraint
(the split granularity was set to 10 and the iteration number of sub-workflows
was set to 100) to calculate the average completion time of various workflows
under different algorithms, and the experimental results are shown in Fig. 6.

From the experiments of the four workflows in Fig. 6, we can notice that
the completion time of each workflow does not increase proportionally with the
number of tasks. That is because as the number of tasks increases, it mainly
increases the parallelism of tasks, while the theoretical earliest completion time
of workflows does not increase much. Therefore, the experimental results also
show that the segmented scheduling approach and the container scaling scheme
proposed in this paper can well adapt to the impact of increasing task parallelism.
In Fig. 6c, we found that the results of the three algorithms are similar for
the Sipht workflow when the number of tasks is less than 100. This is because
there is a very obvious critical path in the Sipht workflow structure and the
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execution time of the tasks on the non-critical path is very short, so the three
algorithms can easily find the solution that can make the completion time of this
workflow close to its optimal earliest completion time. In Fig. 6d, we observe that
the proposed algorithm in this paper does not outperform the results of other
algorithms when scheduling an Inspiral workflow containing 1000 tasks. The
preliminary analysis is that the Inspiral workflow has a special structure and the
tasks are hierarchically very obvious. When there are too many tasks in each
layer, the segmented scheduling makes the lack of dependency information in
the front and back layers serious, resulting in the inability to effectively use the
dependency relationships between workflow tasks for optimization search.

From the overall view of Fig. 6, the proposed ADPSOGA performs well in
terms of workflow scheduling for various types and number of tasks, while clas-
sical PSO and GA have their own advantages and disadvantages, but both per-
form worse than ADPSOGA overall. This is because ADPSOGA is designed with
adaptively updated inertia weights and introduces a cross-variance mechanism
from genetic algorithm, which enhances the ability to search the solution space
and improves convergence, enabling ADPSOGA to find a better solution with
fewer iterations.

5 Conclusion

To address the workflow scheduling problem of scientific applications in a dis-
tributed multi-vCPU device environment and to optimize the workflow comple-
tion time under limited resource conditions and budget constraints, this paper
proposes a scheduling strategy based on container technology and taking into
account task parallelism/concurrency in the device. In the strategy, a container
scaling scheme is developed for the problem of dynamic deployment of con-
tainers in multi-vCPU devices, and the ADPSOGA algorithm and a segmented
scheduling approach are proposed to schedule the tasks. Experimental results
show that ADPSOGA converges faster and performs better search than classi-
cal heuristics, and the introduction of the segmented scheduling approach has
considerably improved the overall scheduling strategy. The experimental results
also illustrate that the heuristic algorithm commonly suffers from a large solu-
tion space when solving discrete optimization problems, which critically affects
their solution efficiency, and that problem can be solved effectively by using
segmented scheduling.
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Abstract. Mobile sink can effectively solve hot issues in wireless sen-
sor networks (WSNs), but its mobility will lead to changes in network
topology and unreliable transmission links. By analyzing various efficient
energy-saving and fault-tolerant routing methods, a dynamic segmented
path heuristic recovery algorithm for WSNs based on mobile sink is pro-
posed. The data transmission path is divided into anterior segment path
and posterior segment path, and the whale optimization algorithm is
used to recover the posterior segment path. The fitness function of the
posterior segment path recovery is constructed, considering the residual
energy, node distance, node energy consumption and delay. The perfor-
mance of the proposed algorithm is evaluated and the whale heuristic
algorithm is used to efficiently recover the posterior segment path in dif-
ferent dimensions. Analysis and simulation experiments show that the
segmented path recovery method can effectively save path energy con-
sumption and delay, and the whale recovery algorithm is simple and
effective.

Keywords: dynamic segmented path · path recovery · heuristic
algorithm · woa

1 Introduction

Recently, WSNs has been widely used in medical, scientific, military and life
fields, such as agricultural monitoring, environmental monitoring, field biologi-
cal tracking, security, smart home and so on. WSNs are composed of low-power,
low-cost and energy-constrained sensors, which are randomly deployed in specific
areas to perceive the environment, process the sensing information, and provide
wireless communication between the source and the target. Once deployed, the
sensor will use its own energy to run, so how to provide an energy-efficient,
reliable, and extended network lifetime wireless sensor is the key issue we con-
sider. The traditional wireless sensor network adopts static deployment [1–3].
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When the data collection area is large, this method is inefficient, and the sensor-
aware data are transmitted to the sink through multi-hop mode, which causes
the nodes around the sink to run out of energy quickly, forming hot issues and
funnel effect [4].

To prolong the network lifetime of WSNs and reduce the forwarding of sens-
ing data around sink nodes, the famous WSNs routing protocol Low-Energy
Adaptive Clustering Hierarchy (LEACH) is proposed [5]. Therefore, clustering
method can effectively alleviate the forwarding data pressure of sink node, but
it cannot completely solve the funnel effect. To address the hot issues and funnel
effect, mobile sink is used in the monitoring area of WSNs. It not only avoids the
hot issues and funnel effect but also greatly reduces the occurrence of data delay
and data loss.However, the mobility of mobile sink may cause to changes of net-
work topology and unreliable transmission links. For example, the sink may not
be able to contact a certain cluster head node during movement, which is fatal for
WSNs because the failure of the cluster head node means that a large amount of
sensor node data will not be collected. Recently years, fault-tolerant mechanism
has make a research hotspot in the fields of mobile WSNs [6]. Energy saving
and fault-tolerant are the two major challenges in the development of large-scale
WSNs [7].

In view of the above problems, we propose an energy-saving and reliable
segmented routing recovery algorithm for mobile WSNs based on whale opti-
mization algorithm(WOA). In each cluster, when the mobile sink is disconnected
from the cluster node, the node containing the transmission task, sufficient node
energy and less node hops is searched according to the information contained in
the transmission node in the previous information transmission path as a new
cluster node to establish a new connection with the mobile sink node. After
the new clustering node is formed, the previous information transmission path
is divided into anterior segment path and posterior segment path. The ante-
rior segment path refers to the transmission path from the source node to the
segmentation node, which no longer needs to be updated. The posterior seg-
ment path refers to the transmission path from the segmentation node to the
new clustering node. Considering the node residual energy, the distance between
nodes, the energy consumption and delay of the node, the fitness model of path
is established, and WOA is used to reconstruct the posterior path.

The major contributions of this paper are as follows:

(1) A segmented path heuristic recovery algorithm for WSNs based on mobile
sink is proposed.

(2) The data transmission path is divided into anterior segment path and pos-
terior segment path, and the posterior segment path is reconstructed by the
whale optimization algorithm.

(3) The fitness function of the posterior segment path recovery is constructed,
considering the residual energy, node distance, node energy consumption
and delay.

(4) The proposed algorithm is analyzed and evaluated from the perspectives of
energy consumption, delay, and path recovery.
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2 Related Work

At present, various efficient and energy-saving fault-tolerance routing meth-
ods have been posed and implemented in the article. There are three main
fault-tolerant routing methods for WSNs: link retransmission, error-correcting
code mechanism and multi-path method. Here, we mainly discuss the related
research of multi-path algorithm. In [8–11], mainly elaborated the clustering-
related multi-path algorithms in WSNs. Using fault-tolerant target tracking
protocol based on clustering to track and monitor moving objects, compared
with LEACH, energy consumption is reduced by 25% [8]. A position-aware and
fault-tolerant WSNs clustering protocol is designed, which is energy-saving and
reliable, and reduces end-to-end data transmission delay [9]. In [10], a distributed
energy-saving and fault-tolerant algorithm is proposed for WSN, which selects
the next hop cluster head in an energy-saving way and restores the connection
with neighbor nodes when the cluster head fails. In [11], an energy-optimized
clustering routing algorithm based on multi-path is proposed. The algorithm is
based on fuzzy rule algorithm. Many researchers have designed fault-tolerance
schemes. A trust-based fault-tolerant data aggregation framework is designed to
reduce the impact of error data [12]. In [13], an efficient fault tolerant multipath
routing scheme is designed for WSNs. A distributed fault-tolerant topology con-
trol algorithm is proposed, which assigns the transmission range to each sensor,
so that each sensor has at least K paths with disjoint vertices to the super node,
and minimizes the total energy consumption [14].

Mobile sink can effectively solve the energy black hole and effectively balance
node energy consumption. In [15], an intelligent agent-based routing protocol is
proposed, which reduced the cost of mobile sink. Based on the generated graph, a
heuristic mobile aggregation path planning algorithm is given to find the shortest
path of obstacle avoidance. In [16], researchers proved that the path planning
is NP-complete problem, and proposed an effective reliable data collection path
planning (EARTH) algorithm, this method can find a shorter path to collect
sensing data without losing packets.

Based on the enlightenment of nature, natural element heuristic optimiza-
tion algorithms are increasingly used in WSNs. In [17], genetic algorithm as an
effective clustering and routing algorithm is used for WSNs. In [18], the parti-
cle swarm optimization algorithm was applied to select cluster heads, thereby
reducing the energy consumption of wireless sensor networks. A mobile aggre-
gation clustering algorithm based on PSO is proposed in [19], node position and
residual energy are the major parameters for selecting cluster heads. In [20], an
improved ant colony algorithm considering cluster head distance is proposed. The
mobile sink finds the optimal trajectory to communicate with the cluster head.
The simulation shows that the proposed algorithm can significantly improve
the performance of WSNs compared with other routing algorithms. For static
aggregation and multi-hop routing, In [21], In order to improve the efficiency
of data collection, researchers proposed enhanced clustering approach based on
ant colony for multiple mobile sinks. Researchers entered a special mobile sink,
mobile data transmission node (MDT), which collects the data of sensor nodes by
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accessing each sensor node and sends it to the base station [22]. A path optimiza-
tion method for mobile sink in WSNs based on artificial bee colony algorithm
is proposed in [23]. In [24], in order to reduce the data loss, effectively control
the network overhead and maximize the performance of heterogeneous sensor
networks, a clustering routing algorithm for heterogeneous WSNs based on the
wolf swarm algorithm was proposed. In [25], a natural heuristic optimization
algorithm, whale optimization algorithm, is proposed. The WOA is tested by
29 mathematical optimization problems and 6 structural design problems. The
results show that the WOA algorithm has strong competitiveness compared with
the existing metaheuristic algorithms and traditional algorithms. Researchers
proposed an effective WOA-based cluster head selection algorithm. [26].

A large number of literatures show that WSNs data collection using clus-
tering and mobile sink can effectively improve data collection, balance energy
consumption and prolong network lifetime. However, the collection strategy of
mobile sink is relatively complex and challenging. It is very important to design
a reliable and energy-saving adaptive recovery path.

3 Network Model and Proposed Algorithm

The innovation of the algorithm in this paper is to extend network lifetime,
balance node energy consumption, and enhance data collection reliability. The
dynamic path reconstruction is carried out on the network routing failure prob-
lem that the cluster head cannot be connected with the mobile sink in data
collection.

3.1 Network Model

WSNs adopts a hierarchical clustering structure. The mobile sink wireless sensor
network model is shown in Fig. 1. WSNs is composed of low-level layer and high-
level layer. The low-level layer is composed of all sensor nodes in the monitoring
environment, which is to be in charge of collecting all data in the region of
interest. The high-level layer is composed of the nodes that meet the cluster head
selection function, which is to be in charge of collecting cluster member node
data. For the purpose of prolonging the network lifetime and achievement the
load balance of sensor nodes, the cluster head selection fully considers the factors
such as the node residual energy, the number of adjacent nodes and nodes. The
cluster member nodes transmit data to the cluster head in a multi-hop manner.

In the network structure based on hierarchical clustering, cluster head nodes
consume more energy than cluster member nodes. In order to better save energy
and prolong the network lifetime, we use mobile sink to collect cluster head
node data. The mobility of mobile sink will produce the dynamics change of the
network structure, resulting in the failure of the original link. In order to provide
a reliable and efficient sink collection link, we propose a dynamic segmented path
heuristic recovery.
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Fig. 1. Mobile sink wireless sensor network model.

3.2 Dynamic Segmented Path Heuristic Recovery

This paper adopts the dynamic segmented path recovery model shown in Fig. 2.
In order to describe simply, Fig. 2 only shows the failure and recovery of a single
path in the cluster. In the process of collecting cluster head data by mobile sink,
once it is found that a cluster head node cannot be contacted, in order to ensure
the accurate and complete collection of data, a suitable new alternative cluster
head must be found. It is necessary to find a node with sufficient energy and fewer
hops as a new cluster head node to establish a new connection with the mobile
sink node. In order to save energy consumption and shorten the delay, after
formation of the new cluster head node, the previous information transmission
path is divided into anterior segment path and posterior segment path. The
anterior segment path refers to the previous transmission path from the source
node to the segmentation node, which no longer needs to be updated. Posterior
segment path refers to the transmission path from the segmentation node to
the new cluster head node. It is necessary to establish a connection through the
path optimization algorithm to segment the historical path. The WOA is used
to reconstruct the posterior segment path. The residual energy consumption,
energy consumption, distance between and delay of nodes are comprehensively
considered. The fitness model of the path is established to reconstruct posterior
segment path. According to the historical information of the historical path, it
is easy to find the segmentation node. The recovery problem of dynamic path is
mainly the reconstruction of the posterior segment path, so this section focuses
on the reconstruction of the posterior segment path. The heuristic algorithm can
effectively convert the multi-objective problem into the single-objective problem
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solving through the fitness function, thereby reducing the difficulty of solving
the problem. Through comparative study, the WOA heuristic algorithm has
the advantages of simple algorithm, low complexity, strong local search ability,
and fast convergence speed. It has a strong advantage in the path recovery with
certain delay requirements. Therefore, this paper adopted to the WOA to recover
the posterior segment path. The recovery process needs to consider population
coding and initialization, fitness model and specific algorithm flow design.

Fig. 2. Dynamic segmented path recovery model.

3.2.1 Population Coding and Initialization
The posterior segment path reconstruction needs to select the optimal path from
sink to the segmentation node according to various factors. The optimal path prob-
lem first needs to determine the encoding method. Considering that the data does
not pass through all the nodes in the middle in the transmission process from the
segmentation node to the sink, it is difficult to reconstruct the path by using the
traditional decimal coding. Binary coding has the characteristics of simple, easy
to encode and decode, so it adopts the encoding method as shown in formula 1.

M i
k =

{
0,
1.

(1)

M i
krepresents the value of the ith node in the kth path of M path, 1 means

the i node on the path, 0 means the i node is not on the path.
With binary encoding, the whale population can be initialized as matrix 2.

popwoa =

⎡
⎢⎢⎢⎣

X1,1 X1,2 · · · X1,N−1 X1,N

X2,1 X2,2 · · · X2,N−1 X2,N

...
...

. . .
...

...
XM,1 XM,1 · · · XM,N−1 XM,N

⎤
⎥⎥⎥⎦ XM,N ∈ {0, 1} . (2)

M is the quantity of whales, N is the quantity of sensors, initialize the first
column and the last column are 1, others position is random initialized value.
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3.2.2 Fitness Model
WSNs routing model can be represented by an undirected weight graph G =<
V,E >,V means all nodes, E means the connection between path nodes, each
E represents the direct path between two adjacent nodes. Assuming that the
segmentation node is X and the destination node is S, the optimal recovery
path is the path Q(X,S) ,whose nodes are determined by the fitness function of
the path optimization algorithm. The fitness function satisfied by path is fully
considered the residual energy Re, distance D, node energy consumption e and
delay factor L of the path.

Firstly, the residual energy Re(Qk(X,S))of any path k from X to S is calculated
by Formula 3. The optimal path probability p ∝ Re, so the larger the value of
Re(Qk(X,S))is, the greater the probability of being selected as the optimal path is.

Re(Qk(X,S)) =
∑

V i
k∈Qk

Re
(
V i
k

)
. (3)

In addition, path distance is also an important factor in optimal path selec-
tion. The distance D(Qk(X,S)) of any path k from X to S is expressed as
formula 4, because the communication energy consumption between nodes is
directly proportional to the square of the distance between nodes, the optimal
path probability p ∝ 1

D .

D(Qk(X,S)) =
∑

Ei
k∈Qk

D
(
Ei

k

)
. (4)

Considering another factor path energy consumption e, any path k from X to
S energy consumption e(Qk(X,S)) is expressed as formula 5, the optimal path
probability p ∝ 1

e .

e(Qk(X,S)) =
∑

V i
k∈Qk

e
(
V i
k

)
+

∑
Ei

k∈Qk

e
(
Ei

k

)
. (5)

The delay L(Qk(X,S)) of any path k from X to S is expressed as formula 6,
the optimal path probability p ∝ 1

L .

L(Qk(X,S)) =
∑

e∈EQ

L
(
V i
k

)
+

∑
n∈V Q

L
(
Ei

k

)
. (6)

In order to reconstruct an optimal path, the multi-objective function model
obtained after fully considering the abovemultiple factors. it is shown inFormula 7.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

max Re(Qk(X,S)) =
∑

V i
k∈Qk

Re
(
V i
k

)
,

min D(Qk(X,S)) =
∑

Ei
k∈Qk

D
(
Ei

k

)
,

min e(Qk(X,S)) =
∑

V i
k∈Qk

e
(
V i
k

)
+

∑
Ei

k∈Qk
e
(
Ei

k

)
,

min L(Qk(X,S)) =
∑

e∈EQ L
(
V i
k

)
+

∑
n∈V Q L

(
Ei

k

)
,

s.t.
∑

V i
k∈Qk

e
(
V i
k

)
+

∑
Ei

k∈Qk
e
(
Ei

k

) ≤ e,

s.t.
∑

e∈EQ L
(
V i
k

)
+

∑
n∈V Q L

(
Ei

k

) ≤ Llim.

(7)
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It is difficult to solve the multi-objective function. Therefore, considering the
above factors, namely the constraint conditions, the multi-objective function is
converted into the fitness function of the heuristic algorithm, and the fitness
function fitness of the heuristic algorithm is constructed as Formula 8.

fitness = max

(
w1 ·Re(Qk(X,S)) +

w2

D(Qk(X,S))
+

w3

e(Qk(X,S))
+

w4

L(Qk(X,S))

)
. (8)

where w1 +w2 +w3 +w4 = 1. In the actual solution process, each function value
needs to be normalized.

3.2.3 Dynamic Segmented Path Heuristic Recovery Algorithm
For save energy consumption and shorten the delay, after formation of the new
cluster head node, the previous information transmission path is divided into
anterior segment path and posterior segment path. The posterior segment path
refers to the transmission path from the segmentation node to the new clus-
ter head node, which needs to be obtained by path optimization algorithm to
establish a connection. WOA is used to update the posterior segment path ,and
the fitness model of the path is established by comprehensively considering the
remaining energy consumption, distance, energy consumption and delay of the
path. Dynamic path optimization algorithm 1 pseudocode as Table 1.

Table 1. Pseudocode of Dynamic Path Optimization Algorithm

Algorithm 1:

Input: node set

Output:optimal path

Step 1: Determine the segmentation node;

Step 2: To mobile sink as the destination node, the node from the segmentation

node to sink is used as the possible node set of the path;

Step 3: Compute the fitness value of per node in the node set, and sort according

to the fitness value;

step4: Using whale algorithm to find the best path.

WOA is used to reconstruct the posterior segment path. WOA is based on
the foraging behavior of the humpback whale. The mathematical expression is
as follows

D = |C · P ∗ (t) − P (t)| , (9)

P (t + 1) = P ∗(t) − B · D. (10)
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where t is the current iteration number, P (t) is the humpback whale coordinate
vector, P (t + 1) is the coordinate vector after the next reiteration, P ∗(t) repre-
sents the best coordinate vector currently obtained, D is the distance between
the current position and the best position of the humpback whale.

B and C are coefficients, they are respectively expressed as follows:

B = 2a · r − a. (11)

C = 2r. (12)

where the initial value of a is 2, which decreases linearly to 0 with iteration time,
r is a random vector in range [0, 1].

In the whale algorithm, different search methods are selected according to the
size of coefficient vector B. When |B| > 1, the whales swam toward random indi-
viduals for food. Prand is a random individual coordinate, and the mathematical
expression is as follows:

P (t + 1) = Prand(t) − B · D. (13)

When |B| < 1, the whale herd surrounds predators and attacking prey, i.e.,
the whale shrinks the prey enclosure while spiraling up close to the prey. The
mathematical expression is as follows:

P (t + 1) = P ∗(t) − D · ebl · cos(2πl). (14)

where b is a constant defining the spiral shape, l is a random number uniformly
distributed in [−1, 1].

Because the contraction mechanism and spiral position update are syn-
chronous behavior, the position update of whale is carried out with the same
probability. The mathematical formula is as follows:

P (t + 1) =
{

P ∗(t) − B · D, prob ≤ 0.5
P ∗(t) − D · ebl · cos(2πl). prob ≥ 0.5 (15)

The pseudo-code of algorithm 2 for the posterior segment path recovery based
on WOA is shown in Table 2.
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Table 2. Pseudo-code of the posterior segment path Recovery Algorithm Based on
Whale Optimization Algorithm

Algorithm 2:

Input: node set V

Output:optimal path P ∗

Step 1: Initialization parameters. Let all nodes from the segmentation node to sink

be node set V, the total number of sensor nodes is N, the total number of whale population is M,

randomly generate whale position, determine the initial iteration number is 1, the

maximum iteration number Tmax .

Step 2: Regularization formula 8, calculate the whale individual fitness value and sort.

The maximum value is selected as the current best whale P ∗.

Step 3: Entering the main iteration cycle

while(t ≤ Tmax)

For each whale

Update parameters a, B, C, l, prob

IF(prob ≤ 0.5)

IF(|B| < 1)

D = |CP ∗(t) − P (t)|
P (t + 1) = P ∗(t) − BD

ELSE IF(|B| >= 1)

Select a random whale Prand

P (t + 1) = Prand − BD

ELSE IF(prob >= 0.5)

D = |P ∗(t) − P (t)|
P (t + 1) = P ∗(t) − Deblcos(2πl)

Endfor

Calculate fitness for each whale

Update P ∗if there is an optimal location value

t = t + 1

endwhile

step4: Output optimal path P ∗

Table 3. Experimental parameter table

Parameter Value

Node number 50,100

Sensor radius 20m

Initial energy 0.5J

Eelec 50nJ/bit

Efs 10pJ/bit/m2

Emp 0.0013pJ/bit/m4

SearchAgentsno 30

Maxiter 100
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4 Experimental Simulation and Result Analysis

To verify the feasibility and effectiveness of the method, it is simulated in matlab.
Three experiments are mainly used to verify the feasibility and effectiveness of
the segmented path recovery method and the performance advantages of the
multi-factor path recovery algorithm. The main experimental parameters are
shown in Table 3.

4.1 Feasibility of Segmentation Path Recovery Method

To verify the feasibility of the segmented path algorithm, a clustering network
of WSNs is simulated. randomly deploy 50 nodes in a 50 ∗ 50 square area. Using
the traditional method, an initial node and an endpoint are randomly selected
to generate an optimal path, and the endpoint is arbitrarily changed to generate
an alternative path. It is found that most of the initial path and the alternative
path will overlap in the anterior segment path. As shown in Fig. 3(a), the blue
solid line denotes the initial path, the red dotted line represents alternative path
after the change of the target node. If the initial node is 15, and the ending
points are 3, 38, 18, 7 and 47, respectively, the optimal paths are 15 → 29 →
10 → 11 → 3, 15 → 29 → 10 → 11 → 3 → 38, 15 → 29 → 10 → 11 → 14 →
20 → 17, 15 → 29 → 10 → 4 → 7, 15 → 29 → 10 → 11 → 3 → 47. It can be seen
that there are 15 → 29 → 10 nodes in all the five paths. Therefore, when the sink
cannot contact the original cluster head node in the process of data collection,
the path can be segmented in the process of path reconstruction, which can
be divided into the anterior segment path overlapped with the initial path and
the posterior segment path not overlapped. Only the posterior segment path is
reconstructed, which can avoid the repeated construction of the path and the
repeated transmission of data, so as to save delay and energy consumption.

4.2 Energy Consumption Analysis of Segmented Path Algorithm

To verify the effectiveness of the path segmentation method, the energy con-
sumption of path is analyzed. A initial node is randomly selected in the network

Fig. 3. Feasibility and energy consumption analysis (Color figure online).
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environment of Fig. 3(a). The energy consumption simulation analysis of all pos-
sible paths is carried out when transmitting 1 bit data. The energy consumption
diagram of Fig. 3(b) is obtained. The blue solid line is energy consumption of
the initial path, The red dotted line is energy consumption after using segmen-
tation method. The segmented path reconstruction method can greatly reduce
the energy consumption of path transmission.

4.3 Delay Analysis of Path Recovery Algorithm

To further testify the effectiveness of the study method, 5, 10, 15 and 700 paths
are selected from the environment set in Fig. 3(a) to analyze the delay. It is found
that the number of hops can be reduced from 77% to 60.4%. Assuming that the
number of routing hops sent is used as the evaluation index of delay, the delay
can be expressed as follows:

Delay = i ∗ Delayhop + Delayany. (16)

where i is the quantity of path nodes, Delayhop is the per node transmission
delay, and Delayanyis the transmission delay of MAC layer and queue, which is
the fixed value. By formula 13, it can be seen that the delay is proportional to
nodes quantity on the path, which is proportional to quantity of hops on the
path.

Through the analysis of 700 paths obtained from Fig. 3(a), the delay analysis
diagram shown in Fig. 4 is obtained, indicating that the path is into anterior
segment path and posterior segment path, and only the reconstruction of the
posterior segment path can effectively save about 60% of the delay.

4.4 Effectiveness Analysis of WOA Reconstruction Algorithm

In the reconstruction process of the posterior segment path, in order to be closer
to the actual situation, a clustering network of WSNs is simulated. In a 100∗100
square area,100 nodes are randomly deployed. the four-dimensional factors of
node residual energy, distance between nodes, node energy consumption and

Fig. 4. Delay analysis diagram.



A Segmented Path Heuristic Recovery Algorithm 347

delay are comprehensively considered to determine the optimal posterior seg-
ment path. The consideration of multi-dimensional factors makes the problem a
multi-objective optimization problem, which is difficult to solve. Therefore, the
heuristic whale optimization algorithm is used . To verify the effectiveness of
WOA and the influence of multi-dimensional factors on the algorithm results,
it is compared from one-dimensional, two-dimensional, three-dimensional and
four-dimensional perspectives. The main environment for this experiment is set
in Table 3.

In the experimental process, the weight of each factor is set as residual
energyw1 = 0.4, distance w2 = 0.3, energy consumption w3 = 0.2, delay
w4 = 0.1, maximum iteration number 300.

Figure 5(a) is the relationship between the quantity of iterations of the pos-
terior segment path recovery algorithm and the fitness function under various
dimensions. Figure 5(b) is the relationship between the quantity of iterations and
the convergence curve in the posterior segment path recovery process. From the
actual simulation results of Fig. 5(a) and Fig. 5(b), it can be concluded that the
convergence can be obtained after about 5 iterations. Figure 5(a) shows that the
more factors are considered, the smaller the fitness function value is. Figure 5(b)
shows that the more factors are considered, the faster the convergence rate is.

Fig. 5. Fitness and convergence curves for various dimensions.



348 N. Wenmei et al.

5 Conclusion

Considering the use of mobile sink for data collection in WSNs, due to the
mobility of sink, it is easy to cause the interruption of data link. In this paper,
we analyze that the nodes are easy to overlap in the process of reconstruction
path. In order to save energy consumption and reduce delay, the recovery path
is divided into anterior segment and posterior segment path, and the WOA
heuristic optimization algorithm is used to reconstruct the posterior segment
path, so as to save energy consumption of path transmission, improve path
recovery delay, and improve reliability of WSNs data collection.

In this paper, we mainly analyze and study the feasibility, energy consump-
tion and delay of the recovery of the posterior segment path of WSNs. We hope
that we can further study the hybrid network and consider more aspects of
comparative studies, such as network size and reliability.
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Abstract. With the wide application of mobile device positioning technology, the
scale of traffic trajectory data generated is becoming larger and larger. How to store
this massive data is a hot research topic in recent years. At present, most stand-
alone road network trajectory indexes process large-scale spatio-temporal data
with low efficiency, andmost distributed indexes either support few querymethods
or have low efficiency. Therefore, this paper proposes a distributed double-layer
trajectory data indexing technology (TRindex). The index adopts a global-local
two-layer structure. First, the global index is divided into upper and lower layers.
The upper layer is the time shards based on the time attributes ofmassive trajectory
data, and the lower layer is the STR partition built for each time shard. Next, a
two-layer local index is constructed for each STR partition. The upper-level time
index is constructed based on the linear order partition algorithm, and the lower-
level R*-tree index is constructed based on the spatial attributes of the data in the
partition; Secondly, the hot data cache scheduling algorithm and Redis are used to
reduce the disk query overhead; In addition, to support the trajectory querymethod
of moving objects, HBase is used to store trajectory data; At the same time, to
ensure the load balance of nodes, the pre-partition strategy and consistent hash
algorithm are adopted; Finally, the incremental update of the index is realized.
The index’s performance is evaluated by designing relevant experiments, and its
efficiency and feasibility are verified by comparing it with the existing related
work.

Keywords: Road network trajectory index · Linear order partition · Distributed
index

1 Introduction

With the wide application of GPS and other positioning technologies, more and more
mobile data can be gathered from various moving objects, which can be applied to
fields such as traffic monitoring and epidemic monitoring. These data often have both
temporal and spatial attributes, and temporal features are usually described by timestamp
or time interval (period).Moreover, spatial features are usually described by approximate
geometric figures such as minimum circumscribed rectangle MBR [1].

The rapid development of mobile device positioning technology makes the scale of
road network trajectory data larger and larger. Therefore, how to store massive data is
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a hot research topic in recent years. It is necessary to build a specific index to improve
query efficiency.

Therefore, this paper proposes a distributed two-layer road network trajectory index
technology (TRindex) for the historical data. The underlying database of TRindex is
HBase, and the cache database is Redis. It adopts a global-local two-layer structure,
in which the global index and the local index are divided into upper and lower layers.
The construction process is as follows: First, time shards are performed on the massive
trajectory data, and then STR partitions are performed on the data in each time shard.
Secondly, a two-layer local index is constructed for each STR partition, the upper layer
is the temporal index constructed based on the linear order partition algorithm, and the
lower layer is the spatial indexR*-tree. Finally, the query algorithm and update algorithm
of the TRindex are discussed.

The contributions of this paper are as follows:

• The global index adopts time shard of different granularity and the STR partition
method; the local index indexes time first, then indexes space, and uses the linear
order partition algorithm to filter the data;

• Use a pre-partitioning strategy and consistent hashing algorithm to balance data dis-
tribution; Batch loading technology is used to build a local spatial index, which speeds
up index construction.

• Combined with hot data scheduling algorithm, the Redis database is introduced as the
memory cache hotspot data, and the latest STR partition is cached in the memory to
reduce the disk overhead.

• Use Hadoop to realize efficient distributed queries; In addition, HBase is used as the
underlying database, and various query methods are designed for the index structure.

The other parts of this paper are as follows. Section 2 summarizes related work in the
corresponding areas. Section 3 describes the structure of TRindex in detail. Section 4 dis-
cusses the query and update algorithm of TRindex. Section 5 evaluates the performance
of TRindex in comparison with other indexes. Section 6 concludes the full text.

2 Related Work

After decades of development of trajectory indexing technology, these indicators can be
divided into three categories: past location information, current location information and
future location information [2]. This paper mainly studies the road network trajectory
index based on past location information, thus it focuses on the related work in this
area. In recent years, many spatio-temporal data management systems and trajectory
indexes have been proposed, which can be divided into two categories: stand-alone and
distributed.

One of the most classic stand-alone indexes is the R-tree. The 3DR-tree [3] extends
the 2DR-tree and takes the time attribute as the common dimension, which can query
data efficiently. In addition, some indexes improved the R-tree, including MR-tree [4],
HR-tree [5], and MV3R-tree [6], which integrate the idea of multi-version B-tree and
have high time range query efficiency. Also, to support trajectory query, some indexes
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including SETI [7] and SEB-tree [8], are for moving objects with unlimited movement.
Their main idea is to grid the spatial attributes of data and then use R-tree to index
the trajectory data of each grid. Moreover, for moving objects on the road network,
several indexes have emerged, such as FNR-tree [9] and MON-tree [10]. Among them,
FNR-tree [9] is a two-layer structure of road network trajectory index, the upper layer
uses 2DR-tree to index the road network, and the lower layer uses 1DR-tree to index
moving objects. Furthermore, MON-tree [10] improves based on FNR-tree, adding a
Hash structure to store leaf node data.

Traditional stand-alone indexes are no longer suitable for massive data scenarios.
Alongwith thewide application of distributed architecture, the research on the distributed
index has made good progress.

Among distributed indexes, MD-HBase [11], GeoMesa [12], and JUST [13] are all
created based on a NoSQL database. They all use the spatial filling curve to encode mul-
tidimensional data and are easy to construct. Also, some indexes are built on Hadoop
frameworks, for example, SpatialHadoop [14] and ST-Hadoop [15]. SpatialHadoop sup-
ports spatial data and ST-Hadoop supports spatio-temporal data. Additionally, both Spa-
tialHadoop and ST-Hadoop partition the data first, and then build the index for the data
in the partition. However, these systems may face efficiency issues due to the high disk
overhead of Hadoop processing jobs. Besides that, there are a number of Spark-based
indexes, like GeoSpark [16] and Beast [17]. GeoSpark uses Spark to construct RDDs
for spatial data, and then spatially partitions the RDDs; Beast integrates multiple open
source components to support multiple file formats. Furthermore, it supports R*-Grove,
STR, Grid, and KD-tree for data partitioning, and uses R*-tree to index each parti-
tion. Nevertheless, these Spark-based systems store data in memory, which can result in
prohibitive storage costs.

The above distributed spatio-temporal index is suitable for trajectory data in unlim-
ited cases. At present, some researchers have proposed a batch of distributed road net-
work trajectory indexes, like DSI [18], STCode-tree [19], HadoopTrajectory [20], Tra-
jMesa [21] and Dragoon [22]. To be more exact, DSI simply divides the space into non-
overlapping horizontal or vertical strips, which are allocated to child nodes; STCode-tree
is based on HBase and uses spatial filling curve STCode to encode data; HadoopTra-
jectory extends the core layer of Hadoop, enabling Hadoop to support spatio-temporal
data. What is more, its global index can be selected from grid index or 3DR-tree, and
HadoopTrajectory allows to build of indexes with the granularity of moving objects or
trajectories. Moreover, TrajMesa is a NoSQL-based distributed trajectory management
system that supports queries of different types of data. And it uses two indexes, both
based on a variant of the Z-curve technique, to generate keys for storage in HBase.
In addition, Dragoon is a hybrid trajectory management system built on Spark, which
supports historical and online trajectories. Since RDDs in Spark are immutable after con-
struction, any update will create a new RDD. Therefore, Dragoon proposes a mutable
RDDmodel for this problem. However, these indexes either support few query methods,
or traverse all child nodes resulting in low query efficiency, or face the situation of high
storage cost, or do not consider the problem that the Z-curve may produce mutations.
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3 TRindex Model

Each trajectory segment is Tri, and � also represents the time interval set and the quasi-
ordered set.

3.1 Linear Order Partition

Definition 1. Time shard (TS): starting from epoch time 1970–01-01 00:00:00, the
time attribute of the data is divided according to a fixed period to obtain time shards.
Additionally, so as to meet different query requirements, the fixed period can be set to
hours, days, weeks, months, and years.

Definition 2. Linear order: when there is a pseudo-order [23] relationship that satisfies
reflexivity and transitivity, and furthermore, the pseudo-order relationship satisfies the
linear order condition at the same time, it is called pseudo-linear order, referred to as
linear order.

• Tri ≤ Trj(0 ≤ i ≤ n, 0 ≤ j ≤ n) ⇔Tri ⊆ Trj
• Tri ≤ Trj(0 ≤ i ≤ n, 0 ≤ j ≤ n) ⇔ Sta(Tri) < Sta(Trj) ∨ (Sta(Tri) =

Sta(Trj)∧End(Tri) ≤ End(Trj))
• ∀Tri,Trj,Trk ∈ �,Tri ≤ Trj ∧ Trj ≤ Trk ⇔ Tri ≤ Trk

The above formula can verify that “≤” is a linear order relationship on� that satisfies
reflexivity and transitivity.

Definition 3. Linear order branch (LOB): LOB is a set of time intervals of trajectory
segments, that is LOB = {TI0, . . . ,TIj}. And the start point of LOB, is called the max-
imum element, denoted as max(LOB). Moreover, the end point is called the minimum
element, denoted as min(LOB).

Definition 4. Linear order partition (LOP): is defined as the set of non-intersectingLOB,
that is, LOP = {LOB0, . . . ,LOBi, . . . ,LOBj} ∧ LOBi ∩ LOBj = ∅.

3.2 TRindex Structure

Definition 5. TRindex memory-disk model: is a global-local two-layer index structure.
The index file and trajectory data are stored in the disk. On the other hand, the hot data
of local index and the latest STR partition are cached in the memory. The memory-disk
distribution diagram is shown in the figure (see Fig. 1).
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Fig. 1. Memory-disk distribution diagram

Definition 6. Global index: a double-layer structure composed of time shards and STR
partitions. The upper structure is time shard, and the lower layer uses the STR method
(Sort-Tile-Recursive) to partition the data in the shards [24]. In order to improve query
efficiency, the latest STR partition will be stored in memory. In addition, the old partition
will be flushed to the disk when the partition expires.(see Fig. 2).

STR

Partition

Timing Shard

Fig. 2. Schematic diagram of the global index structure
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Algorithm 1 Building the global index 

Import: trajectory dataset: 1 2, , , ntrj trj trjΓ =< > , Time shard period: period ;

Export: global index = (TS: Time Shard Collection, R : STR partition collection);

( )Period Time represents the corresponding period of extraction; 

1. for 1:n = Γ do
2. ( ( ))ncode Period Sta Trj= ; . ( )code nTS add Trj ;

3. end for
4. for 0 :i TS= do
5.

1
R = ∅ ;Randomly select 0.01 iTS× trajectory data to generate multiple STR

partition; 1.add( )R STR ; 

6. for 10 :j R= do
7. for 0 : ik TS= do
8. if MBR( )k jTrj STR∈ then .add( )j kSTR Trj ;

9. end if
10. end for
11. .add( )jR STR ;

12. end for
13. end for

The second step of Algorithm 1 uses Hadoop to classify the data, thus the time
complexity is O(n). And then traverses the entire time shard set, so the time complexity
is O(n3).Therefore, the total time complexity of Algorithm 1 is O(n3).

Definition 8. Local index: is a two-layer structure composed of a temporal indexmodule
Tindex and a spatial index module Sindex(see Fig. 3).

(1) Tindex: a tree structure with three levels of nodes:

• LOP Level: save each LOP node in the partition;
• LOB Level: saves the root node ri = (max(P�max),min(P�min)) of each LOB in

LOP, where P�max is the set of max(LOBi), and P�min is the set of min(LOBi).
• Leaf Level: saves several LOB corresponding to the root node-set.

(2) Sindex: consists of multiple R*-trees, each R*-tree corresponds to a STR par-
tition. So as to speed up the construction and reduce the overlapping area of MBR, a
recursive grid sorting algorithm (Sort-Tile-Recursive, STR) is used to construct R*-tree.
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Fig. 3. Schematic diagram of the local index structure

Algorithm 2 Building the local index 

Import: STR partition collection 1 2, , , nR STR STR STR=< >
Export: local index = ( LOP , R*-tree set T ) 

1. Γ represents the temporal interval ( )pTime Trj represents the time attribute of 

the trajectory; ( )kTail LOB represents the last trajectory time interval of kLOB ; 

2. for 0 :n R= do
3. Γ = ∅ ; 

4. for 0 : np STR= do
5. ( )p pt Time Trj= ; . ( )padd tΓ ; 

6. end for
7. First sort Γ according to " "≤ ; 

1i i= + ; 0, 0, 1;i k j= = = ,kLOB = ∅ . ( )k iLOB add t ; 

8. if i Γ≤ then
9. if ( ) ( ( ))kiSta t Sta Tail LOB== && ( ) ( ( ))kiEnd t End Tail LOB≤ then

10. . ( )k iLOB add t , 1i i= + ; goto step 8; 

11. end if
12. if & & ( ) ( ( ( )) )kiit Sta t Sta Tail LOB j∃ ∈ Γ == + &&

( ) ( ( ))kiEnd t End Tail LOB== then
13. . ( )k iLOB add t , 1;i i= + goto step 9;

14. else 1j j= + ;
15. end if
16. if ( ( ( )) ) ( ( ))kkSta Tail LOB j End Tail LOB+ == then
17. . ( )kLOP add LOB , 1,k k= + ,kLOB = ∅ 1j = ; goto step 9;

18. end if
19. end if
20. build R*-tree; T .add(R*-tree); 

21. end for
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The seventh step of Algorithm 2 uses the quick sort algorithm, so the time com-
plexity is O(n log n). And then traverses the entire temporal interval set � and uses the
recursive grid sorting algorithm to construct the R*-tree, thus the time complexity is
O(n2). Therefore, the total time complexity of Algorithm 2 is O(n2).

3.3 Data Cache

HBase is used to store massive trajectory data, and HDFS is used to store index files.
On the other hand, Redis is used to cache hot data so as to reduce disk I/O overhead and
index query overhead.

For the purpose of separating hot and cold data, a hot data cache scheduling algorithm
similar to the LRU algorithm is adopted: the recently accessed data is most likely to be
repeatedly accessed in the future. The algorithm periodically counts the accessed heat
of the data, sorts when the heat reaches the threshold, and selects the top K records to
be cached in memory [25]. Calculated as follows:

T (tn) = α × visitCount

countPeriod
+ e−α×(tn−tn−1) × T (tn−1) (1)

Among them, α(0 ≤ α ≤ 1) is the set temperature attenuation coefficient,T (tn) is
the heat of the data at time tn, countPeriod is the heat calculation cycle, visitCount is
the number of times the data is accessed in the calculation cycle, and T (tn−1) is the heat
of the data at time tn−1. The historical popularity of the data decays at the speed of an
exponential function. After many calculations, the impact of the early popularity of the
data on the current popularity value gradually decreases.

3.4 Load Balancing

In order to distribute the massive data evenly on HBase and avoid data writing hotspots,
a pre-partitioning strategy is adopted. First, the table is initially partitioned, and then the
formula used by HBase is as follows:

rowKey = MD5(IDlast) + ID + Rid + timestamp (2)

Among them, IDlast represents the last digit of the moving object identifier,
MD5(IDlast) represents the last digit of the moving object identifier encoded in MD5
mode, Rid represents the road segment identifier. Moreover, using the MD5 method to
calculate the last digit of the ID. Since the result is 0–15, 16 regions are created in HBase,
which effectively avoids the problem of write hotspots.

The memory part of the TRindex system is deployed on the Redis cluster. To evenly
distribute read and write requests, a consistent hash algorithm with virtual nodes is used
to map requests to the corresponding Redis server.
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4 TRindex Index Operation

This section will discuss the query and update algorithms for TRindex.

4.1 The Query of TRindex

The query is mainly divided into three query methods: Spatio-temporal query, K-nearest
neighbor query, and Moving object trajectory query.

Spatio-Temporal Region Query
See Algorithm 3 for details.

Algorithm 3  Spatio-temporal region query

Import: Time query range: timeQ , Spatial query range: spatialQ
Export: Collection of spatio-temporal points: spatiotemporalP
1. Global index query. Find the partition satisfying timeQ in the time-series partition 

set, and then select the partition conforming to spatialQ from the corresponding 

STR partition.

2. Local index query. Find the LOB matching the timeQ in the LOB set correspond-

ing to the STR partition, and then binary search in the LOB to obtain the temporal 

point set. This algorithm is the work of predecessors[26], so it is not described in 

detail. Search the R*-tree set corresponding to the LOB set obtained in the previ-

ous step to obtain the spatial point set conforming to spatialQ . 

3. Integrate temporal query and spatial query. By finding the intersection of the ID 

corresponding to the temporal point set and the spatial point set, the spatio-

temporal point set spatiotemporalP is obtained.

K-Nearest Neighbor Query
The K-nearest neighbor query method is carried out based on the Spatio-temporal region
query, see Algorithm 4 for details.

Algorithm 4   K-nearest neighbor query

Import: Time query range: timeQ , Spatial point: spatialP , Query range: Range =1;

Export: Collection of spatio-temporal points: spatiotemporalP ; 

1. Global index query. Same as step 1 of algorithm 3.

2. Local index query. Integrate spatialP and Range into spatialQ ; Next, it is the same as 

step 2 of algorithm 3.

3. Integrate temporal query and spatial query. After obtaining the spatio-temporal 

point set spatiotemporalP , if the number of points is greater than or equal to K, the first 

k results will be returned after sorting. Otherwise, the previous step will be re-

turned, and the Range will be expanded to the square of the Range .

Moving Object Trajectory Query
Since HBase is used as the underlying database for storing massive trajectory data, the
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primary key query operation of HBase can be directly used to search for the trajectory
corresponding to the specified ID.

4.2 The Update of TRindex

The update operation of the index supports the minimum time granularity, which is the
fixed period set during time sharding. See Algorithm 5 for details.

Algorithm 5   The update of TRindex

Import: Time range: timeQ ;

Export: TRindex

1.Global index update. Update the time shard specified in the global index. 

2.Local index update. Locate the local index and update the corresponding Tindex 

and Sindex. If the corresponding index file is in the disk, update the index file; 

otherwise, update the index file in Redis. 

3.HBase update. Update the trajectory points in the underlying database HBase in 

batches.

5 Performance Evaluation

The road network dataset comes from Guangzhou city, and the trajectory dataset is
generated by the moving object generator implemented by Thomas Brinkhoff [27].
The experimental environment is a cluster with three servers. In addition, the reason
why MD-HBase and 3DR-tree are used as comparison objects is that they have high
spatio-temporal query efficiency.

5.1 TRindex Construction
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Fig. 5. Space cost of index building

The amount of experimental data goes up from 100 thousand to 3 million. Two cases
are discussed: the time cost(see Fig. 4) and space cost(see Fig. 5) of building the index.
We can see from the Fig. 4 that MD-HBase takes more time. This is because MD-HBase
needs to perform Z encoding on each data one by one. As the amount of data continues to
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climb, the number of bits taken by Z encoding also increases. In addition, it is manifest
from the Fig. 5 that MD-HBase has the least space overhead because both the index and
source data of MD-HBase are stored in the HBase.

5.2 TRindex Query

Spatio-temporal region query can be divided into three cases: spatio-temporal range
changes at the same time, only change the time range and only change the spatial range.

(1) Spatio-temporal range changes at the same time: The number of experimental data
rises from 100 thousand to 3 million. Two cases are discussed: the spatio-temporal
query range is 1 (see Fig. 6) and the spatio-temporal query range is 10 (see Fig. 7).
It can be observed that the time query overhead of the three indexes grows with the
increase of the amount of data, and TRindex is the best. The reason for the poor
performance of the comparative index is that with the rise of data volume and the
expansion of the query range, MD-HBase needs to span multiple region servers,
while 3DR-tree is getting bigger and bigger, which leads to the continuous increase
in the time overhead of the tree from disk cache to memory.
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Fig. 7. The spatio-temporal query range is 10

(2) Only change the time range: The amount of experimental data is 1.5 million. In
addition, the space range is fixed at 10 km as well as the time range is 1 day, 5 days,
10 days, 15 days, and 20 days, respectively. The experimental results are shown in
Fig. 8.

(3) Only change the spatial range: The experimental data volume is 1.5 million. More-
over, the time range is fixed to 1 day, and the spatial range is 1 km, 5 km, 10 km,
15 km, and 20 km respectively. The experimental results are shown in Fig. 9.

It can be seen from Fig. 8 and Fig. 9 that the time cost of the three indexes rises
with the expansion of space and time range, and finally tends to be stable. Compared
with the other two indexes, TRindex has better performance. This is because, with the
expansion of the query range, MD-HBase needs to traverse multiple region servers to
find all qualified values. On the other hand, 3DR-tree may need to traverse the entire
tree because it simply combines the spatial and temporal dimensions.
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(4) K-nearest neighbor query: Query can be divided into two cases: fixed k-value and
unfixed k-value. The data volume in Fig. 10 ranges from 100 thousand to 3 million,
and the fixed data volume in Fig. 11 is 1.5 million, both with a time range of
1 day. According to the Fig. 10, when the fixed k value is 5, the performance of the
TRindex is best as the amount of data ascends. Moreover, Fig. 11 shows that with
the rise of the value of k, the time cost of the query of the three indexes goes up
gradually. The primary reason is that as the value of k rises, the client inMD-HBase
will communicate with the region server frequently, resulting in high I/O overhead,
and 3DR-tree needs to traverse the child nodes multiple times.
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(5) Moving object trajectory query: The experimental data volume is 1.5 million. In
addition, MD-HBase does not support moving object trajectory query. The experi-
mental results are shown in Fig. 12. As can be seen from the figure, the query cost
of TRindex is much smaller than the transformed 3DR-tree, because TRindex relies
on the query function of the underlying database HBase.

5.3 TRindex Insert

The amount of experimental data is 1.5 million, and the number of newly inserted
trajectory points is from 10 thousand to 100 thousand. The experimental results are
shown in Fig. 13. As is shown in the figure, the insertion and update cost of the TRindex
is smaller than the other two indexes. This is because the I/O overhead of 3DR-tree is
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relatively large, and the reason for the largest overhead of MD-HBase is that the insert
update operation will cause bucket splitting in HBase.
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6 Conclusion

In this paper, a distributed two-layer road network trajectory index TRindex is proposed
based on historical data. TRindex adopts a global-local structure. To improve query
efficiency, the global index uses time shard and STR partition to quickly locate eligible
data. The local index is further searched using the linear order partition algorithm and
the R*-tree. To ensure node load balancing, the pre-partitioning method and consistent
hashing algorithm are used; in order to reduce the cost of index query, the hot data cache
scheduling algorithm is used to separate the hot and cold index data. Then, the query,
insert and delete algorithms are introduced in turn. Finally, the efficiency of TRindex is
verified by experiments. In future work, support for other types of trajectory data will
be considered.
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Abstract. How to provide reliable coverage for a field of interest (FOI) and pro-
long network lifetime is a critical issue in three-dimensional (3D) Wireless Sen-
sor Networks (WSNs). In practical applications, sensors may not have the same
energy consumption model, which profoundly influences the network lifetime. In
this paper, we address the problem of maximizing the network lifetime while sat-
isfying k-coverage of the 3D FOI by determining redundant sensors. We assume
different sensors have different sensing and communication range, and energy con-
sumption models. We propose a method to find the redundant sensors and their
neighbors based on the border effect and probability sensing model and develop
a distributed sleep scheduling algorithm. Through simulations, the results show
that the proposed algorithm outperforms the other existing approach, providing
a longer lifetime and higher average coverage ratio by using few communication
messages.

Keywords: k-coverage · probabilistic sensing model · border effects ·
heterogeneous energy consumption · 3D WSNs

1 Introduction

Wireless Sensor Networks(WSNs) are composed of many sensors with limited energy,
simple computation ability, and little storage. Sensors can collect date from surrounding
environment and transmit information.

Coverage problem is critical in WSNs. It is usually classified into point coverage,
area coverage, and barrier coverage [1]. Dense sensors ensure high coverage, but this
leads to the increased energy consumption of the network. Therefore, it is necessary
to schedule a some sensor nodes to be active to perform covering while the rest of the
sensors switch to sleep for saving energy [2, 3].

Themajor of previous studies focus on solving the problems in two-dimensional (2D)
WSNs, which are the sensors deployed in a plane. However, in the natural environment,
the fields to be monitored are three dimensions (3D) [4–6]. Thus, we need to design a
novel algorithm. This paper develops a distributed sleep scheduling algorithm with k-
coverage to enhance the network lifetime in 3D heterogeneous WSNs. We assume that
the sensing radius, communication radius and energy consumption model of different
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sensors are different. We propose an estimation method to find all the combinations that
make the sensor itself redundant according to the number of different types. The sensors
get neighbors’ information through simple control messages in the scheduling. Then,
according to the estimation method, each sensor determines whether it goes to sleep.

The main contributions of this paper are as follows:

1. We fully consider the actual energy consumption attribute in 3D heterogeneous
WSNs and use a quadratic model.

2. We propose a redundant sensor estimation method based on the border effects and
probabilistic sensing model.

3. A distributed sleep scheduling algorithm is proposed to schedule sensors to
enhance network lifetime while satisfying k-coverage of the field without knowing
localization information.

4. We develop simulations to show the efficiency of the proposed algorithm.

The rest of this paper is organized as follows: Sect. 2 reviews the related works on
k-coverage of 3D FOI. Section 3 introduces the system model and problem definition.
Section 4 proposes a method to estimate the redundant sensor based on the border
effect and probability sensing model. Section 5 proposes a distributed sleep scheduling
algorithm. Section 6 presents the simulation results of the proposed algorithm. The paper
is concluded in Sect. 7.

2 Related Work

To ensure the k-coverage and enhance the network lifetime, a standard way is to con-
trol the number of nodes working based on location information. In [7], the algorithm
divided the FOI into small blocks based onVoronoi tessellation, Kelvin’s conjecture, and
Kepler’s conjecture. It ensured k-coverage by maintaining the k-coverage of each small
block. In [8], Sakib et al. used the existing single covering integer linear programming
(ILP) formulas on k-coverage. In [9], the authors proposed a new method based on the
imperialist competition algorithm (ICA). The standard ICA increases the possibility of
colony migration from weak to strong. In [10], the authors proposed a new geometrical
shape called Sixsoid, which can better cover the 3D FOI. Paper [11] applied Helly’s
theorem to solve the k-coverage and data collection problem and proposed a global
framework.

In [12–14], the authors proposed a method based on probability rather than location
information to determine whether the sensors are redundant. In [12], based on the proba-
bility that two different types of sensors cover an event, the proposed algorithm deduced
the probability that k types of sensors cover an event. In [13], Luiz Filipe et al. first
considered the probability of that 1-coverage event and then extended it to k-coverage.
In [14], Hari et al. derived heterogeneous k-coverage from homogeneous k-coverage.
These papers did not consider the heterogeneous energy consumption of different sen-
sors. However, considering the heterogeneous consumption models help to achieve a
more accurate and realistic calculation of the energy consumption to enable a better
sensor selection.

In summary, the previous studies on k-coverage have the following limitations:
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1. Position information of sensors is required. In [7–11], sensors need to know their
own or neighbor position information, which will bring significant restrictions to
the practical application due to the additional energy consumption of GPS, and the
accuracy of positioning will also impact the performance of the WSNs.

2. At present, most algorithms are to enhance theWSNs’ lifetime by reducing the num-
ber of working nodes. However, when considering the heterogeneous energy con-
sumption of different sensors, extending the lifetime while meeting the k-coverage
requirements becomes more complex.

To overcome the above limitations, we propose a distributed sleep scheduling algo-
rithm for heterogeneous WSNs. The algorithm allows the network to cover FOI with
a more energy-efficient combination of sensors under heterogeneous sensing energy
consumption.

3 System Model and Problem Definition

This section introduces a system model consisting of a network, a probability spheri-
cal sensing, and an energy consumption model. Then we define the sleep scheduling
problem.

3.1 System Model

Network Model. We assume that T types of N static nodes are deployed randomly
in a 3-Dimension FOI. The shape of FOI is a cuboid that � denotes. Each sensor has
different sensing ranges and communication ranges according to type. Let Nt denote the
number of type-t sensors, where t ∈ {1, 2, 3, . . . ,T }, thereby the totality of sensors in
the network is N = ∑T

1 Nt . If sensers are the same type, they have the same identical
sensing and communicating radius.

Probability Spherical Sensing Model. We assume that the sensing radius of a sensor
si is a regular sphere centered at the location of si with the sensing radius of ri, labeled
a sensing sphere. Since sensor detections are uncertain and its sensing ability depends
on the distance between the itself and the event interested, the sensing model should be
expressed in probabilistic terms [2]. If an event E locates at the point qwithin the sensing
radius ri of sensor si, a sensor si perceives the event E with the probability P(si,E) that
is calculated as:

P(si,E) = f (d) =
{
e−λd(si,q), d(si, q) ≤ r
0, d(si, q) > ri

(1)

where the parameter λ is a physical properties constant of the sensor, d(si, q) is the
distance from the event E to the sensor node si.

Energy Consumption Model. Our model assumes that each sensor has two states:
ACTIVE and SLEEP. In the ACTIVE state, the sensor’s sensing and communication
modules are turned on to monitor the environment and communicate with neighbors.
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Moreover, in the SLEEP state, all the modules are turned off. Thus, the sensor consumes
energy in the ACTIVE state, including energy consumption for sensing, transmitting,
and receiving. We consider that different sensors have different energy consumption
models. The sensing, transmit and receiving energy consumption is as follow.

ESi = μr2i (2)

ETi = Eeleck + Efskd
2 (3)

ERi = Eeleck. (4)

where μ is the physical properties constant of sensors, Eelec is the energy dissipated
when sensor transmits or receives 1 bit data and Eelec is the free space fading energy.

3.2 Problem Definition

Definition 1 (Round). The sensor periodically is in the ACTIVE state, and each such
period is defined as an around.

Definition 2 (Network Lifetime). The lifetimeLT of 3DWSNs is divided into c rounds
R1,R2, . . . ,Rc, and the duration LR of each round is identical. The network lifetime is
the sum of the duration of rounds.

LT = cLR. (5)

The problem in this paper is defined as follows:
Given there are 3D heterogeneousWSNs withN sensors belong to T different types.

The sensors are deployed in the FOI � densely and randomly. Assume all sensors have
the same initial energy Einit and different energy consumption model. ri �= rj and ci �= cj
if si and sj are not the same type. The objective is to maximize the network lifetime LT ,
satisfying the sensors in each round can k-cover the FOI with ratio pc.

4 Redundant Sensor Estimation Method

This section proposes a method to estimate the redundant sensor based on the analysis of
redundancy proposed in [12]. Paper [12] only considers the Boolean sensing model [2],
which is not realistic in practical applications. Therefore, we consider the probability
sensingmodel and border effective [15]. For a point q ∈ R(si, ri), whereR(si, ri) denotes
the sensing region of si, let Xj(q), Yj,m(q), and Zk(q) denote that a neighbor sj covers
q, m type-j neighbors cover q exactly and at least k neighbors of any type cover q. The
probabilities of Xj(q), Yj,m(q), and Zk(q) are given by

P
(
Xj(q)

) = VR(q,rj)∩R(si,min(ri+rj,cj))

VR(si,min(ri+rj,cj))
(6)
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P
(
Yj,m(q)

) = Cn
m

(
njVR

(
q,rj

)∩R(
si,min

(
ri+rj ,cj

))

nVR
(
si,min

(
ri+rj ,cj

))

)m

×
(

1 −
njVR

(
q,rj

)∩R(
si,min

(
ri+rj ,cj

))

nVR
(
si,min

(
ri+rj,cj

))

)n−m

(7)

P(Zk(q)) = 1 −
∑

l1, l2, . . . , lt ∈ [0, k − 1]
0 ≤ l1 + l2 + . . . + lt ≤ k − 1

∏t

j=1
P
(
Yj,lj (q)

)
(8)

whereR
(
q, rj

)
denotes the sensing region of si,VR(q,rj) denotes its volume. The expected

volume of si, which is denoted as vi,k that can be obtained by integrating P(Zk(q)) on
R(si, ri).

vi,k =
˚

R(si,ri)
P(Zk(q))dV . (9)

If the required k-coverage rate is ωk , and the following inequality (10) is true [12].

vi,k ≥ ωkVR(si,ri) (10)

whereVR(si,ri) denotes the volumeofR(si, ri). Then sensor si is redundant for k-coverage.
When the sensor’s position is near the border, the vi,k will be overestimated because

partial sensing region will be outside the FOI border. According to [15], the effec-
tive sensing volume considered with the probability sensing model can be obtain by
integrating f (d) on the R

(
si, r′i

)
. R

(
si, r′i

)
is calculated as

VR(si,r′i) =
∫ r′i

0

∫ π

0

∫ 2π

0
f (δ)(δsinφdθ)(δdφ)dδ (11)

where r′i is given by

r′i =
(

1

V�

(
1.41r6i + 0.99r3i V� − 0.43r5i (l + w + h) − 0.37r4i (lh + lw + hw)

)) 1
3

(12)

and l,w, h is the length, width and height of the FOI, respectively. The effective sensing
radius r′′i could be obtained by

r′′i = 3

√
3VR(si,r′ i)

4π
. (13)

By substituting (13) in (6), (7), (8) and (9), we get the final probabilities of Xj(q),
Yj,m(q), and Zk(q).

5 A Distributed Sleep Scheduling Algorithm

This section develops a distributed sleep scheduling algorithm based on the protocol
proposed in [12]. Because of consideration of heterogeneity of energy consumption, we
propose a novel strategy to schedule the nodes.
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Before deployment, according to Eq. (10), a sink node calculates a table named
redundancy table 	 = {π1, π2, . . . , πL}, πi = {n1, n2, . . . , nt} [12] for each sensor.
As shown in Table 1, it is a redundancy table stored in a type-1 node for 2-coverage.
The column names are the names of types. The values are the number of neighbors
corresponding to the type names. Each row records the amount of each type of neighbors
that make a sensor redundance for FOI k-coverage [12]. For example, the first row in
Table 1 is 1, 17, which means if the sensor has greater or equal 1 type-1 neighbors or
more and 17 type-2 neighbors or more, the sensor is redundant.

Table 1. Redundancy table

type-1 type-2

1 17

5 16

9 15

The lifetime of 3DWSNs is divided into rounds. Each sensor is in an ACTIVE state
for a short time slot at the beginning of each round. Each slot is further divided into
T mini sub-slots. Each sub-slot corresponds to a type of sensors that is in the order of
descending sensing radius. The different sensors can broadcast a HELLO message in
their corresponding sub-slot while all the sensors listen to the channel for any HELLO
message(s) from its neighboring node(s) in the sub-slot. The HELLO message contains
the sensor’s ID and type, i.e., 
H = {ID,TYPE}. On reception of the HELLO message,
the surrounding sensors update their neighbor tables. If the sensor receives the HELLO
message from the sensor with a smaller sensing radius, it checks whether itself is redun-
dant according to the redundant sensor estimation (shown in Algorithm 1). If the sensor
is redundant, it will broadcast a SLEEP message with its ID and set its state as SLEEP.
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Otherwise, the sensor will keep in an ACTIVE state. After receiving the SLEEP mes-
sage, the sensors delete the information of the sending sensor in their neighbor tables.
The type of sensors at the last slot does not send a SLEEP message.

To prevent communication interference of sensors, each sensor has a random_time ∈
[random_min, random_max]. If the sensor is redundant during the broadcasting delay,
it will not send a HELLO message. We call the above process as Discovery Stage.
This Stage focuses on discovering the neighbors and the redundant sensors. The sensor
decides its state. It will stay in the ACTIVE state or switch to the SLEEP state until the
next round. Algorithm 2 describes the pseudo-code of the distributed sleep scheduling
algorithm.

6 Simulation Results

We implemented the algorithms using the NS-3 simulator. The sensors in the network
have two different types, whose sensing radius and communicating radius are ωk = 0.9,
r1 = 10m, r2 = 15m, c1 = 28m, c2 = 30m respectively, and the corresponding
energy consumption is ET1 = 0.018 J/bit,ET2 = 0.02 J/bit,ER = 0.01 J/bit,ES1 =
14 J,ES2 = 31.5 J. The initial energy of sensor is Einit = 56 J. The deployment posi-
tions of sensors are generated by the uniform distribution Random Number Generator
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(RNG) in the NS-3 simulator. For evaluating the k-coverage, we randomly put 100 sam-
pling points in the FOI, and the k-coverage rate of these sampling points in each round
represents that of the FOI. The average k-coverage is given by αk = ∑c

i=1 pi/c, where
pi denotes the ratio of k-coverage round i, c is the number of rounds.

6.1 Comparison Results

Fig. 1. Comparison of the network lifetime (a) and average k-coverage ratio of the proposed
algorithm with the scheduling protocol (b), the volume of FOI is 27000 m3.

In the first experiment, we compare the network lifetime and 2-coverage ratio com-
puted by our algorithm and scheduling protocol when we vary the amount of nodes
deployed in the 3D FOI with the size of 27000 m3. It can be seen in Fig. 1(a) that the
network lifetime produced by both algorithms is proportional to the quantity of sen-
sors. When increasing the quantity of sensors, the network lifetime produced by the
proposed algorithm increases at a higher rate than that produced by the scheduling pro-
tocol. In addition, the proposed algorithm has a more extended network lifetime and
higher average coverage ratio than the scheduling protocol, as shown in Fig. 1(a) and
Fig. 1(b).

From Fig. 2, we can also observe that the scheduling protocol’s coverage rate is
higher than that of the proposed algorithm in the first 5 rounds. This phenomenon is
because the energy of type-2 sensors is used up, leading to the uneven distribution of
the residual sensors. Our algorithm tries to minimize the totality consumption of energy
instead of the quantity of active nodes. This simulation results justify the contribution
of this paper can significantly contribute to enhance the network lifetime and coverage
ratio.

In the second experiment, we compare the quantity of control messages sent by
the proposed algorithm and scheduling protocol. We measure the quantity of control
messages when the size of FOI varies between 103 m3 to 503 m3 with an increment of
10 m in length, width and height of the FOI respectively, and the quantity of sensors is
90. We use three different ratios of the quantity of sensors of type-1 and type-2(N1 &
N2; 1:1, 1:2, 2:1).
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Fig. 2. The distribution of each round of
network coverage of the scheduling protocol
and the proposed algorithm in a simulation.

Fig. 3. Comparison of the number of control
message sent in a round scheduled by the
proposed algorithm with the scheduling
protocol, N = 90

Figure 3 shows that in the proposed algorithm, the quantity of control messages sent
by sensors increases as the size of FOI increases. By contrast, in the scheduling protocol,
the quantity of control messages decreases with the increased size of FOI because of the
different sending message mechanisms of the algorithms. In the scheduling protocol,
all the sensors must send a HELLO message once in each round, and the sensor that
needs to enter the SLEEP state will send a SLEEP message. Therefore, in each round of
the scheduling protocol, N + Nsleep control messages are sent, where Nsleep denotes the
quantity of SLEEP messages. The quantity of messages will increase as the deployment
density increases.

However, in our algorithm, the redundant sensors do not need to send HELLO
messages. Thereby the quantity of control messages is calculated as N + Nsleep. When
the size of FOI becomes more extensive, more sensors are needed to be active, resulting
in moreHELLOmessages being sent. Furthermore, in Fig. 7. we can observe that, from
V� = 103 to V� = 403, the quantity of control messages sent by the proposed algorithm
is smaller than the scheduling protocol. Especially when the deployment is in the ratio
of 2:1, the quantity of messages sent by our algorithm is always smaller than that sent by
scheduling protocol because type-1 sensors at the last slot do not need to send SLEEP
messages. Hence, when the quantity of sensors is constant, more type-1 sensors mean
fewer messages.

6.2 Impact of Border Effects and Probabilistic Sensing Model

We study the impact of border effects and the probabilistic sensingmodel on the network
lifetime and coverage ratio. We consider 90 sensors deployed in the FOI, and we vary
the size of FOI between 303 and 603. For better comparison, we modify the proposed
algorithm. We remove border effects from consideration and use the Boolean sensing
model instead of the probabilistic one. Here, the modified algorithm is called the original
algorithm. Figure 4 compares the original and proposed algorithm’s network lifetime and
average k-coverage ratio. As we can see, the 2-coverage ratio of the proposed algorithm
is greater than that of the original algorithm in Fig. 4(b).

Meanwhile, the lifetime of the original algorithm is slightly longer than that of the
proposed algorithm in Fig. 4(a). The reason is as follows. While considering border
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Fig. 4. The impact of the border effects and probability sensing model, N = 90.

effects and the probabilistic sensing model, the effective sensing radius of the sensor is
smaller than the ideal sensing radius of the original algorithm. Therefore, according to
formula (9), the coverage volume of the sensor calculated by the original algorithm will
be greater, resulting in errors in estimating redundant sensors. A sensor that should be
in an ACTIVE state may change to a SLEEP state due to false estimation, which leads
to insufficient active sensors in the network to provide a high coverage ratio. Under this
scenario, the coverage ratio obtained by the original algorithm is much lower without
considering border effects. Therefore, the simulation results verify that the border effects
and probabilistic sensingmodel should be considered while scheduling sensors to satisfy
k-coverage.

7 Conclusion

To extend the lifetime of 3D heterogeneous WSNs while satisfying the quality of k-
coverage, we design a redundant sensor estimation method based on the border effects
and probabilistic sensing model and propose a novel distributed algorithm to schedule
the state of sensors. Our algorithm does not need to know the positions of sensors. In
order to make calculation of the energy consumption more accurate and realistic, we
use the heterogeneous energy consumption model. Instead of covering the FOI with the
amount of working sensors as few as possible, for the energy efficiency of the network,
we try to select the sensor with the minimum energy consumption to cover the FOI. The
simulation results show the efficiency of our algorithm in terms of the network lifetime,
the quantity of control messages, and the k-coverage ratio.
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Abstract. By mining rich semantic information from large-scale unla-
beled texts and incorporating it into pre-trained models, BERT and
RoBERTa have achieved impressive performance on many natural lan-
guage processing tasks. However, these pre-trained models rely on fine-
tuning for specific tasks, and it is very difficult to use native BERT or
RoBERTa for the task of Semantic Textual Similarity (STS).

In this paper, we present CoSBERT, a cosine-based siamese BERT-
Networks modified from the pre-trained BERT or RoBERT models to
derive meaningfully semantic embeddings. Its main feature is to optimize
the cosine-similarity between the semantic embeddings of input texts in
training stage. And it also improves the efficiency and accuracy for the
computation of STS tasks in prediction stage. Experiments on multiple
STS tasks prove that CoSBERT performs well and its effectiveness is
verified. In addition, by deploying CoSBERT into the SCHOLAT user
recommendation system, the efficiency and accuracy of the system has
been improved.

Keywords: Semantic Textual Similarity · Siamese Networks · BERT ·
SCHOLAT

1 Introduction

Semantic Textual Similarity (STS) [1] is an important basic problem in natu-
ral language processing [2]. Many tasks in natural language processing can be
abstracted as matching tasks using semantic textual similarity, such as infor-
mation retrieval [3], machine translation [4], automatic question answering [5],
etc. Among them, information retrieval can be related to the matching of query
and document, machine translation can be related to the matching between two
languages, and automatic question answering can be related to the matching of
question and answer. In this paper, our research task is to figure the semantic
textual similarity between user profile texts, and use it as one of the weights of
the SCHOLAT user recommendation system.

The most popular approach for semantic textual similarity is based on deep
learning, because the models based on deep neural networks have a powerful
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representation of textual semantics. Through these models, we can convert the
text into embeddings that contain rich semantic information. After that, we
can get the semantic textual similarity between texts by calculating the cosine-
similarity of these semantic embeddings. At present, a simple and direct way
to obtain the semantic embeddings is using BERT model [6]. This is done by
feeding texts into BERT model, and take the first token of the model output as
the embedding of the whole text. However, due to the limitations of the MLM
(Mask Language Model) and NSP (Next Sentence Prediction) pretraining tasks
in the BERT model, native BERT model cannot get the deep semantic informa-
tion well. To address the limitations of BERT, Facebook’s proposed InferSent
[7] considered extracting semantic embeddings as a supervised task, where the
model was trained on a Natural Language Inference (NLI) [8] dataset and subse-
quently used as a feature extractor to obtain semantic embeddings. Soon after,
Sentence-BERT (SBERT) [9] proposed to use siamese BERT-Networks to learn
the representation of sentence embeddings, which further affirmed InferSent’s
effectiveness on BERT.

However, when we actually applied the models listed above, whether using
InferSent or Sentence-BERT, we faced different problems in fine-tuning models
for specific tasks. The reason for these problems may be the inconsistency in
the training and inference phases, making it difficult to find which adjustments
in the training process will positively help the prediction results. In order to
address the above problems, we propose CoSBERT, which is a cosine-based
siamese BERT-Networks.

The main contributions of this paper are as follows: (1) We propose CoS-
BERT that can be consistent in the training and inference phases to improve
the efficiency and accuracy for the computation of STS tasks. (2) We propose a
loss function to optimize the cosine-similarity of sentence pairs , which is CoS-
BERT’s biggest difference from other networks. (3) We evaluate the CoSBERT
on multiple datasets. Experiments show that CoSBERT performs well, and its
effectiveness has been verified. (4) We have deployed the CoSBERT into the
SCHOLAT user recommendation system. Through the practical application of
the model, its performance is stable with good user feedback.

2 Related Work

2.1 Semantic Textual Similarity

In recent years, deep neural networks have been widely used in constructing mod-
els to solve the STS tasks, and also have achieved some important progress. Gen-
erally speaking, these neural network models dealing with the tasks mainly have
two kinds: Interaction-based [11] model and Representation-based [12] model.
The way of Interaction-based model is concatenating two texts into a single text.
Through the text, the model’s deep neural networks can construct an interaction
matrix by text interaction. Finally, the softmax classifier is used to process the
interaction matrix and output the similarity. In contrast, Representation-based
model encodes the two texts into two dense embeddings in the same space by the
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encoders. Then, these two embeddings can be calculated by different distance
calculation methods such as cosine distance, Euclidean distance, Manhattan dis-
tance, etc. Finally the calculated result is used as the semantic textual similarity.

Typically, Interaction-based model usually performs better because it enables
two texts to be deeply compared, but its obvious disadvantage is less efficient in
retrieval scenarios. On the contrary, Representation-based model can compute
and cache the semantic embeddings in advance, which makes it more efficient.
However, its interaction level between texts is not deep enough to identify the
semantics, resulting in a less accuracy. According to the demand for ensuring
the efficiency of the model’s actual application in the SCHOLAT user recom-
mendation system, we choose the Representation-based model as main research
in this paper.

2.2 Related Models

We first introduce the traditional semantic textual neural model DSSM. Its train-
ing is to map two sentences into a semantic space of same dimensions and maxi-
mize the cosine similarity between the semantic vectors of sentences. Finally, the
implicit semantic model is obtained to compute the semantic textual similarity
between sentences. However, DSSM cannot extract the information of context
and word order in the corpus, resulting in the failure to recall semantically related
content in many scenarios.

Fig. 1. BERT architecture for STS task.

After 2018, the BERT model has brought huge changes in the NLP field.
BERT is a pre-trained model based on Transformer [13]. Since BERT came out,
it has performed well in many natural language processing tasks. This is precisely
because BERT can mine rich semantic information in large-scale unlabeled texts
and get contextual semantic embeddings through Transformer encoders. With
the semantic embeddings, we can compute the similarity for specific downstream
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tasks. However, the disadvantage of the native BERT model is that it cannot
get the corresponding embeddings independently for the two input texts, which
makes it not suitable for the STS tasks.

As shown in Fig. 1, the approach of the native Bert about semantic tex-
tual similarity is to convert the task into binary classification task. The two
input texts are spliced into a sequence (segmented by the special token [SEP]
in the middle). Then, the sequence is encoded into hidden state vectors by 12-
layer (base-model) or 24-layer (large-model) Transformer modules. Finally, the
pooling-layer averages the hidden state vectors or takes the [CLS] token (the first
position of the vectors) as semantic embedding of the text. With the embeddings,
the similarity is computed by softmax classifier.

Fig. 2. SBERT architecture with classification objective function

However, Reimers et al. [9] pointed out in their experiments that the results
produced by native BERT were not ideal (at least when dealing with seman-
tic retrieval and clustering problems), even worse than the averaging Glove [14]
embeddings. In order to make Bert better extract semantic information, they
proposed the following networks shown in Fig. 2. SBERT used the structure of
Siamese BERT-Networks. Besides, they experimented with three pooling strate-
gies (CLS-Pooling, Avg-Pooling, Mean-Pooling), which further compressed the
hidden state vectors output by Bert to get embedding u and v representing 2
sentences respectively. For the STS tasks, u and v are spliced into (u, v, |u − v|),
then plugged into a fully connected network. Finally, the softmax classifier out-
puts the result as semantic textual similarity. And the cross-entropy is set as loss
function. In the inference phase, SBERT directly calculates the cosine-similarity
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of two semantic embeddings. Although this shortens the inference time, it leads
to inconsistency between training and inference, which makes it difficult for
model fine-tuning.

To address the inconsistency between training and inference phases, we pro-
pose the CoSBERT that follows the structure of siamese BERT-Networks. Unlike
the traditional neural networks training from random initialization, we directly
use the pre-trained BERT or RoBERTa [15] models. With the pre-trained mod-
els, we can fine-tune them to optimize the cosine-similarity in the training phase
to make the training process consistent with inference stage. In the end, we can
get a model that is suitable for the STS tasks.

3 Model

Fig. 3. Overview of CoSBERT architecture at training and inference, it has tied weights
with the siamese network structure.

In this paper, we use siamese BERT-Networks as the structure of CoSBERT
to update the weight parameters of the networks. Through the siamese net-
works, the model can effectively identify the difference between two sentences to
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be matched and complete the accurate calculation of the similarity between sen-
tences. Meanwhile, with the pre-trained BERT or RoBERTa models, which have
been trained with large-scale texts, it can greatly reduce the time for training
by the way of fine-tuning them for specific tasks.

3.1 CoSBERT

The overview of CoSBERT architecture at training and inference is shown in
Fig. 3. The input sentence A and B are serialized by the BERT Tokenizer to
get the Position Embeddings, Segment Embeddings and Token Embeddings
of the sentences. All the embeddings will then be fed into the Transformer
Encoders based on Self-Attention. After encoding, the hidden state vectors
([CLS], u1, ..., un) and ([CLS], v1, ..., vn) are obtained. However, the dimensions
of two output vectors are not always the same. And it is difficult to calculate the
cosine-similarity between vectors of different dimensions. Therefore, it is neces-
sary to further process the hidden state vectors by pooling operation to generate
semantic embeddings U and V with the same dimensions. Among the strategies
of pooling operation, we mainly study three different kinds for comparison:

CLS Strategy : It takes the first position of the hidden state vectors as the
semantic embedding for the whole sentence.

FLA (First Last Average) Strategy : It takes the average of the first position
and last position of the hidden state vectors as the semantic embedding for the
whole sentence.

MEAN Strategy : It takes the average of each hidden state vector as the
semantic embedding for the whole sentence.

For the semantic embeddings U and V obtained above, we can calculate the
cosine-similarity between them as shown in Eq. (1).

cos(U, V ) =
U · V

‖U‖‖V ‖ =
∑n

i=1 Ui × Vi
√∑n

i=1 (Ui)
2 ×

√∑n
i=1 (Vi)

2
(1)

3.2 Loss Function

We propose a new loss function to optimize the cosine-similarity cos(U, V ) in the
training phase, which is the CoSBERT’s biggest difference from other networks.
The purpose of this loss function is to make the positive sample pairs achieve the
highest possible cosine-similarity, and the negative sample pairs get the lowest
possible cosine-similarity.

Specifically as follows, denote Ωpos as the set of all positive sample pairs,
and Ωneg as the set of all negative sample pairs. For any pair of positive samples
(i, j) ∈ Ωpos , and any pair of negative samples (k, l) ∈ Ωneg , we hope both of
them will satisfy the condition shown in Eq. (2).
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cos(Ui, Vj) > cos(Uk, Vl) (2)

In a nutshell, we try to guarantee that the similarity of the positive sample
pairs is higher than the similarity of the negative sample pairs as much as possi-
ble. With this condition satisfied, there is no need to consider the specific value
about how high is it. It only depends on the relative order of the positive and
negative sample pairs. An effective solution for dealing with such optimization
requirements was introduced in Circle Loss [16], which could be called the unified
loss function shown in Eq. (3).

Luni = log

[

1 +
∑

p∈Ωpos,n∈Ωneg

e(λ(sn−sp)+m)

]

(3)

In Eq. (3) , it has used a symmetric optimized form of (sn − sp). Under the
premise that the similarity sn and sp are all positive numbers, only the smallest
(sn − sp), can we achieve the goal of maximizing sp and minimizing sn. This
optimization strategy allows the model to flexibly update its weights based on
the similarity calculation during the training phase. Corresponding to this paper,
the cosine-similarity is used as the similarity measure.

And m is a margin used to control the interval of the classification boundary,
so that there is a certain degree of separation between sp and sn. In general, It
is only considered in Metric Learning [17]. In Representation Learning, if m is
not set to 0, a fuzzy boundary will be generated in the embedding space, which
will have a great impact on the separability of the embedding space. So m can
be ignored in our loss function.

As for λ, it is a scaling factor set to 20 as default. In that way, the unified
loss function is transformed into the following.

Lcos = log

⎛

⎝1 +
∑

(i,j)∈Ωpos,(k,l)∈Ωneg

eλ(cos(Uk,Vl)−cos(Ui,Vj))

⎞

⎠ (4)

After the above transformation, we can get a new loss function shown in
Eq. (4). Its goal is to optimize the cosine-similarity between sentence pairs, which
is the core of CoSBERT.

3.3 Training Details

Through a large number of training, we have found the main parameter settings
during the training of CoSBERT shown in Table 1. It can maximize our GPU
memory utilization, better match the size of the datasets and speed up the
convergence of the training.

Besides, in order to slow down the model overfitting, 10% of the training data
is used as a warmup, and the training is performed until the model converges.
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Table 1. The parameter settings during training.

Parametar value

Batchsize 64

Epoch 10

Learning-rate 2e − 5

Weight decay 0.01

Optimizer AdamW

The default pooling strategy is MEAN. The computer graphics card for the
training is NVIDIA TESLA V100 32G and the running environment is Python
3.8, PyTorch 1.11 and CUDA 10.2.

4 Experiment

4.1 Datasets and Metrics

The datasets used for the experiments are as follows.
Chinese-STS-B [18] (The Semantic Textual Similarity Benchmark). This

is a collection of sentence pairs extracted from news titles, video titles, image
titles, and natural language inference data, each pair is manually labeled for the
task of semantic textual similarity.

LCQMC [19] (A Large-scale Chinese Question Matching Corpus) from
Harbin Institute of Technology (Shenzhen), this dataset is constructed by
extracting user questions from different domains of Baidu Knows. It is a semantic
matching dataset of Chinese questions in Baidu Knows.

BQ [20] (the Bank Question corpus). A Chinese corpus for sentence semantic
equivalence identification (SSEI), contains 120, 000 question pairs from 1-year
online bank custom service logs.

PAWSX [21] (Paraphrase Adversaries from Word Scrambling). This dataset
contains 23, 659 human translated PAWS evaluation pairs and 296, 406 machine
translated training pairs in six typologically distinct languages: French, Spanish,
German, Chinese, Japanese, and Korean. All translated pairs are sourced from
examples in PAWS-Wiki.

SCHOLAT. This dataset is constructed by extracting the profile text infor-
mation from SCHOLAT users. We pair the profile texts of users who follow each
other as positive samples of the dataset. Besides, random sampling is used to
pair profile texts of unrelated users as negative samples of the dataset. After
the operations of de-duplication, cleaning and manual labeling on the data, a
dataset that meets the requirements of the STS task is obtained (Table 2).

The datasets listed above are all supervised tasks, and the structure of the
data is (sentence A, sentence B, label). The label indicates whether the two
sentences are similar. Denote U , V as the semantic embeddings of sentence A
and sentence B. Through the distance between the label of sentence pair and
cosine-similarity of U , V , we can get:
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Table 2. Details about the amount, task, language, domain of all the datasets

Dataset Train Eval Test Task Language Domain

STS-B 5.2k 1.4k 1.3k sentence similarity Chinese misc.

LCQMC 238k 8.8k 12.5k sentence similarity Chinese Baidu Knows

BQ 100k 10k 10k paraphrase Chinese Bank

PAWSX 49.4k 2k 2k paraphrase Multilingual Wikipedia

SCHOLAT 22.1k 2.7k 2.7k sentence similarity Chinese Academic Social

di = label(A,B) − cos(U, V ) (5)

ρ = 1 −
n

∑

i∈n

d2
i

n (n2 − 1)
(6)

For the Eq. (5) and Eq. (6), di is the distance between label and cos-similarity
of each sentence pair in the dataset, and n is the total amount of dataset. The
Spearman’s rank correlation [31] ρ × 100 is used as the experimental metrics.
Spearman’s rank correlation only depends on the relative order of the cosine-
similarity and the labels, which is suitable for evaluating the model perfor-
mance on the STS tasks. Like other correlation coefficients, this coefficient varies
between -1 and +1, with 0 indicating no correlation. A larger coefficient means
a greater correlation.

4.2 Pre-trained Models

The pre-trained models used in the experiment are all composed of 12 layers of
Transformers, including 12 Attention Heads, and the dimensions of hidden state
vectors are 768. The features are as follows:

BERT-base-Chinese (referred as BERT-base later), released by Google AI
team in 2018, is the most common Chinese BERT pre-trained model based on
Chinese Wikipedia related corpus.

Chinese-MacBERT-base [22] (referred as MacBERT-base later), is an
improved BERT with novel MLM (Mask Language Model) as correction pre-
training task, which mitigates the discrepancy of pre-training and fine-tuning.
Besides, WWM (Whole Word Masking) and N-gram masking were also intro-
duced in the pre-training of model.

Chinese-RoBERTa-wwm-ext [23] (referred as RoBERTa-wwm-ext later),
it is a natural combination of RoBERTa and BERT with the advantages both of
them. This model is not an original RoBERTa model, but a BERT model trained
in a similar way to RoBERTa, namely RoBERTa-like BERT. The WWM strategy
is also used for masking (but dynamic masking is not used). Besides, NSP (Next
Sentence Prediction) has been simply canceled in the pre-training phase of this
model.
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4.3 Evaluation

Table 3. The results are only trained with the Train of the datasets and evaluated on
the Test. The metrics use the Spearman rank correlation (ρ × 100) based on a 10-fold
cross-validation.

Arch Pre-trained Model BQ LCQMC PAWSX STS-B SCHOLAT Avg.

BERT BERT-base 59.70 74.30 37.06 72.78 40.74 56.91

MacBERT-base 60.84 73.40 40.56 74.61 45.14 58.91

RoBERTa-wwm-ext 58.24 72.91 39.92 74.85 43.40 57.86

SBERT BERT-base 66.25 75.17 52.48 63.3 64.71 64.38

MacBERT-base 64.96 75.55 56.6 64.69 65.07 65.43

RoBERTa-wwm-ext 65.71 75.72 55.59 67.15 64.92 65.82

CoSBERT BERT-base 71.71 78.94 57.9 80.01 72.48 72.21

MacBERT-base 73.16 79.36 61.54 80.33 72.14 73.30

RoBERTa-wwm-ext 72.35 79.59 61.83 80.45 72.8 73.42

In this experiment, we evaluate the performance of CoSBERT and compare
it with other networks. The pre-trained models were fine-tuned on the Train
part of each dataset, and the performance is evaluated corresponding to the
Test part of the dataset, without external data. After fine-tuning different pre-
trained models according to different methods, the experiment results are shown
in Table 3.

The experimental results show that by comparing the performance of dif-
ferent pre-trained models on different datasets, CoSBERT has a more obvious
improvement on all tasks, and the average improvement of native training is
close to 8%, achieving the highest average score. It can be seen that it is greatly
effective about the method of directly optimizing the cosine-similarity values
between sentence pairs in the training phase. And it also confirms that CoS-
BERT is usable for the task of semantic textual similarity.

In order to further analyze whether the performance of CoSBERT is improved
on different datasets when only trained on a single dataset, we selected the
SCHOLAT dataset for training, which is closer to the downstream application
system. And we evaluated the performance of the models in the Test part of
each dataset. The results are shown in Table 4.

The experimental results show that all the models in the whole process have
low scores on PAWSX. Because the negative samples of PAWSX are almost
with the same words but different semantics, which makes it require deeper
interaction to be better identified. Therefore, the inherent shortcomings about
deep interaction of the Representation-based model lead to poor performance on
this task. However, except for the PAWSX, CoSBERT achieves the highest scores
on other tasks, which further indicates that it is effective for the downstream
tasks.
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Table 4. The results are only trained with the Train of SCHOLAT dataset and eval-
uated on each Test of all datasets. The metrics use the Spearman rank correlation
(ρ × 100) based on a 10-fold cross-validation.

Arch Pre-trained Model BQ LCQMC PAWSX STS-B SCHOLAT Avg.

BERT BERT-base 24.74 27.31 10.11 47.41 40.74 30.06

MacBERT-base 29.58 28.72 10.58 50.14 45.14 32.83

RoBERTa-wwm-ext 25.33 31.16 10.88 43.40 43.40 30.83

SBERT BERT-base 26.31 50.57 12.36 46.80 64.71 40.15

MacBERT-base 26.70 57.05 13.40 59.76 65.08 44.40

RoBERTa-wwm-ext 31.13 64.84 12.73 62.58 62.93 46.84

CoSBERT BERT-base 30.02 60.19 11.70 61.48 72.49 47.17

MacBERT-base 32.34 59.83 12.65 63.81 72.15 48.15

RoBERTa-wwm-ext 32.18 67.43 12.59 67.48 72.89 50.51

4.4 Ablation Study

In previous experiments, we have demonstrated the excellent performance of
CoSBERT. In this section, we mainly evaluate the impact of the pooling strate-
gies (CLS, FLA, MEAN) mentioned earlier in this paper. In order to better
understand which pooling strategy is more suitable for the task of semantic
textual similarity. In the ablation experiments, we fine-tune different pretrained
models according to CoSBERT, and evaluate the impact of different pooling
strategies on each dataset. The experimental results are shown in Table 5.

Table 5. The pre-trained models in this experiment were all fine-tuned according to the
architecture of CoSBERT. The results are only trained with the Train of the datasets
and evaluated on the Test. The metrics use the Spearman rank correlation (ρ × 100)
based on a 10-fold cross-validation.

pooling Pre-trained Model BQ LCQMC PAWSX STS-B SCHOLAT Avg.

CLS BERT-base 71.88 78.16 60.29 71.51 78.05 71.97

MacBERT-base 72.22 79.40 61.64 71.72 78.66 72.72

RoBERTa-wwm-ext 72.06 79.44 61.52 71.97 78.86 72.77

FLA BERT-base 72.40 78.93 55.38 71.88 79.67 71.65

MacBERT-base 72.04 78.52 60.13 71.61 79.25 72.31

RoBERTa-wwm-ext 71.80 78.53 59.34 72.38 79.68 72.34

MEAN BERT-base 71.71 78.94 57.90 80.01 72.48 72.21

MacBERT-base 73.16 79.36 61.54 80.33 72.14 73.30

RoBERTa-wwm-ext 72.35 79.59 61.83 80.45 72.88 73.42

It can be seen from the experimental results that the performance of different
pooling strategies does not differ much. The gap between the maximum value
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and the minimum value is only 1.77%. It shows that the pooling strategy has a
small impact. Looking further, the FLA strategy performs worse than MEAN or
CLS strategy, and MEAN strategy achieves highest score. Therefore, we choose
MEAN as the default pooling strategy of CoSBERT.

5 Conclusion

In this paper, we propose CoSBERT that can be consistent in the training
and inference phases, which can optimize the cosine-similarity between sentence
pairs and easier to fine-tune for the downstream tasks. Experiments on multiple
datasets show that our model performs well and has improved the accuracy for
the computation of STS tasks.

At present, we have deployed our model into the SCHOLAT user recommen-
dation system to calculate the semantic similarity of the user’s profiles and use it
as one of the weights for recommending users. Through the practical application
of the model, its performance is stable with good user feedback.

Meanwhile, the model in this paper will be improved around two aspects
in the future. The first one is the depth of the model. When there are a large
number of texts with the same words but different semantics, or when deep
matching of texts is required, the performance is often poor. The second is the
breadth of the model, which can be applied to more STS tasks through transfer
learning to improve the applicability of the model.
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Abstract. Federated Learning (FL), a novel distributed machine learn-
ing framework, made it possible to model collaboratively without risking
participants’ privacy. All components of FL, including devices, networks,
data, and models, are heterogeneous because of the dispersed feature.
These heterogeneity issues impeded FL’s performance. HFL (Heteroge-
neous Federated Learning) offers a viable solution to these issues.

HFL has become an emerging research topic. We have conducted
detailed research into the unique characteristics and challenges of HFL
in the paper. And summaries methods of HFL at different levels. We
reviewed the evaluation methods for HFL and provided an outlook on
the future direction of HFL by analyzing the strengths and limits of the
existing study.

Keywords: Heterogeneous · Federated Learning

1 Introduction

In classical machine learning, the model’s efficiency and accuracy are rely heavily
on the computational power and training data of a small number of servers.
High quality and vast amounts of data, on the other hand, are becoming more
challenging to acquire as data security and privacy concerns have grown. Data
fragmentation is a severe problem in the healthcare and financial industries, leads
to data isolation. Data isolation resulted in the model being trained without
enough access to each participant’s data, preventing the model’s performance
from improving.

McMahan et al. presented Federated Learning (FL [46] as a solution to the
challenge above. Collaborative learning is another term for federal learning. FL
made it possible for the owners of various data sources to become clients (or train-
ers), with each client training a local model before working on a global model.
FL has carefully developed the method of transmitting information amongst cus-
tomers to ensure that no one participant may guess the private data of the other
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Y. Sun et al. (Eds.): ChineseCSCW 2022, CCIS 1681, pp. 390–404, 2023.
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participants, providing the participants’ privacy and data security. Because of
FL’s advantages in privacy protection [43], it is now widely employed in person-
alized recommendations, the Internet of Things, and clinical disease diagnosis.
FL is facing numerous challenges. Critical is the heterogeneity problem that
occurs in all aspects of the learning process. These problems include: (1) The
problem of differences in the storage, computing and communication capabilities
of clients; (2) The problem of differences in the network environment in which
clients are located; (3) The problem of Non-Idependently and Identically Dis-
tributed (Non-IID) problem for client’s local data; (4) The problem of different
models required by clients according to their application scenarios.

The device configurations (e.g., different edge devices and network condi-
tions) of various clients in practice are different, and this heterogeneity problem
is called system heterogeneity [33]. System heterogeneity tends to lead to sig-
nificant variations in overhead when the same training task is conducted. While
high-performance devices complete the training, other devices are affected by
their GPU, network conditions, Etc., and take longer or complete the training,
which leads to reduced performance of the global model [2]. To deal with these
“slower” devices, the server often chooses to wait or ignore them [15]. System
heterogeneity seriously slows the speed of convergence and reduces the model’s
accuracy [61]. And summarise methods of HFL at different levels.

FL also suffers from non-systematic heterogeneity, such as data and model
heterogeneity. Typically in order to aggregate models, client’s model structure
and servers must be the same. However, models are also crucial for privacy in
some fields, such as insurance or finance. LiYiying et al. [38] tried to support a
heterogeneous model of FL. However, his method requires a public dataset in
the server, which consists of a part of each private dataset or existing dataset
[19]. Obtaining part of the local private dataset from the client may violate
participants’ privacy. There may also be statistical heterogeneity in the datasets,
with clients having different amounts of data from various local distributions.

In response to these heterogeneity problems, we provide a comprehensive sur-
vey of research efforts in HFL, in this paper. We propose a multi-level taxonomy
of HFL. The taxonomy is divided according to the reasons why FL heterogeneity
problems occur. Their solutions are analyzed to help the reader understand the
impact this heterogeneity brings to FL. We summarize commonly used perfor-
mance evaluation methods and suggest future directions for the HFL framework.

2 Preliminaries

2.1 Definition

Before diving into the investigation, it is necessary to define Heterogeneous Fed-
erated Learning. In [31], HFL’s definition is a Federated Learning paradigm with
per client having a private dataset and a uniquely designed model. Clients con-
vert the relevant parameters into a standard format when communicating and
collaborating. The server collects these parameters and aggregates them. In this
paper, we extend the definition of HFL as follows.
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Definition 1 (Heterogeneous Federated Learning, HFL). A federated
learning paradigm that can be targeted to deal with heterogeneous problems. These
heterogeneous problems typically exist due to clients’ differences in devices, net-
works, data, models, Etc.

2.2 Analysis

Device Heterogeneity. In a natural federation setting, clients have signifi-
cantly different device configurations (e.g., GPU, CPU, software, and network
conditions). It leads to significant variation in device overhead (e.g., compute
time and resources) to accomplish the same task, further reducing performance
in a global model.

Network Heterogeneity. Different clients have different communication
resources, such as transmission rates. The performance of these protocols suf-
fers severe reductions owing to their inability to accommodate the speed of the
existing network and the fluctuations in network quality over time [13]. Uneven
network resources can also eventually lead to the performance reduction of a
global model.

Data Heterogeneity. The most common data heterogeneity is the statistical
heterogeneity of data, i.e., not fully independent and identically distributed (non-
i.i.d.). As a result, it is not easy to generalize the global model to all clients [42].

Model Heterogeneity. When participants collaborate without sharing pri-
vate data, they may be reluctant to share the details of their models, possibly
due to privacy and intellectual property concerns. The problem of heterogene-
ity between the models of the clients arises at this point, and traditional FL
algorithms all require centralized control over the design of local models [31].

3 The Proposed Heterogeneous FL Taxonomy

Based on the extended definition of HFL in Sect. 2.2, we propose a classifi-
cation of HFL based on where the type of heterogeneity problem occurs. This
taxonomy can classify HFL into four types, where heterogeneous device and
heterogeneous network belong to system heterogeneity. Heterogeneous data and
heterogeneous model belong to non-system heterogeneity.

We analyzed 30 methods of HFL, as shown in Table 1. These methods are
classified into the four types mentioned above depending on the treatment of the
heterogeneous problem. Table 1 summarizes the methods and the datasets used
in the experiments. It is worth noting that we have divided them according to
methods rather than the effect produced. For example, FedMD [31] uses knowl-
edge distillation to deal with model heterogeneity and therefore classifies it as
heterogeneous model FL. Also, knowledge distillation indirectly compresses the
communication overhead and can address network heterogeneity, but we do not
classify FedMD as a heterogeneous network FL.
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Table 1. Application of Heterogeneous FL
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Approach

√ √ √
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Federated DNNs
Framework

√ √ √

[30] FedMask
√ √ √ √ √

[42] FedSkel
√ √ √ √ √ √

[63] FedSeq
√ √ √

[19] FedHe
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[59] FedNova
√ √ √

[23] SCAFFOLD
√ √

[36] FedProx
√ √ √ √ √

[50] CReFF
√ √ √ √

[6] CoFED
√ √ √ √ √

4©

H
et

er
o
g
en

eo
u
s

M
o
d
el

[31] FedMD
√ √ √ √ √

[53] Fed2KD
√ √

5©
[8] Fed-ET

√ √ √ √

[41]
Heterogeneous
Model Fusion
FL Mechanism

√ √
6©

[38] FedH2L
√ √

7©
[54] FedProto

√ √ √ √

[22]

FairBest+
FairAvg+
FairAccRatio+
FairAccDiff

√ √
8©

[68] TFL-CNN
√

9©
[12] FedGroup

√ √ √ √ √

1© original or coded datasets [58]. 2©Heartbeat [21], Seizure [52]. 3©Reddit [4]. 4© Chars74K [11],
Adult [26]. 5©FashionMNIST [60]. 6©Caltech101 [25]. 7©PACS [32],Office-Home [57]. 8©UTK [67],
FairFace [24]. 9©BelgiumTSC [55].

3.1 Federal Learning Strategies with Heterogeneous Device

In practice, differences of device configurations (e.g., GPU, CPU, software, and
network conditions) will create device heterogeneity. High-performance devices
can perform their tasks quickly, while other devices are poorly trained and can
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only do part of the training work, resulting in reduced global model perfor-
mance. If these “slower” devices are ignored, the aggregation of the model is
severely slowed down, reducing the model’s accuracy. The most common meth-
ods for device heterogeneity are adjustment of training tasks and clients selection.
Their core idea is to assign appropriate training tasks to edge devices with dif-
ferent computational capabilities to optimize global efficiency. Training Tasks
Adjustment. Adapting training tasks by analyzing information from individual
clients can mitigate performance degradation due to device heterogeneity. How-
ever, measuring clients’ training capability while ensuring privacy is a significant
challenge.

FedSAE [33] automatically adjusts the training tasks of devices and actively
selects participants to mitigate performance degradation. FedSAE adaptively
selects participants by using complete information about the device’s historical
training tasks to predict the affordable training workload of each device. CFL-HC
[58] designs a two-step optimization scheme to find the optimal training deadline
for each optimal deadline training round and the optimal computational task size
assigned to each computing device. Distributed learning system [1] proposes an
efficient user allocation and resource allocation scheme for horizontal FL. This
system allows massive amounts of data generated by loT devices to train deep
learning models while effectively addressing challenges and demands posed by
data privacy and resource-constrained environments. HeteroSAg [13] allows the
use of heterogeneous quantization to perform secure aggregation while allowing
users to scale their quantization to their communication resources.

Clients Selection. Somewhat different from the adjustment of training tasks,
client selection provides better protection for user’s privacy. In order not to
reduce the aggregation speed and accuracy of the model, client selection needs
to select more clients with a high contribution. Also, client selection is often used
in conjunction with adjustment of training tasks to solve device heterogeneity
problems such as CFL-HC [58] and HeteroSAg [13].

FedBalancer [51] can actively select clients’ training samples, and its sample
selection strategy prioritizes more ’informative’ data while respecting clients’
privacy and computational power. Client selection strategy improve FL per-
formance and reduce training latency. HELCFL [10] introduces a method for
determining device operation frequency to reduce the training energy cost by
analyzing and exploiting the idle time in FL training.

3.2 Federal Learning Strategies with Heterogeneous Network

FL imposes a vast communication and computational burden on the participat-
ing devices due to periodic global synchronization and continuous local training.
This is even more pronounced in heterogeneous network FL. The server must
wait for the slowest client in synchronous FL, and the heterogeneous network
configuration problem can lead to significant latencies. Common approaches to
deal with network heterogeneity are compression parameters/gradients, reducing
communication rounds, and asynchronous (semi-asynchronous) training.
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Compression Parameters/Gradients. The significant communication costs
associated with the FL algorithm prevent the use of federal data to train large-
scale models. The use of compressed parameters/gradients, therefore, reduces
communication costs and solves the problem of network heterogeneity.

FL Framework for Heterogeneous Devices of IoT [65] compresses the global
model into a local model while using the gradient of the local model to update
the global model. Communication Compression Approach [34] designs a com-
pression control scheme that balances local computation and wireless commu-
nication from a long-term learning perspective in terms of energy consumption.
The algorithm adapts to the computational and communication environments of
FL participants by carefully selecting compression parameters. Federated DNNs
Framework [37] replaces each fully-connected (FC) layer with two low-rank pro-
jection matrices to compress the DNNs (deep neural networks) model. It builds
a global error function to recover the output of the compressed DNNs model.
A communication efficient federation optimization algorithm is also designed to
reduce the communication overhead further. FedMask [30] uses a personalized,
structured sparse DNN (deep neural network) on clients, thereby substantially
reducing communication and computational costs while reducing the energy con-
sumption of edge devices. FedSkel [42] enables federated learning for efficient
computation and efficient communication on edge devices by updating only the
essential parts of the model.

Reducing Communication Rounds. The increased communication costs
associated with network heterogeneity are a significant constraint on the effi-
ciency of federation learning. Similar to compressing parameters/gradients,
increasing the convergence speed of the server’s global model, i.e., reducing com-
munication rounds, can similarly reduce the communication cost and address the
problem of network heterogeneity.

FedSeq [63] improves the final performance and convergence speed of the
algorithm by giving a fixed budget for the number of communication rounds.

Asynchronous (Semi-asynchronous) Training. Synchronous interaction is
simple enough to guarantee a serial computing model but is difficult to imple-
ment due to different devices. Heterogeneous devices have a high level of unre-
liability. The aggregation server waits for updated local gradients, and these
may be offline due to device heterogeneity, severely reducing learning efficiency
[61]. Asynchronous strategies can reduce the problem of unstable environments,
especially in public storage systems [35].

FedHe [19] uses a knowledge distillation-like approach to the training pro-
cess asynchronously, significantly reducing the communication overhead. FedSA
[44] proposes a semi-asynchronous federation learning mechanism in which the
parameter server aggregates a certain number of local models according to the
order of arrival of each round of models. DISCO [17] proposes a heterogeneous-
aware dynamic scheduling approach to minimize global loss functions consid-
ering dropouts and limited device energy. DISCO can make intelligent deci-
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sions about the set and order of scheduled devices in each round of commu-
nication. FedSeC [15] proposes a new differential private federation learning
framework and employs an update-based optimization of relative-staleness and
semi-asynchronous optimization method for fast aggregation in heterogeneous
networks.

3.3 Federal Learning Strategies with Heterogeneous Data

The non-i.i.d data from clients mainly causes the problem of data heterogene-
ity. How to mitigate the adverse effects of non-i.i.d. is still an open question.
Non-i.i.d. containing distributional skews are commonly label distribution skew,
feature distribution skew, and quantity skew [29]. Label distribution skew has
the most significant impact on the accuracy of the FL algorithm. The processing
for non-i.i.d. can be divided into two main types, local model correction and
global model optimisation.

Local Model Correction. The skewed distribution of client data due to non-
i.i.d. can eventually lead to a “drift” of the model on clients. Therefore, limiting
or correcting local models by introducing specific global parameters is one way
to address heterogeneous data.

FedNova [59] introduces a regularisation term based on locally trained local
steps to limit the impact on the global model. A general framework is pro-
vided to analyze the convergence of Federated Optimisation algorithms with het-
erogeneous local training progress. The analysis is performed for both smooth
non-convex and strongly convex settings and can be generalized to the case
of partial client participation. FedNova is a normalized averaging method that
removes factual inconsistencies while maintaining fast error convergence. SCAF-
FOLD [23] uses controls variables (variance reduction) to correct for ’client-side
drift’ in its local updates. SCAFFOLD proves that the algorithm is convergent
while using rigorous mathematical theory. SCAFFOLD introduces server and
local client control variables in its implementation, which are used to estimate
the direction of the server model update and the direction of the local client
model-used to estimate the update direction of the server model and update
the direction of each client. The difference between these two update directions
is then used to approximate the local training bias, i.e., drift is introduced to
correct the model update direction during local training. FedProx [36] is an
improved version of the FedAvg [46]. FedProx introduces a proximal term, i.e.,
minw hk (w;wt) = Fk (w) + µ

2 ‖w − wt‖2, which suppresses local model diver-
gence during local optimization and limits parameter differences.

Global Model Optimisation. As corresponding to the restricting local model,
the global model can also be optimized on the server to solve the problem of data
heterogeneity. Unlike model aggregation optimizing on the heterogeneous model,
it is more about optimizing the global model by obtaining more information while
maintaining privacy.

CReFF [50] demonstrates that biased classifiers constitute a significant con-
tributor to poor global model performance. Classifiers retrained by CReFF on
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federated features can yield comparable performance to classifiers retrained on
actual data without revealing local data information and class distribution. In
each round, the CReFF client sends an updated local model and natural fea-
ture gradients to the server and sends a global model that will be aggregated
and retrained to the client. CoFED [6] proposes an efficient communication FL
scheme based on pseudo-labeled unlabeled data such as collaborative training.
CoFED introduces pseudo-labeling so that each client pseudo-labels its dataset
and votes for each class of pseudo-labeled datasets with high confidence on the
server. Finally, the client trains on the local and pseudo-labeled datasets.

3.4 Federal Learning Strategies with Heterogeneous Model

The existing FL framework can only be used for isomorphic models, i.e., models
with the same configuration, ignoring user preferences and the various attributes
of their devices. The most commonly used methods to deal with model hetero-
geneity are knowledge distillation and update/Clustering optimization.

Knowledge Distillation. Knowledge distillation [31] is a class of model com-
pression and acceleration techniques developed in recent years. Its main idea lies
in using the predicted logits of the student network to learn the output logits of
the teacher network, thus guiding the student network training, which can learn
knowledge of similarities between classes that are not predicted by themselves.
Knowledge distillation aims to compress and improve models by transferring
knowledge from deep networks to smaller networks. Knowledge distillation opti-
mizes federated learning through model compression and acceleration techniques,
reducing model heterogeneity while ensuring efficient and real-time model trans-
fer.

FedMD [31] uses migration learning and knowledge distillation to develop a
generic framework that allows each client to have not only its private data but
also a uniquely designed model. fed2KD [53] proposes a new FL framework based
on bi-directional knowledge distillation. Knowledge exchange between global and
local models is achieved by extracting information into a mini-model with a uni-
form configuration. Fed2KD use a conditional variational autoencoder (CVAE)
to generate a public dataset. And the dataset will be used as a proxy dataset
for distillation. Fed-ET [8] trains small models (of different architectures) on
the client and is used to train a larger model on the server. Fed-ET employs a
weighted consensus distillation scheme that effectively extracts reliable knowl-
edge from the ensemble through diversity regularisation consensus while exploit-
ing the diversity within the set to improve generalization.

Update/Clustering Optimisation. Unlike the heterogeneous data, where
more data information needs to be collected for global model updates, the update
strategy is directly optimized at the heterogeneous model, again correcting for
the effects of local model ’drift’. The client gradient updating is affected by client
data heterogeneity and diverges too much, making the aggregated global models
far from the global optimum.
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In Heterogeneous Model Fusion FL Mechanism [41] each node trains learning
models of different sizes according to its computational power. After receiving
the trained gradients from each node, the Parameter Server (PS) of the mecha-
nism corrects the received gradients with a repetition matrix. According to the
mapping matrix, the mechanism updates the region corresponding to the global
model. At the end of all update operations, the PS assigns the compressed model
to the corresponding node. FedH2L [38] proposes a new optimization strategy to
find gradient updates that do not conflict between local and global update cues.
Also, FedH2L introduces heterogeneous models across nodes, robust decentral-
ized learning, and privacy-preserving parameter/gradient-free communication.
FedProto [54] communicates with abstract class prototypes rather than gradi-
ents. FedProto aggregates the local prototypes collected from different clients
and then sends the global prototype to all clients to standardize the training
of the local model. Training for each client aims to minimize the classification
error of the local data while keeping the resulting local prototypes close enough
to the corresponding global prototypes. Kanaparthy et al. [22] investigated how
fair classification can be achieved in federation learning (FL) with heterogeneous
data. Four aggregation techniques, FairBest, FairAvg, FairAccRatio, and FairAc-
cDiff, were proposed. TFL-CNN [68] proposed a two-layer federated learning
model, including a new multilayer heterogeneous model selection, aggregation
scheme and a distributed learning mechanism based on context-awareness. Fed-
Group [12] based on client similarity between optimization directions to group
training and construct a new data-driven distance metric to improve the effi-
ciency of the client-side clustering process. FedGroup can be improved by divid-
ing the joint optimization into multiple sub-optimization groups and is used in
conjunction with FL optimizer FedProx.

4 Heterogeneous Federal Learning Evaluation Methods

To assess the effectiveness of the HFL method, we next carry out a theoretical
analysis and experimental evaluation of the evaluation method for HFL.

4.1 Theoretical Analysis of HFL

The theoretical analysis of HFL evaluation methods can similarly be divided
into systematic and non-systematic evaluation methods. The former addresses
the issue of system heterogeneity, which is generally due to differences in client
devices and network communication. Therefore, when evaluating systemic HFL
methods, it is necessary to make the GPU, network, and other conditions dif-
fer between clients. For example, [15,17,33,34,37,42,65], these works generally
require the performance of the model to be evaluated in the presence of differ-
ences or limitations in client devices or communication networks. The former
addresses the non-systematic heterogeneity problem, which is generally focused
on data and models. Traditional FL evaluation methods can be used when eval-
uating non-systematic HFL methods.
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4.2 Experimental Evaluation Metrics

Experimental evaluation helps to test a given verifiable FL method in a simu-
lated or actual misbehaving environment to study its effectiveness in a complex
environment. The following evaluation metrics are commonly used to quantify
the effectiveness of these methods.

Model Performance and Communication Overhead. Model performance
and communication overhead are vital evaluation metrics for HFL. The ulti-
mate goal of processing heterogeneous problems is to obtain a better model.
Training data is usually allocated randomly so that each client has the same
number of data samples to study the performance of the FL model. Model accu-
racy, time overhead, and memory overhead are standard metrics used to assess
model performance. Some processing is also performed to ensure heterogeneity.
For example, to ensure heterogeneity, the original distribution of the data is
simulated [22].

Resistance to Attacks. Due to the distributed nature of HFL, defending
against such adversarial attacks becomes a more challenging problem due to
local data unavailability and resource heterogeneity. A poisoned local model is
pushed to the server separately for each round of the attacker. At the same time,
the same setup of attacks is usually followed for a fair comparison and ensures
that at least one attacker participates in model aggregation in each round [18].
By resisting attacks, one can thereby ensure the robustness of the system and
improves the performance of the learning task [7].

Customer Contribution. Credit allocation and reward mechanisms are cru-
cial for the motivation of current, and potential participants in FL. Therefore
the ability to calculate customer contributions is also an important metric for
evaluating incentives to HFL. FedCav [64] proposes a contribution-aware model
aggregation algorithm that can calculate customer contributions containing fine-
grained heterogeneous data.

Privacy Protection. Privacy protection is an essential metric for evaluating
HFLs. Experimental evaluations of privacy protection are typically validated
using security analysis and simulated attacks. For example, the secret-sharing
protocol, HFTL [14], proves the security of its protocol by confirming that the
underlying algorithm’s secret sharing scheme is secure. pbfl [45] is evaluated
using Gaussian attacks to demonstrate that the algorithm’s previous Byzantine
Robust Federated Learning algorithm is more secure compared to its predecessor.

5 Promising Future Research Directions

Our survey clearly shows that HFL research is beginning to attention. However,
many issues remain to be resolved to make this technology capable of meeting
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the challenges in practical applications. For heterogeneous problems to be bet-
ter dealt with in future FL systems, we look at the following future research
directions.

Incentive Design. The quality of the FL algorithm is closely related to the
quality of the incentives [39]. As data heterogeneity often generates, the quality
and quantity of data used for training vary across clients. While FL ensures that
data remains local, clients need to provide their resources such as computational
power, data samples, communication costs, etc. These factors may cause clients
to be reluctant to participate in FL [20] without compensation. Especially in
HFL, clients often do not have access to high-quality, high-volume data. It is,
therefore, necessary to use incentives that maximize the overall benefits, ensuring
that individual interests are not compromised, and promoting participation by
more customers with high-quality data.

Prevent Participants from Cheating. A participant may fraudulently claim
the number of training data points it can contribute to the model to gain more
by reporting the test results of the linguistic model. In addition, these dishonest
participants could claim rewards by using old results with corresponding correct
proofs from the previous FL period. This behaviour is difficult to detect as we
cannot detect any participant in the dataset. In particular, model and data het-
erogeneity lead to the inability to detect cheating by heterogeneous participants
using conventional validation methods [66].

Reliable and Efficient Communication Mechanisms. Comparing partici-
pants’ intermediate training results in models with extensive physical distances
takes time. Excessive data transferring delays impair the efficiency of computing
resource use because parties must wait for intermediate findings before beginning
or conducting training on their end. At each iteration, FL, on the other hand,
incurs high communication costs by sending the necessary parameter modifica-
tions to the service segment to the user side. In particular, for deep learning
models with thousands of parameters, the size can be in the range of GB [1].

Enhanced Privacy Protection. Clients often only provide gradients to the
server rather than raw data, protecting participants’ personal information.
Recent research has shown that sharing gradients is insufficiently secure for
participants. For example, [47] demonstrated that a hostile participant might
infer the presence of specific data points in other people’s training data (e.g.,
membership inference). The primary approach for improved FL privacy protec-
tion during training is secure multi-party computation (SMC) [62]. However, the
solutions are vulnerable to system heterogeneity. SMC based on homomorphic
encryption and secret sharing consumes a lot of computational and communica-
tion resources [5]. In the presence of heterogeneity issues, they lead to a reduction
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in FL. Therefore, HFL employing an SMC protocol enhanced privacy protection
is an important issue that needs to be addressed.
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Abstract. Complex CAE (Computer Aided Engineering) logic in the network
can be implemented by combining existing services, but the network environment
changes dynamically, and different service instances of the same function have
different performances. In this paper, we propose a graph-based efficient service
composition method. Using the service discovery method based on the shortest
path in the graph, a calculation method of service matching degree is proposed in
service selection, which solves the problem of partial matching of service relation-
ships and the dynamics of service instances. Experiments show that the improved
algorithm reduces the running time and improves the search efficiency on a dataset
for the same size.

Keywords: CAE · Web Service · Dynamic Composition · Graph

1 Introduction

With the wide application of service-oriented architecture and the continuous develop-
ment of service technology, service-oriented computing has become the current devel-
opment trend in the field of CAE [1]. Service computing puts forward the concepts
of service quality, software as a service, etc., and leads to service management related
issues such as service interaction, service composition, and service recommendation
[1]. Then, how to effectively combine various services distributed on the Internet and
realize the close integration and collaboration between services has become a research
hotspot in industry and academia. It is under this background that service composition is
proposed and has become a key research direction in the field of distributed computing
and software engineering [2].

At present, most service composition strategies only consider the static characteris-
tics of services [3], such as service response time, throughput and other service quality
information, but do not consider the operating characteristics of service instances under
the microservice architecture. Therefore, the default service path may not be the current
optimal path [4]. How to monitor and manage the real-time processing capabilities of
microservices and dynamically update microservice paths to achieve efficient applica-
tion execution efficiency is a hot research topic today. At present, some dynamic adaptive
algorithms [5–7] can select suitable candidate services to create the optimal service path,
and can dynamically update the service path according to the change of service status
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[8]. However, according to the different service granularity of themicroservice platform,
the same task may have different processing efficiency under different granular service
spaces.

In order to cope with the dynamic service management and composition in the
microservice system [9, 10], this paper proposes an effective service management mech-
anism and service compositionmethod, which effectively improves the service reuse rate
in the microservice platform and improves the search efficiency of service composition.

2 N-WSPR Algorithm

The algorithm divides the process of searching for a solution that satisfies the request in
the existing service graph database into three stages: service discovery, service selection,
and service ranking. These three stages will be described in detail below.

2.1 Service Discovery

In the service file library of a large-scale system, if the service file is directly read and
recorded, it will take a long time to process the data. Therefore, this algorithm uses
the service graph database created in the previous chapter to directly read the service
data on the service graph database during the service discovery phase. In the service
discovery phase, the current service graph database is traversed for the first time, and
after the services related to the request are filtered out, the service is selected based on
the matching degree.

The basic idea of the service discovery phase is: take the acquired parameter set as
the current state s, search along the services that can be called in the current state s, and
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obtain more parameters to join the state s. In this search process, the prefix service w
of each parameter p is calculated according to the shortest path algorithm idea of the
directed graph. The prefix service w of the parameter p means: p is one of the output
parameters of the service w, that is, p ∈ wo. The obtained prefix service set is the filtered
service set.

The pseudo code of the algorithm in the service discovery phase is shown in Algo-
rithm 1. The input parameters of the algorithm are the initial parameter set ri and the
target parameter set ro of the request r, and the graph data of the service. The output
parameter PDws of the algorithm refers to the optimal prefix (Predecessor) service set
of all relevant parameters in the service dependency graph.

2.2 Service Selection

The service selection stage is to perform a reverse search on the state space of the service
planning graph, that is, start the search from the target parameter ro. Using the dri (p) and
PDws obtained in the service discovery phase as a prerequisite guide, find the service set
with the highest matching degree. In the reverse search process, the classic regression
search algorithm is used, and the second round of selection is performed on the related
services obtained in the previous step.

The basic idea of the service selection stage is to evaluate the matching degree of
related services in the regression search process, and to select the service with high
matching degree to proceed to the next stage of service ranking. The search process at
this stage will start from the target parameter ro to find the prefix service, that is, to find
the service that can achieve this goal as the goal.

The service matching degree (Matching Degree) calculation formula proposed in
this stage is as follows:

MD(w) = |wo ∩ Goal|
|wo ∪ Goal| − |(wo − Goal) ∪ (Goal − wo)|

|wo ∪ Goal|

2.3 Service Ordering

Service ordering refers to ordering the optimal service set selected in the previous stage
into the final service combination sequence. In this stage, the search will be started from
the known parameter ri of the request, and the services in the service result set wsSet
obtained in the first two steps will be sorted, and the final service combination sequence
will be obtained.

The algorithm sets the initial state s to the requested known parameter ri. Starting
from the initial state, when the services in the wsSet have not been sorted, the traversal
continues. Search for services that are also in wsSet in the service set Ω(s) that can be
called in the current state s, and output this service. After that, update the current state s,
add the generation parameter wo of the service w output in the previous step to the state,
and remove this service from the wsSet. Repeat this process until all the services in the
wsSet are output. Output services according to the forward search order, then a set of
orderly optimal service output sequences can be obtained.



408 Z. Tian et al.

2.4 Analysis of Algorithms

This section will analyze the algorithm complexity of the three stages of the N-WSPR
algorithm, and provide a theoretical basis for the analysis of the results of subsequent
experiments.

The time complexity in the service discovery phase isO
(|W |2|P|), where |W | refers

to the number of Web services, and the maximum length of the service composition
sequence is |W |. Therefore, there are at most |W | cycles in each round of traversal
in the service matching phase. The time complexity of the service matching phase is
O

(|W |2log|P|), because there are at most |W | iterations in the service matching phase,
and in each iteration, the maximum time in the step of calculating the matching degree
between the service and the target The complexity isO(|W |log|P|). The time complexity
of the service composition sequence generation stage is O(W ), because the service
composition sequence generation stage has at most |W | iterations.

3 Experiments

3.1 Operating Environment

This article will verify the performance of the service composition algorithm in a sim-
ulated data set of Web services. The experimental platform is a PC with GPU like
accelerator. In this study, a cluster is used with the SIMT accelerator made in China.
The cluster includes many nodes each containing 1 CPU and 4 accelerators. The CPU
has four NUMA nodes, each NUMA node has 8 X86 based processors. The accelerator
adopts a GPU-like architecture consisting of a 16 GB HBM2 device memory and many
compute units, with peak FP64 performance of 7.0TFLOPS.

3.2 Comparison of the Running Time of Different Algorithms

Because in the simulation data set, the request file is randomly generated, so this article
does 10 tests on each data set, and finally takes the average running time and the number
of service results as the comparison result. Among them, the running time refers to the
running time from the start of the algorithm to the finding of a combined solution. In
this paper, experiments are carried out under the Scale-free model of the public service
network dataset and the Small-world model of the workflow service network dataset.

3.3 The Influence of the Number of Services on the Running Time
of the Algorithm

During the experiment, we found that the running time of the algorithm is not all related
to the size of the Web service library, but also to the size of the search space of the
algorithm. Therefore, this paper designs an experiment to detect the relationship between
the number of services and the running time in the final combined result. Given the
network model and scale of the Web service library, test different requests, record the
service combination result and running time, and compare the trends of the two.
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Figure 1 plots the relationship between the number of Web services and the running
time in the combined results of 20 requests tested under the Scale-free model when the
number of Web services is 1000. It can be seen from the figure that when the number of
combined services is larger, the running time will be larger. And from the perspective
of the changing trends of the two, they are basically the same.

Fig. 1. Relationship between number of composite services and running time

3.4 Analysis of the Results

It can be seen from the above two experimental results that in the same scale of data,
the running time of the algorithm under the Small-world model and the number of
combined services are significantly higher than those of the Scale-free model. This is
because the Small-world model serves as a workflow service network. There are more
associations between services, and there are more services in the result of the called
service combination. Therefore, more search time will be spent in service discovery and
service matching.

4 Conclusion

This paper proposes a set of graph-based service composition method N-WSPR for
the problem of how to perform service composition in large-scale service data, which
improves the existing classic service composition algorithm WSPR, and adds the QoS
attributes of the service to it. The service matching style of this system is more suitable.
First, it introduces the three steps of the algorithm-service discovery, service selection,
and service ranking. Then, the three steps are described in detail and the complexity of
the algorithm is analyzed. Finally, the experimental plan design and experimental results
analysis are carried out on the Web service simulation data set.
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Abstract. Online education has become a new growth point, providing a mas-
sive worldwide learning opportunity for college students and workers. The rec-
ommendation system is provided to help users choose suitable courses wisely
to satisfy their learning needs better. However, the traditional recommendation
methods are more inclined to recommend a series of courses to users and ignore
the user’s interest in knowledge concepts, and conventional centralized training
algorithms risk data leakage. In this paper, we propose a federated framework
FedAttn that can train model using decentralized data and aggregate gradient
using an attention-based method. Additionally, we conduct experiments utilizing
real-world datasets to validate that our approach can achieve a decent result and
effectively protect user privacy.

Keywords: online education · federated learning · recommendation framework

1 Introduction

Depending on the rapid development of online education, higher education is no longer
unreachable to ordinary people. There are still a lot of problems in online education.
For example, the overall course completion rate is low, and the homework completion
rate is low. A recommendation system is applied to help them find suitable learning
knowledge concepts to satisfy the learning needs better and address the above prob-
lems. Unlike traditional recommendation, which directly recommends courses, recom-
mending knowledge concepts can conduct a learning path in users’ interest in a higher
dimension. We can better understand and capture users’ interests from the knowledge
concept angle to conduct a suitable learning path. Traditional recommendation limits
the recommendation performance because of the sparsity of user-item relationships and
the cold start problem. To overcome the above restrictions, researchers turn to feature-
rich situations in which users’ and items’ properties are employed to compensate for
the sparsity and increase recommendation performance [15].

In online education, there is an abundance of side information, multiple entity types,
and corresponding relations. Leveraging these heterogeneous relations can provide rich
side information and improve the performance of recommendation as follows. Graph-
based recommendation algorithms can meet the needs of these heterogeneous relation-
ships in entity representation learning. User’s interests connect their historical record
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
Y. Sun et al. (Eds.): ChineseCSCW 2022, CCIS 1681, pp. 411–421, 2023.
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with these historical relationships, thereby bringing explainability to a recommenda-
tion. Users’ interests can be appropriately broadened, and the number of suggested
knowledge concepts can be increased.

Firstly, processing this massive, heterogeneous, and trivial data needs a lot of com-
puting power. Secondly, the communication cost of data transmission is unimaginable.
Last but not least, users care about their privacy-sensitive data. Governors even set up
policies like GDPR to prevent information leakage. Considered with the above prob-
lems, federated learning (FL) is applied to solve the problem of data leakage and meet
legal regulations. Since Google [11] proposed this method in recent years, distributed
learning has taken a step further. Learning a high-performance, centralized model from
decentralized data ensures data security and reduces computing requirements.

Motivated by FL algorithms, we propose FedAttn, a privacy-preserving federated
framework for GNN-based recommendation that exploits high-order user-course inter-
action information. Compared with the centralized learning framework, it consists of
the server and client parts. In the client part, user data is reserved locally. There is a
graph neural network (GNN) and embedding models. Each client calculates the gradi-
ents of models and embedding based on the user-course graph conducted from local
interaction data, then uploads them to the server, which is in charge of aggregating gra-
dients and distributing global models for local update. As for the server, we calculate
each client’s contribution by aggregating gradients across an attention-based mecha-
nism. In addition, to better protect user data, we employ local differential privacy to
encrypt client-server communication. A series of experiments were conducted on a
real-world dataset. The results demonstrate that our method is capable of achieving
an outstanding performance in knowledge concept recommendation. Our contribution
can be summed up as follows:

– We propose a framework that protects privacy while training an accurate knowledge
concept recommendation model using the user’s enrolled record history and interac-
tion with courses.

– We propose an approach that can aggregate model gradients dynamically by an
attention-based mechanism, protecting the data from leakage in the meantime.

– Experiments are conducted using a real-world dataset. The simulation results indi-
cated that our framework is effective. Extensive analysis demonstrates that our strat-
egy can produce comparable outcomes to the current approach.

2 Related Work

Recently, Graph Neural Network [8,14] has become popular in deep learning. Some
researcheres [5,19] have utilized the strength of GNN for recommendation. In order to
alleviate sparsity and cold start problems in classic recommendation methods [9,13],
Wang et al. [16] proposed their framework which edge information is incorporated into
the graph embedding framework to increase the attributes of goods, such as brand, price,
etc. The EGES is obtained by weighting different pieces of side information. On exist-
ing deep learning recommendation model [7] basis, GNN embedding method helps to
archieve more. NGCF [17] explicitly models the higher-order connection between user
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and item to improve embedding. However, NGCF is obtained by standard GCN, Light-
GCN [6] have made a further improvement, which adapts a simple weighted sum aggre-
gator, and abandons the use of feature transformation and nonlinear activation. In the
same time, researcheres have applied different recommendation methods in education.
Gong et al. [4] proposed ACKRec to recommend knowledge concepts in heterogeneous
information graphs. To deal with the sparse problem, the authors try to build a multi-
entity heterogeneous graph. The main processing of ACKRec is designing the different
meta paths to guide the propagation of students’ interests. Besides, Li et al. [10] pro-
posed HFGN to recommend outfits across unified modeling of users, items, and outfits
with a heterogeneous graph network. Aside from the importance of edge information in
deep learning models, privacy breaches are the greatest drawback for users. Federated
learning is a machine learning paradigm in which a high-performance centralized model
is trained using distributed data from multiple clients. Besides, differential privacy [2]
is usually utilized in privacy-preserving recommendation systems. The framework of
federated learning has been applied to personalized recommendations. For example,
Chai et al. [3] proposed the FedMF framework, which protects item embedding by a
homomorphic encryption method. Ammad et al. [1] proposed FCF framework which
applied traditional collaborative filtering in federated learning. Wu et al. [18] proposed
FedGNN to take advantage of high-order user-item interactions derived from decen-
tralized data. Furthermore, recommendations in federated learning are applied in real-
world scenarios [12,20] . In contrast, our contribution to this work is the flexible and
adaptable modeling of edge information. Futhermore, our framework demonstrates how
the default architecture of federated learning is optimal for user privacy protection in
recommendation.

3 Methodology

In this section, we first present the definitions of our task, and then introduce the frame-
work of our Fig. 1 method.

3.1 Problem Formulation

The objective is to calculate the user’s interest score and then recommend the top N list
of knowledge concepts given a target user and corresponding interactive data. This task
is similar to rating predictions. Denote U = {u1, u2, ..., um} and C = {c1, c2, ..., cn}
as the set of users and knowledge concepts, where m is the number of users and n
is the number of knowledge concepts, and denote Ui is the user set of client i. Given
interactive data of a user u, a prediction function f is learned, and used to generate a
recommend list of knowledge concepts C, such that f : u → {ci|ci ∈ C, i < N} [4].

3.2 Recommendation in Client

Our framework consists of two components: the client and the server. In each client,
we configure the recommendation model, and in the server, we configure the parameter
generator.
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Fig. 1. The federated framework of our FedAttn approach.

Each client builds user and knowledge concepts embedding and GNN models with
their subgraph and uploads training gradients to a centralized server. The central server
is applied for managing the model learning process for multiple user clients by aggre-
gating and transmitting gradients received from multiple user clients. After that, we’ll
examine their operation in detail. In this section, we first introduce the client part.

To protect user information from leaking, we set up our models and the courses
to enroll records of users in local clients. First of all, there would be a feature extrac-
tion, which conducts low-dimensional representations of the entities by using data col-
lected from online education. In this instance, we embed users and knowledge concepts
by extracting content information as a content feature, analyzing various relationships
between various types of entities, and producing concept features.

We model our online data as a heterogeneous information network G = {V,E},
which consists of an object set V and a edge set E. And we use this network to rep-
resent users, knowledge concepts, and the heterogeneous relationships between them.
Since then, we first introduce two related concepts, neighboring users and neighboring
knowledge concepts. Using the data of users online learning rolling records, there will
be a user-click-knowledge matrix A, where its element ai,j ∈ 0, 1 implies that a user i
clicked a knowledge concept j during his learning activities. We denote the neighboring
users AU = A ·AT , where AT is the transpose of the matrix A. For instance, if two dis-
tinct users enrolled in similar courses corresponding to the same knowledge concepts,
we bring an edge between two users [4]. And we denote the neighboring knowledge
AC concepts in a similar way. Using above relations we conduct two new networks GU

and GC .
Then we conduct each client subgraph Gi = {Vi, Ei} , which consists the sub-

set of object Vi and the subset of edge Ei. And we construct above meta-paths from
client subgraph, and denote them as GU

i and GC
i . For the whole system, we assume
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V = V1 ∪ ... ∪ Vp, where p is the number of clients. To simulate the scenario with
the greatest number of missing links, we assume that no data owners share overlapping
nodes, namely Vr ∩ Vt = φ, for ∀r, t ∈ [p] and r �= t.

To protect the privacy of the user, each client stores its interactions locally, and the
origin data never leaves the client. Any client Cr cannot directly retrieve ε ∈ Vt from
another client Ct. Therefore, for an edge, it might exist a reality between Cr and Ct,
but is not stored anywhere in the whole system.

Next, we employ a graph neural network to model the interactions between nodes
on the local first-order subgraph using these embeddings. In our framework, we employ
two distinct GNN networks: graph convolution network (GCN) and graph attention
network (GAT). The GNN model outputs the concealed user and knowledge concept
representations, which denoted as eui , eki . In GCN mode, we employ a multilayer graph
neural network with the following propagation rule for each layer:

hl+1 = σ(PhlW l) (1)

where σ is denoted as ReLU function, P is a adjusted adjacency matrix, hl is the l-
layer representation of the entity and W l is the shared trainable weight matrix for all
the entities at l-layer. In GAT mode, we use one-head attention and adapt another graph
neural network with a propagation rule shown below:

hi = σ(
∑

j∈ℵi

αijWhj) (2)

where αij = softmaxj(eij) is an normalized attention coefficient computed by the
attention mechanism, ℵi is the set of node i neighbours and hi is the representation of
node i.

Since then, we have obtained the representation of users and knowledge concepts
using graph neural network. On the basis of their embedding, a rating predictor module
is utilized to predict the ratings provided by the user and his interacted knowledge con-
cepts. We adapt a method based on extended matrix factorization to recommend knowl-
edge to users. Each client’s training rating rui,k is determined by the users clicking
times on knowledge concepts. The following defines the rating of a user on a knowl-
edge concept in each client:

r̂ui,k = xT
uiyk + bias (3)

where xui ∈ RD×mi represents users’ latent factors and yk ∈ RD×n represents con-
cepts’ latent factors. D is the number of latent factors. Bias is a trainable tuning param-
eter. And mi is the number of people in client i, n is the number of knowledge concepts.
To compute the loss function, these predicted ratings are compared to the existing rat-
ings locally stored on each client, and we define the loss function of our recommenda-
tion as follows:

L = min
1

mi × n

mi∑

ui=1

n∑

k=1

(rui,k − r̂ui,k)
2 + L2 (4)

where L2 = λ(‖xui‖2+‖yk‖2+‖bias‖2) is a regularization term to this loss function.
We then optimize the local minimum of the loss function using the AdamW algorithm.
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3.3 Federated Setting in Server

Here’s our framework’s server. This section shows how the server coordinates clients
and computes global gradients to update model and parameters. The server awakens a
set number of clients each round to calculate gradients and send them. The server’s
aggregator combines local gradients to update global model parameters. Then, the
server broadcasts the new model parameters to the next round of participants. Denote
the parameter set in the j-th epoch as
j = 
j−1−βgj , where β is the learning rate and
gi is the aggregation gradient in epoch j. This procedure will be carried out iteratively
until the model converges.

If we upload the GNN model and gradients for item embedding directly, there may
be privacy concerns. First, the leakage of the GNN embedding model and rating predic-
tor gradient may reveal real-world information because the gradient encodes user pref-
erences and knowledge concepts. Second, the server can recover the entire user-item
interaction history based on non-zero item embedding gradients. Thirdly, an attacker
can contaminate model training by sending similar requests to upload fabricated data.
To address the aforementioned issues, we apply a local differential privacy method to
encrypt each client’s gradient, the formula is presents as follows:

gi = gi + Laplace(0, δ) (5)

where δ is the strength of Laplacian noise, and the protected gradient gi is the origin
gradient in client i.

To address this issue that existing methods overlook the connection among partic-
ipant clients, we present our attention-based gradient aggregation method, which aims
to improve the presentation of subgraphs while maintaining privacy. Before the server
aggregates each epoch gradient, it will take each participant gradient to calculate the
parameters first. There would be an evaluation data set on the server. We repeat the
rating prediction in this using their embedding model and calculate the weights that
aggregate the gradient from each client. We present attention formula as follows:

αi =
exp(σ(ηei))∑
j∈Cexp(σ(ηej))

(6)

where ei is the embedding of client i, η presents a attention vector and σ presents a
nonlinear gating function.

From Algorithm 1, concluding our federated recommendation framework FedAttn
in the following steps:

– Step 1: Clients download a model from the central server, which serves as the global
shared model;

– Step 2: Clients commence training recommendation models using local data;
– Step 3: Enhancing the model by learning participant data and uploading gradient to
a central server;

– Step 4: The procedure is repeated until convergence occurs.
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Algorithm 1: FedAttn
Data: The private dataset of users, Participants p
Result: Our Knowledge concept recommendation model

1 Procedure Server-Update;
2 foreach epoch m in global epoch G do
3 Procedure Local-Update;
4 while Local convergence is not true do
5 Check global model first;
6 foreach client i in participant Clients p do
7 eui ← GNN(user);
8 eki ← GNN(knowledgeconcept);
9 end

10 Rating prediction;
11 Upload local model gradient to central server after LDP encryption;
12 end
13 Collecting gradients gi from participant clients p;
14 Using Gi to conduct embedding model calculating embedding ei;
15 Calculate each client attention weights αi with their embedding ei by Eq.6;
16 Aggregating Global Gradients Gm =

∑p
ui=1 αigi;

17 Calculate the parameters by Gm;
18 Broadcast global model;
19 end

4 Experiment

4.1 Dataset and Experiment Setting

We use a real-world dataset [4] to conduct a series of experiments. The data was col-
lected between January 1, 2018 and March 31, 2018. This dataset comprises 2,136
users, 937 knowledge concepts, and multiple types of corresponding relationships. Each
instance in the training set or test set represents the click behavior history of a user. In
order to evaluate the performance of the recommendation, we generated 100 predic-
tion scores for each of the 99 randomly selected negative instances that were paired
with each positive example. To simulate the actual situation of federated learning, we
use a method that divides the data set into multiple shares. Each share contains a pre-
determined amount of data and proceeds in both IID and non-IID circumstances. In
addition, we assume that eleven clients will collect this information. And the additional
data would be stored as an evaluation data set on the server.

In our experiments, we employ GAT and GCN as GNNmodels and MF as the rating
predictor. GNN has learned 256-dimensional and 64-dimensional user and knowledge
concept embeddings and their hidden representations, respectively. 5000 local training
epochs have occurred. There are 178 users within each client. There are thirty latent
factors. In our experiments, we employed a metric known as root-mean-square error.

The Hit Ratio of topK items (HR@K), Normalized Discounted Cumulative Gain of
topK items (NDCG@K), mean reciprocal rank (MRR), and the area under the curve of
the receiver operating characteristic (ROC) are used to evaluate our experiments.
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4.2 Detailed Analysis

Evaluation of Different Global Epoch. In this part, we investigate how the choice
of global epoch affects the performance of FedAttn and compare it to FedAvg. More
global epoch We conduct experiments with different numbers of global epoch (e.g., 10,
20, 30, 40) and find that 30 provides the best performance.

Fig. 2. Performance of different number of global epoch with GCN.

We investigate how GCN layers affect model performance. As shown in Fig. 2, it is
evident that the model’s performance varies as the number of global epochs increases
or decreases. As shown in Fig. 3, we also investigate how GAT layers affect the perfor-
mance of the model.

In addition, we can observe that GCN’s performance is superior to GAT’s, despite
the fact that the performance increase is not readily apparent. This is likely due to
the fact that modeling the high-order interactions between users and knowledge con-
cepts can enhance the learning of user and knowledge concept representations, thereby
increasing the precision of recommendation. Their comparison reveals a number of
findings. First, compared with the different number of global epochs, GAT performance
is more smooth, which indicates that the training is successful. In the case of IID data,
there was a big fluctuation in FedAvg performance. And in the situation of non-IID data,
there was a big fluctuation in FedAttn performance. Second, based on GCN and GAT,
FedAttn slightly outperforms FedAvg. This may be because attention-based aggrega-
tion can model the significance of interactions between nodes more effectively, which
is advantageous for user and knowledge concept modeling. Differently, FedAvg makes
it difficult to compute the client weights due to the absence of subgraph relationships.
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Fig. 3. Performance of different number of global epoch with GAT.

If a federated framework wishes to achieve a high level of performance in graph struc-
ture, it appears that a situation distinct from centralized training must be taken into
consideration.

Table 1. Performance of different process with FedAvg.

HR@1 HR@5 HR@10 HR@20 NDCG@5 NDCG@10 NDCG@20 MMR AUC

IID GCN 9.55 29.21 38.2 53.93 17.24 22.06 26.01 19.23 67.66

GAT 10.11 31.46 39.89 51.12 20.98 23.7 26.52 20.34 60.11

nonIID GCN 10.3 28.66 34.27 49.07 19.26 18.1 21.11 15.29 65.42

GAT 6.18 27.53 38.2 50 16.67 20.05 24.12 16.62 67.35

Evaluation Between IID and NonIID Data. Identifying explicit and implicit cou-
pling patterns embedded in mixed heterogeneous data from single/multiple sources is
one of the most fundamental problems of learning from big data. The connection and
heterogeneity of nonIID attributes are central to big data and the majority of real-world
applications, as the data is nonIID. In this part of the experiments, we analyze how non-
IID and IID data perfrom in FedAttn, and make a comparison with FedAvg as well. The
result is shown in Table 1 and Table 2.

We validate both the efficacy of incorporating high-order information into user-
concept graphs and the generalizability of our methodology. The GAT result of FedAvg
in the IID situation is worse than the result in non-IID. Compared with the result of
FedAttn, we find that FedAttn’s performance is more stable no matter the IID or non-
IID situation. Besides, FedAttn has a better performance in GAT.
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Table 2. Performance of different process with FedAttn.

HR@1 HR@5 HR@10 HR@20 NDCG@5 NDCG@10 NDCG@20 MMR AUC

IID GCN 10.67 25.84 39.33 60.11 19.57 21.92 27.2 18.9 69.42

GAT 11.24 30.9 39.89 55.06 20.7 23.52 27.35 20.41 66.29

nonIID GCN 12.92 31.46 41.57 53.93 22.87 26.36 29.21 23.04 67.73

GAT 8.43 26.97 37.64 54.49 18.04 21.47 24.57 18.46 69.1

This research demonstrates that our approach is compatible with various GNN
architectures. In addition, FedAttn significantly enhances the model’s performance on
a variety of indicators.

5 Conclusion

In this study, the problem of knowledge concept recommendation in federated learning
is investigated. We present FedAttn, an attention-based subgraph information aggrega-
tion method that incorporates client gradients naturally. The advantage of our frame-
work over existing methods, such as FedGNN, is the ability to extract the connections
between subgraphs using the attention mechanism in gradients generation. We model
the online education data with GNN to make more natural and intuitive use of context-
rich information. With the assistance of attention-based aggregation, we are able to
outperform FedAvg. The promising experimental results demonstrate that the proposed
method is effective.

Future research will concentrate on expanding the scope of application. In federated
learning, we will recommend learning paths based on the recommendation of knowl-
edge concepts and improve performance in various ways.
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Abstract. Due to rapidly changing business environments, many enter-
prises produce a large number of process variants, whose traces are
recorded in event logs. Unfortunately, most current algorithms try to
discover a unified process model from event logs and fail to capture
the variants of processes. In this paper, we propose a process mining
algorithm that can discover configurable process models. As a basis for
our approach, a rule-based configurable process (RCP) model is pre-
sented, which comprises two parts, i.e., a baseline process model and
a set of ECA(Event-Condition-Action)-based configuration rules. Then,
our RCP mining algorithm (RCPM) is aimed at discovering the RCP
models from event logs. The RCPM is evaluated on synthetic and real-
life event logs, and the experiment results prove its effectiveness.

Keywords: Process mining · Configurable process · Baseline model ·
ECA rule · Workflow

1 Introduction

Business process management (BPM) [1] can significantly improve efficiency
and reduce costs, so it is widely adopted and applied in modern enterprises.
Processes can be managed and automated by a business process management
system (BPMS) [2] or coordinated by people. Regardless of how it is done, an
increasing number of event logs are being recorded, driving the need for process
mining [3]. Process mining aims to discover, monitor, and improve real processes
by extracting knowledge from these logs [4,5], which can reduce the burden of
designing process models or checking the compliance of actual behaviors with
process models.

Nowadays, because of complex and rapidly changing environments, the suc-
cess of enterprises increasingly depends on their ability to respond to changes.
To gain a competitive advantage, enterprises have to modify their business pro-
cesses continuously. So, an event log may contain information about multiple
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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variants of the process [6,7]. However, traditional process mining can only mine
a unified process model, which cannot represent these variants in the log very
well. Mining configurable processes is necessary and presents many challenges.

The result of configurable process mining is a configurable process model.
There are several configurable process model representations in the existing
research, and they are mainly based on configuration options [8–12]. These rep-
resentation schemes capture both commonalities and differences in multiple sim-
ilar process variants, then convert the common parts into a reference model and
transform the different parts into variation points [13]. Although these meth-
ods simplify the management of process variants to a certain extent, they have
several shortcomings:

1. The process models and configuration elements are coupled together, making
it more difficult to understand the models [14].

2. The configuration options provide too few functions, and the ability to modify
the reference model is limited.

3. Variation points and configuration options are fixed and lack flexibility and
scalability.

In this paper, we present a rule-based configuration process (RCP) model
which consists of a baseline model and a set of configuration rules. The baseline
model represents the commonalities of process variants and defines the logic of
process execution. The configuration rules adopt the ECA (Event-Condition-
Action) mechanism [15,16], and they can modify all the elements in the model.
The RCP model decouples the baseline model and the configuration elements
(rules), making it easier to understand. Moreover, the ECA-based configuration
rule set is flexible and has strong extensibility, which can cope with unforeseen
changes in the future.

More importantly, we propose a configurable process mining algorithm called
RCPM. The idea of the approach is to compute the frequency of each branch in
the process tree mined from an event log, then cut the branches with low fre-
quency and transform them into ECA rules. Finally, we obtain a high-frequency
baseline model and some low-frequency rules.

The contributions of this paper are as follows:

1. We propose the RCP model, which is a more flexible configuration process
model.

2. A new configurable process mining algorithm RCPM is proposed to discover
the RCP model efficiently.

The rest of this paper is arranged as follows: Sect. 2 introduces the related
work on configurable process mining; Sect. 3 describes the representation of the
RCP model; Sect. 4 presents our mining algorithm; Sect. 5 demonstrates the
effectiveness of the RCPM through experiments; the last part summarizes the
paper and presents suggestions for future work.
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2 Related Work

Buijs et al. [17] compared four representative methods of configurable process
mining, which covered the main existing solutions. In this paper, we divide these
into the following two methods:

1. Multiple process variants are mined from the event logs and then merged to
produce a configurable process.

2. A configurable process is discovered directly, making full use of behavior infor-
mation in the event logs.

Li et al. [18–20] studied how to derive a reference model from process vari-
ants. The approach measures the distance between two process models using
the number of modification operations (e.g., to add, delete, or move activities),
and finds the “best” reference model whose average distance to each process
variant is the smallest. The work in [21] focuses on configurable processes in
the cloud service framework and proposes the concept of cross-organizational
process mining, which aims to allow organizations to learn from each other and
improve their respective processes. The work in [22] studies how to mine config-
urations, which can be combined into options for configurable processes, from a
given process tree and event logs. The method discovers configuration elements
according to the execution frequencies and orderings, which is similar to ours.
The work in [14] makes a compromise between process variants and a config-
urable process. According to business driving strength and process similarity,
some parts are integrated into a configurable process, and the other parts are
modeled separately, finally forming a hybrid process model.

3 RCP Model: A Rule-based Configurable Process Model

In this section, we introduce the RCP model in detail using a formal notation
system. The RCP model includes a baseline model and configurable rules. In
theory, our baseline model can be expressed in any general process modeling
language, such as Petri net, BPMN1, BPEL and YAWL, etc. They are the core
of the process.

Definition 1 (Baseline Model). The process model is a five-tuple M = (i,
o, T , G, F ), where:

– i is a start node, which means the beginning of the process; o is an end node,
which means the end of the process.

– T is a finite set of activity nodes, G is a finite set of logical nodes, T ∩G = ∅.
– N = {i, o} ∪ T ∪ G are collectively called nodes.
– F ⊆ N × N is a set of control flows, connecting two nodes.

1 BPMN 2.0 specification http://www.omg.org/spec/BPMN/2.0/.

http://www.omg.org/spec/BPMN/2.0/
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However, the baseline model can describe only a static process, unable to
represent various process variants. We use ECA rules to add variability to the
process. The ECA rules originated from research on active databases [23], simple
but powerful. Each of them consists of three parts: event, condition, and action.
When an event occurs, the system detects the event and judges whether the
condition is met. If the result is true, it executes the corresponding action. Since
modifying the process may require multiple actions, we propose the concept of
an action group which is a list containing several actions.

Definition 2 (ECA Rule). Each rule is a triple R = (e, c,A ), where:

– e is an event that triggers the rule, which occurs when the state of the pro-
cess or activity changes. For example, if activity a ends, event Ended(a) is
generated.

– c is a logical expression that can make a conditional judgment on the context
of the process. If the result is true, execute the action group A . The c can also
be empty, and the action group A should be executed directly in this case.

– A = [A1, A2, A3, ..., An] is an action group, which contains several actions,
and these actions are executed in sequence. For the definition of action, see
Definition 3.

Definition 3 (Configuration Action). Let M , M ′ be two sound baseline
models, and let A be a configuration action, then: M → M ′ iff A is applicable
to M and M ′ is the (sound) baseline model resulting from the application of A
to M . The configuration action is defined as a triple A = (op, tar, pos), where:

– op is an operation type of the action.
– tar is the activity operated by the action.
– pos is the position where the action occurs.

The operations supported by configuration actions include insert activity,
delete activity, move activity, and replace activity. For example, operation
(insert, a, before(b)) inserts activity a before activity b; operation (delete, a,
-), in turn, deletes activity a; operation (replace, a, b) replaces activity b with
activity a. Certainly, configuration actions can support all operations that keep
the baseline model sound in theory.

Definition 4 (RCP Model). The RCP model is a two-tuple P = (M,R),
where:

– M is a baseline model, defined in Definition 1.
– R is a set of configuration rules, R ∈ R, defined in Definition 2.

For the same baseline model, different variants can be obtained by applying
different rules. As shown in Fig. 1, rule 1 denotes adding activity e before activity
b, and rule 2 denotes deleting activity b. Both the rules are applied to the same
model, generating variant 1 and variant 2, respectively. In addition, the RCP
model is more flexible and scalable. When requirements change, new configurable
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Fig. 1. The example of our RCP model to generate process variants

rules can be added to meet needs in the future. For variant 2 in Fig. 1, we can
continue to apply rule 3, whose condition is not empty. The amount in the
condition belongs to the context information in the process. When the amount
is more than 1000, activity c is replaced by activity f. In turn, when the amount
is not more than 1000, rule 3 is not executed and activity c remains. Finally, a
new variant (variant 3) is obtained.

4 RCPM: RCP Model Mining Algorithm

4.1 Process Tree

The main idea of the RCPM is to prune a process tree to generate configuration
rules, which is illustrated in this subsection. The process tree, a tree-structured
process model, is defined as follows:

Definition 5 (Process Tree). Let T be a set of activities, and τ /∈ T , where
τ is a silent activity, which is used to skip some activities in special scenarios.
⊕ = { →, ×, ∧, � } is the set of operators in the process tree. The recursive
definition of the process tree is as follows [3]:

– If t ∈ T ∪ {τ}, then Q = t is a process tree.
– If Q1, Q2, ..., Qn are all process trees, n � 1, and ⊕ ∈ {→,×,∧}, then Q =

⊕(Q1, Q2, ..., Qn) is a process tree.
– If Q1, Q2 are two process trees, then Q = � (Q1, Q2) is a process tree.
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Fig. 2. The framework of our configurable process mining algorithm

From Definition 5, it can be seen that the leaf nodes of the process tree
represent activities and the non-leaf nodes represent control operators ⊕ = {
→, ×, ∧, �}, where, → is a sequential structure, × is a choice structure, ∧ is a
parallel structure, and � is a loop structure. Under the loop operator, there are
only two child nodes: the first is the do part, and the second is the redo part.
For example, the process tree � (a, b) may produce the following traces: < a >,
< a, b, a >, < a, b, a, b, a >.

At present, there are several mining algorithms directly based on process
trees, such as ETM (Evolutionary Tree Miner) [24], IM (Inductive Miner) [25],
and so on. In this paper, we use the IM algorithm to obtain the process tree
from the event log because it has an excellent performance.

4.2 Steps

The mining algorithm is divided into the following four steps, as shown in Fig. 2:

1. Use the IM algorithm to mine a process tree from the event log.
2. Compute the execution frequency of each branch in the process tree by ana-

lyzing the event log.
3. Prune the process tree and low-frequency branches in the choice, and trans-

form loop structures into rules.
4. Convert the pruned process tree into a general baseline model.

The second and third steps are the key parts of this algorithm. The following
two subsections detail the both steps.

4.3 Computing Branch Frequency

Since an event log only records the traces of executed activities, the frequency
of τ cannot be obtained simply by counting the activities in the log. In this
paper, we consider directly-follows relationships between activities, which can
get the frequencies of general and silent activities. For convenience, we use the
directly-follows matrix, which is defined as follows:
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Fig. 3. Example of calculating the frequency of activities

Definition 6 (Directly-Follows Matrix). L is an event log on T , x and y
are two activities in T (x, y ∈ T ), |x >L y| indicates the number of situations
where y directly follows x in L, that is, |x >L y| =

∑
σ∈L L(σ) × |{1 � i �

|σ||σ(i) = x ∧ σ(i + 1) = y}| [3]. D is a square matrix representing the directly-
follows relationships between activities, where D[x, y] = |x >L y|.

To describe how to obtain the frequencies of activities conveniently, we pro-
pose the concepts of the predecessor activity set and successor activity set. From
the perspective of the process model, they analyze which activities may have a
directly-follows relationship with activity t.

Definition 7 (Predecessor Activity Set • t, Successor Activity Set t •).
LM is an universal set of possible traces generated by model M in theory, the
predecessor activity set • t of an activity t (t ∈ T ) refers to the set of activities
that t may directly follow in LM , namely, • t = {x ∈ T ||x >LM

t| � 1}.
Similarly, the successor activity set t • of an activity t refers to the set of activities
that t may be followed directly in LM , that is, t • = {x ∈ T ||t >LM

x| � 1}.
Without considering the influence of arbitrary order execution brought by

parallel structures as shown in Fig. 3a, the predecessor activity set • t = {a, b},
then the frequency of t is |a >L t| + |b >L t|, that is,

∑
x∈• t |x >L t|. As shown

in the Fig. 3b, the predecessor activity set • τ = {a, b}, the successor activity set
τ • = {d, e}. Since the silent activity τ does not produce any activity traces, the
activities in the predecessor activity set and successor activity set follow directly,
so the frequency of the silent activity τ is |a >L d|+|a >L e|+|b >L d|+|b >L e|,
namely,

∑
(x,y)∈• τ×τ • |x >L y|.

However, it is well known that activities on different branches of parallel
structures are executed in any order, and the aforementioned method of calcu-
lating the frequency of the silent activity τ no longer works. Therefore, for each
parallel branch, we remove the activities in the other branches from the log to
eliminate the impact of parallel structures.

When it comes to logical nodes such as →-node, ×-node, ∧-node, and �-node,
their frequencies are determined by that of their child nodes.
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Algorithm 1. Computing the Frequency of a Process Tree
Require: root, a root node of the process tree Q

L, an event log
Ensure: freq, the frequency of the process tree Q
1: function GetFrequency(root, L)
2: freq ← 0
3: if root ∈ T then
4: for all tp such that tp ∈ • root do
5: freq ← freq + |tp >L root|
6: end for
7: else if root = τ then
8: for all tp such that tp ∈ • root do
9: for all tn such that tn ∈ root • do

10: freq ← freq + |tp >L tn|
11: end for
12: end for
13: else if root ∈ {→, �} then
14: fc ← children(root)[0]
15: freq ← GetFrequency(fc, L)
16: else if root = × then
17: for all c such that c ∈ children(root) do
18: freq ← freq + GetFrequence(c, L)
19: end for
20: else if root = ∧ then
21: for all c such that c ∈ children(root) do
22: A ← activities(root) \ activities(c)
23: Lp ← Remove A from L
24: freq ← max(freq, GetFrequence(c, Lp))
25: end for
26: end if
27: return freq
28: end function

– For the →-node, since its children are executed in sequence, the frequency of
each child node should be the same theoretically. In this paper, we take the
frequency of the first child node.

– For the ×-node, each child node is mutually exclusive, so the frequency of
this node is obtained by summing that of the child nodes.

– For the ∧-node, in theory, the frequency of each child node is the same, and
the maximum frequency of the child node is taken.

– For the �-node, its execution frequency is determined by the do part.

The description of the algorithm to obtain branch execution frequency is
shown in Algorithm 1.
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4.4 Cutting Branches with Low Frequency

In the process tree, three logical nodes can produce branches: ×-node, ∧-node,
and �-node. Since the frequency of the branches under the ∧-node is the same,
we only focus on ×- and �-nodes.

For the ×-node, the child nodes are mutually exclusive, and only one branch
is executed at a time. In theory, the average frequency of each branch is
freq×−node/n, where freq×−node is the frequency of the ×-node, and n is the
total number of child nodes. In this paper, the average frequency is used as a
reference standard, and branches with a frequency lower than a threshold are
judged as low-frequency ones, as shown in Formula 1.

freqc × n

freq×−node
< threshold (1)

where freqc is the frequency of a child node.
For the �-node, there are only two child nodes: do-node and redo-node.

The do-node is executed every time, but the redo-node may not necessarily be
executed. Therefore, we take the frequency of the do-node as a reference to judge
whether the frequency of the redo-node is too low, as shown in Formula 2.

freqredo−node

freqdo−node
< threshold (2)

where freqdo−node is the execution frequency of the do-node, and freqredo−node

is the execution frequency of the redo-node.
When cutting branches, the pruned branches should be converted into ECA

rules. To keep the rules concise and clear, we cut out only those branches that
contain a single activity or a sequence of activities. If we cut the branches that
contain nodes such as ×-node, ∧-node, and �-node, the generated rules would
be more complicated, which reduces intelligibility. The conversion method is as
follows:

– For the event, traverse the log to find out the event that must occur when
the pruned activity occurs. If there is no such event, take the start node.

– For the condition, if the event logs contain data flow, we regard it as a binary
classification of whether the pruned activity is executed or not and build
a decision tree [26] to discover the relationship between the execution of the
pruned activity and the context of the process. Then, we traverse the decision
tree and select the leaf nodes that represent the existence of the pruned
activity. According to the paths from the root node to these leaf nodes, we
convert the decision tree into a symbolic representation, which can be used
as a condition in the rule.

– For the action, in the ×-node, if branch b is pruned and only branch c is left,
the ×-node should be removed, and the action is “(replace, b, c)” (b 
= τ)
or “(delete, c)”(b = τ); otherwise, the action is “(insert, b, ×-node)”. In the
�-node, after cutting the redo branch, the �-node is definitely removed and
the action is “(insert, redo-node, loop(do-node)”.
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5 Experiment

5.1 Experiment Setup

We used both synthetic and real-life event logs to conduct experiments. The
RCPM algorithm are implemented in the ProM framework2 [27]. The exper-
iments are divided into two parts. The first part compares the RCPM with
another configurable process mining algorithm, and the second is to analyze the
influence of the threshold value on the mining results of the RCPM.

We selected six criteria to evaluate the results of the experiments, and they
are fitness, precision, f-score, complexity, generalization, and the number of rules
[3,28]. Fitness evaluates the ability of a model to replay the behaviors in the log,
precision indicates the ability of a model to generate only the behaviors in the
log, f-score is the harmonic mean of fitness and precision, complexity is measured
by counting the total number of activities and gateways in the BPMN model,
generalization examines the ability to generalize the example behavior seen in
the event log, and the number of rules stands for the complexity of rules.

5.2 Method Comparison

In this section, we used synthetic event logs to compare our RCPM algorithm
with the ETMc algorithm [17,29], which is a representative configurable process
mining approach. The synthetic data set is from a travel application process,
containing four scenarios, as shown in Fig. 4. Figure 4a shows the business trip
application process which is applicable to ordinary employees of a branch com-
pany, and Fig. 4b shows the situation where managers in the branch company
apply for a business trip. Figure 4c and Fig. 4d are the processes of the head
company, corresponding to ordinary employees and managers respectively. The
event logs with 5% noise were obtained by simulation, a total of 453 traces.
In detail, the four scenarios account for 36.7%, 26.5%, 21.3%, and 15.5% sepa-
rately. The reason why we chose this process is that the results mined are more
understandable.

In fact, there are many differences between the RCPM and ETMc algorithm,
which are as follows:

1. The configurable process mined by the RCPM uses configuration rules, while
that discovered by the ETMc is based on configuration options. The con-
figuration options only support blocking or hiding activities and degrading
operators, while the rules can support more modification operations and are
more flexible.

2. The RCPM aims to mine a baseline model and configuration rules from the
event log in which the execution records of processes corresponding to mul-
tiple scenarios are mixed. In contrast, the goal of the ETMc is to mine a
configurable process from various logs, and each log file corresponds to one
scenario.

2 http://www.promtools.org.

http://www.promtools.org
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Fig. 4. Four scenarios of a business travel application process (a = travel application,
b= review by department head, c = review by branch company head, d= review by
business unit head, e = review by group president, f= inform applicant).

3. The ETMc is based on an evolutionary algorithm, which is time-consuming
and can not be applied to large data sets.

Figure 5 shows the configurable processes mined by two different methods.
In Fig. 5a, a baseline model and a set of ECA-rules are discovered by our RCPM
algorithm. Each rule contains an execution condition that will be matched with
different scenarios so that the rule can be executed to revise the baseline model.
For example, compared with the baseline model, the process for scenario 1 has
no activity e. Applying the rule in the upper left corner in Fig. 5a activity e can
be deleted from the baseline model. Figure 5b is the result of the ETMc, which is
a configurable process tree where each node can be blocked, hidden, or degraded.
It can be seen that one activity may appear multiple times in the process tree,
such as activity c and d. Thus the size of configurable process trees is often large,
reducing their comprehensibility. The precision of ETMc is also lower (as shown
in Table 1). In addition, the ETMc only mines a configuration point (in activity
d) so that the configurability in this case is relatively weak. Table 1 shows the
evaluation results of the two configurable processes over the event logs of each
scenario. We can see that the results of the RCPM are generally better than
those of the ETMc, because configuration rules are not limited to configurable
points, and can be used to add, delete and move activities. They can even be
used to change process structure. In particular, the precision and generalization
of the RCPM are greatly improved.

5.3 Impact of Threshold Values

The RCPM determines whether to cut a branch in terms of the threshold, which
has an important influence on the mining results. This section begins with the
impact of different threshold values on each evaluation index.

In the experiment, we used the open-source BPI Challenge 2020 data set,
which comes from the real reimbursement process of the Eindhoven University
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Fig. 5. Configurable process model discovered using the RCPM and ETMc

Table 1. The comparison results of the RCPM and ETMc.

Method Fitness Precision F-score Generalization

Combined RCPM 0.992 0.944 0.966 0.860

ETMc 0.983 0.730 0.838 0.680

Scenario 1 RCPM 1.000 1.000 1.000 0.921

ETMc 0.985 0.714 0.828 0.679

Scenario 2 RCPM 1.000 1.000 1.000 0.895

ETMc 1.000 0.762 0.865 0.747

Scenario 3 RCPM 0.961 0.857 0.906 0.794

ETMc 1.000 0.763 0.866 0.734

Scenario 4 RCPM 1.000 0.833 0.909 0.745

ETMc 0.929 0.667 0.776 0.496

of Technology (TU/e), including data from 2017 (for only two departments) and
2018 (for the entire university). The range of the threshold is 0–1, and the step
was 0.1. By setting different threshold values, the corresponding configurable
processes were mined. The performances are shown in Fig. 6. It can be seen from
Fig. 6e that when the threshold value is 0, the process tree is not pruned, and
the number of rules is 0, which is equivalent to the result directly mined by
the IM algorithm. As the threshold value increases, more branches are cut, and
the number of rules increases. More importantly, the complexity of the model
has been greatly reduced. In addition, as a result of the simplification of the
model, the threshold value also has an influence on fitness and precision. That
is, precision is improved but fitness decreases. Since the algorithm removes low-
frequency branches, the baseline model retains the backbone of the process and
fitness decreases slightly, i.e., it can still replay most of the behaviors in the log.
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Fig. 6. The curve of each index of the process with different threshold values
(RP= Request For Payment, DD = Domestic Declarations, PTC = Prepaid Travel
Costs, ID = International Declarations)

6 Conclusion and Future Work

Since multiple process variants produce event logs in competitive environments,
it is necessary to mine a configurable process. We introduce a new configurable
process model (RCP model), which serves as the basis for configurable process
model mining. The RCP model comprises two parts: a baseline model and an
ECA-based configuration rule set. The baseline model is the core of the process
and the rules are the supplement of the model. Then, we propose a configurable
process mining algorithm called RCPM. The experiment results show that the
RCPM can mine a baseline model with high frequency and configuration rules
that can improve flexibility and scalability.

The RCPM can discover the RCP model from the event logs. However, the
baseline model and the rules are not static. When the execution frequency of
a rule continues to increase and exceeds the threshold value, it is necessary to
incorporate it into the baseline model. Similarly, when the execution frequency of
a branch in the model becomes too low, the branch will be cut and transformed
into a rule. This will be our future work.

Acknowledgements. This work is partially supported by National Key Research
and Development Plan(No. 2019YFB1704405), China National Science Foundation
(Granted Number 62072301) and the program of Technology Innovation of the Science
and Technology Commission of Shanghai Municipality (Granted No. 21511104700).



RCPM: A Rule-Based Configurable Process Mining Method 435

References

1. Van der Aalst, W.M.: Business process management: a comprehensive survey. Int.
Schol. Res. Not. 2013 (2013)

2. Kir, H., Erdogan, N.: A knowledge-intensive adaptive business process management
framework. Inf. Syst. 95, 101639 (2021)

3. Aalst, W.M.P.: Process Mining: Data Science in Action. Springer, Heidelberg
(2016). https://doi.org/10.1007/978-3-662-49851-4

4. van der Aalst, W., et al.: Process mining manifesto. In: Daniel, F., Barkaoui, K.,
Dustdar, S. (eds.) BPM 2011. LNBIP, vol. 99, pp. 169–194. Springer, Heidelberg
(2012). https://doi.org/10.1007/978-3-642-28108-2 19

5. Pery, A., Rafiei, M., Simon, M., van der Aalst, W.M.P.: Trustworthy artificial
intelligence and process mining: challenges and opportunities. In: Munoz-Gama, J.,
Lu, X. (eds.) ICPM 2021. LNBIP, vol. 433, pp. 395–407. Springer, Cham (2022).
https://doi.org/10.1007/978-3-030-98581-3 29

6. Taymouri, F., La Rosa, M., Dumas, M., Maggi, F.M.: Business process variant
analysis: survey and classification. Knowl.-Based Syst. 311, 106557 (2020)

7. Augusto, A., Mendling, J., Vidgof, M., Wurm, B.: The connection between process
complexity of event sequences and models discovered by process mining. Inf. Sci.
598, 196–215 (2022)

8. Schunselaar, D.M.M., Verbeek, E., van der Aalst, W.M.P., Raijers, H.A.: Creating
sound and reversible configurable process models using CoSeNets. In: Abramowicz,
W., Kriksciuniene, D., Sakalauskas, V. (eds.) BIS 2012. LNBIP, vol. 117, pp. 24–35.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-30359-3 3

9. Huang, Y., Feng, Z., He, K., Huang, Y.: Ontology-based configuration for service-
based business process model. In: 2013 IEEE International Conference on Services
Computing, pp. 296–303. IEEE (2013)

10. Derguech, W., Bhiri, S., Curry, E.: Designing business capability-aware config-
urable process models. Inf. Syst. 72, 77–94 (2017)

11. Ait Wakrime, A., Boubaker, S., Kallel, S., Gaaloul, W.: A SAT-based formal app-
roach for verifying business process configuration. In: Younas, M., Awan, I., Ben-
bernou, S. (eds.) Innovate-Data 2019. CCIS, vol. 1054, pp. 47–62. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-27355-2 4

12. Khannat, A., Sbai, H., Kjiri, L.: Event logs pre-processing for configurable process
discovery: ontology-based approach. In: 2020 6th IEEE Congress on Information
Science and Technology (CiSt), pp. 139–144. IEEE (2021)

13. La Rosa, M., Dumas, M., Ter Hofstede, A.H., Mendling, J.: Configurable multi-
perspective business process models. Inf. Syst. 36(2), 313–340 (2011)

14. Milani, F., Dumas, M., Ahmed, N., Matulevičius, R.: Modelling families of business
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Abstract. With the rapid development of the Internet, recommenda-
tion algorithms are increasingly influencing consumers’ decision-making.
The issue of fairness in recommendation algorithms, especially popularity
bias, is also becoming more and more heated. For the research on popu-
larity bias, most existing methods cannot balance long-term interactivity
and low cost. Using the ABM simulation method, various variables in the
recommender system can be controlled, and the long-term impact of the
continuous interaction between the recommender system and the user
can be studied, especially the influence of popularity bias.

In this paper, we construct and implement a recommendation algo-
rithm simulation framework based on ABM, and two algorithms, Item-
Based CF and SVD, are respectively deployed on it to count item popu-
larity distribution and Gini coefficient under multiple rounds of recom-
mendation. The indicators, combined with the visualization results of
user interest offset, are used to explore the popularity bias problem of
two classic recommendation algorithms under multiple rounds of inter-
action. We also summarize the existing problems and make an outlook
for future improvements.

Keywords: Recommender systems · Agent-based simulation ·
Popularity bias

1 Introduction

The problem of information overload brought about by the era of big data has
accelerated the development of recommender systems. Although recommender
systems alleviate information overload to a great extent, they also bring about
fairness issues, such as popularity bias. In the recommendation system, there is
a process of continuous interaction between the user and the recommendation
algorithm (as shown in the following Fig. 1), and due to the design idea of the
recommendation algorithm, the recommendation algorithm tends to recommend
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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popular items to users, and more users’ clicks and ratings will strengthen the
popularity of these items, causing users to see narrow and convergent content,
which damages the experience of a diverse user base. Himan et al. classified the
biases existing in recommender systems and current improvement methods, and
defined popularity bias: Popular items are recommended even more frequently
than their popularity would warrant [1].

Fig. 1. Schematic diagram of recommendation algorithm and user interaction [2]

In recent years, scholars have used different methods to study and analyze the
popularity bias brought by recommendation algorithms. The research methods
mainly include static dataset-based methods and multi-round interaction-based
methods.

1.1 Methods Based on Static Datasets

The popularity bias of recommendation algorithm was confirmed by Himan [3]
et al. in 2019 with experiments based on MovieLens static dataset. In 2020,
Himan [1], on the basis of confirming the existence of popularity bias, further
analyzed the popularity bias caused by recommendation algorithms based on
two static datasets, and analyzed the impact of popularity bias from the per-
spectives of users and content providers, respectively. Dietmar [4] et al. analyzed
the popularity bias of various recommendation algorithms under static large data
sets, and compared these recommendation algorithms from different perspectives
including accuracy, directory coverage, etc.

However, with methods based on static datasets we cannot study the long-
term impact of the recommendation algorithm under the constant interaction
with users. Hence, multi-round interaction based approach was born.

1.2 Method Based on Multi-round Interaction

In recent years, some scholars have applied the ABM(Agent-Based Modeling,
multi-agent modeling) method to the research of recommendation systems, using
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each agent in it to simulate human behavior, so as to control microscopic vari-
ables and observe macroscopic evolution.

Meizi [5] et al. used the agent-based simulation model framework proposed
by Zhang et al. [6] to study the influence of the inherent bias in the system and
the bias caused by external disturbance on the preference bias. MLADENOV [7]
and others in the Google research team used the multi-agent-based simulation
framework RecSim NG to implement the “short-sighted strategy” recommenda-
tion algorithm and observed its long-term impact, and found that the “short-
sighted” recommendation algorithm would lead to item diversity decrease and
increase in popularity bias.

To sum up, existing studies have used the ABM modeling method to ana-
lyze the long-term impact of recommendation bias on recommendation systems
[5], and the long-term impact of a specific recommendation algorithm on pop-
ularity bias [8]. However, for the use of the ABM simulation method to study
the popularity bias caused by the classic and commonly used recommendation
algorithms, there is no relevant research and conclusion with great influence.

This paper uses the ABM modeling method to simulate the interaction
between the two recommendation algorithms and users, and analyzes the long-
term change process of the user’s overall state and item popularity under the
long-term interaction between users and the recommendation system, so as to
obtain the evolutionary process of recommendation algorithm popularity bias.
Our main contributions and innovations are: (1) Design and implement an ABM-
based recommendation system simulation framework; (2) On the simulation
framework, two classic recommendation algorithms, Item-Based CF and SVD,
are deployed, and based on the MovieLens dataset, the evolution process of
indicators such as item popularity and Gini coefficient under the recommenda-
tion system and long-term user interaction is calculated; (3) In the simulation
framework, the long-term impact of recommendation algorithm on user interest
is discussed qualitatively and quantitatively, and the evolution process of user
interest vector is visualized.

2 Related Work

ABM Simulation Recommender System. Zhang [9] et al. proposed a multi-
agent-based simulation framework, which includes three parts: item population,
user population and recommender engine, and studied the Item-Based CF algo-
rithm in the datasets Netflix and Yahoo! Long-term impact on Music. Meizi
[5] et al. used the agent-based simulation framework proposed by Zhang et al.
[9] to build a simulated recommendation system, and studied the influence of
the inherent bias and external disturbance bias on popularity bias influences.
MLADENOV [7] and others in the Google team developed the RecSim NG
framework based on multi-agent and probabilistic perspectives, and used this
framework to simulate the recommendation environment, optimize the recom-
mendation algorithm and other tasks.
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2.1 Recommendation Algorithm Popularity Bias

Himan and Mansoury et al. define the popularity bias of recommendation algo-
rithms: a popular item is recommended even more times than its popularity
warrants [1]. It has been found that there is a popularity bias problem in many
recommender systems [10–12], so that the popularity distribution of items shows
an obvious long-tailed distribution trend. In recent years, more and more scholars
have attempted to analyze and calculate the popularity bias of recommendation
algorithms. In 2019, Himan [3] and others confirmed the existence of popularity
bias with experiments on static data sets. In 2020, they further analyzed the
reasons for popularity bias caused by recommendation algorithms [1].

3 Construction of ABM-Based Recommendation System
Simulation Framework

3.1 System Build

Based on the idea of multi-agent simulation, this paper constructs a simulation
framework including user agent, item set, recommendation engine and recom-
mendation environment, as shown in Fig. 2. The specific design of each part is
as follows.

Fig. 2. Recommendation system simulation framework diagram

User Agent. Considering the behavior of real users on a recommendation plat-
form, user behavior is naturally divided into two sub-models: the selection model
describes how the user selects an item from the recommended list, and the feed-
back model determines how the user evaluates (i.e., scores) after interacting with
the item.
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Selection model: This paper adopts a ranking model (as shown in the For-
mula 1). The user’s probability of selecting an item decreases as the item’s
ranking in the recommendation list decreases.

Mranked
s (v) = (α − 1) · α−i, α > 1 (1)

Feedback model: simulate the real-world user rating situation, this paper
adopts the real feedback model (as shown in the Formula 2). The user’s evalua-
tion of an item is related to his satisfaction with the item, and the satisfaction
can be determined by the inner product of the user’s interest vector and the
item’s feature vector. However, according to studies by Cosley [13] et al. and
Amatriain [14] et al., users’ ratings are often not completely consistent with the
above; studies have shown that users tend to give ratings based on a Gaussian
distribution [15], and more than 90% inconsistent bias ±1 [9]. Therefore, a Gaus-
sian noise factor (mean 0, variance 1.0) is introduced in the true feedback model
to simulate real-world rating bias.

Mreal
f (v) = interestu · contenti + N(0, 1) (2)

After the user interacts with the item, the interest vector is offset according
to the quality of the item and the degree of preference for the item. The offset
formula is shown in the Formula 3, where θ is the user’s interest vector decay
term, itemInfluenceu is the sensitivity of the user’s interest vector to the item,
and feedbackui is the user’s rating on the item.

interestu = (1 − θ) · interestu + itemInfluenceu · feedbackui · contenti (3)

Item Set. The properties of the item itself are: item number, feature vector,
and item quality.

Each item is modeled as an item object in the simulation framework. Each
item object needs to maintain its own number, feature vector, and mass. When
the recommendation engine needs to do the recommendation task, the recom-
mendation environment is responsible for counting the item number list and
passing it to the recommendation engine.

Recommendation Engine. Two classical recommendation algorithms are
used: Item-Based CF algorithm and SVD algorithm. The recommendation engine
is responsible for receiving the user’s historical rating matrix for items, the list
of users who are still active in the system, and the item list, generating a fixed-
length recommendation list for each user with a specific recommendation algo-
rithm, and predicting ratings from high to low. The order is sorted, and the
recommendation list is handed over to the recommendation environment.

Recommendation Environment. The recommendation environment collects
the list of users who are still active in the system, the list of items in the system,
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and submits it to the recommendation engine together with the user’s rating
of the item; distributes the recommendation engine’s recommendation result to
each user; and records user consumption and ratings is added to the scoring
matrix.

3.2 System Operation Details

Fig. 3. Framework operation flow chart

The running process of the framework is shown in Fig. 3. Specifically, it can be
disassembled into the following steps:

(1) Initialization: Read the movie list of the MovieLens dataset, obtain the item
number of the item, and randomly generate the item quality; read the rating
matrix of the MovieLens dataset, convert it into the user-item interaction
matrix, use SVD to decompose to get the item’s the feature vector and
the user’s interest vector, obtain the user number from the rating matrix,
and specify the user selection model and user feedback model at the same
time; specify the algorithm type of the recommendation engine and all other
hyperparameters.

(2) The recommendation environment obtains the visible part of the user’s state
and passes it to the recommendation engine together with the visible item
information.

(3) The recommendation engine uses the score matrix to generate a fixed number
of recommendation lists for each user, and sorts them from high to low by
the predicted score;
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(4) The recommendation environment distributes the recommendation list to
the corresponding users. Each user selects and consumes items according to
his own user selection model, user feedback model and his own state; and
then according to the quality of the item, his preference for the item and his
own sensitivity to the item, the user’s interest vector is offset;

(5) The recommendation environment records the selection and rating of items
by all users, and incorporates the new rating into the rating matrix. Then
go to 2.

Generally speaking, the experiment starts with several rounds of cold start (set
the recommendation engine as a random recommendation algorithm). After col-
lecting a sufficient size of the score matrix (so that the subsequent recommen-
dation algorithm has a better effect), set the recommendation engine to other
recommendation algorithms such as Item-Based CF algorithm and SVD algo-
rithm.

4 Experimental Validation and Data Analysis

4.1 Experimental Tools and Environment

In experiment, we used software environment of 64-bit Windows10 operating
system and virtual python3.8 environment based on Anaconda, with hardware
environment of Intel Core i7 CPU and GeForce RTX 2060 graphics card.

4.2 Metrics and Parameter Setting

We use two popularity-related metrics: item popularity and Gini coefficient to
measure the popularity bias of recommendation algorithms.

The formula for calculating item popularity is shown in the Formula 4.
Among them, I represents the indicator function.

itemPopularity =
∑

u∈U

I [i ∈ Du(t)] (4)

Gini coefficient (as shown in the Formula 5) is a commonly used indicator to
measure distribution differences. Among them, RP (i, t) represents the rank of
the number of times the item i is consumed until time t, and Du(t) represents
the set of items consumed by user u until time t. The value of the Gini coefficient
is between 0 and 1. The closer it is to 0, the more balanced the distribution is; on
the contrary, the closer it is to 1, the more unbalanced the distribution is. We can
think that the larger the Gini coefficient, the more obvious the popularity bias
phenomenon. There have been many precedents [2,16] to measure the popularity
bias of the Gini coefficient user recommendation algorithm, and it has been
recognized by everyone. And the hyperparameters used in experiment are shown
in Table 1.

G(t) =
∑

i∈I(2 · RP (i, t) − |I| − 1)
∑

u∈U I [i ∈ Du(t)]
|I|∑i∈I

∑
u∈U I [i ∈ Du(t)]

(5)
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Table 1. System Hyperparameter Settings

algorithm dataset number of
recommended items

initial user
number

user interest
item feature
vector dimension

cold-start
algorithm

cold-start
round

Item-Based CF MovieLens 1M 10 610 100 random 100

SVD MovieLens 1M 10 610 100 random 100

Fig. 4. Evolution of item popularity under Item-Based CF algorithm

Fig. 5. The evolution process of item popularity under SVD algorithm
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4.3 Popularity Bias Analysis of Two Algorithms

Item Popularity Statistics. Figure 4 and Fig. 5 show the change of item pop-
ularity with recommendation rounds under Item-Based CF algorithm and SVD
algorithm.

It can be seen that with the continuous interaction between users and the
two algorithms, the popularity of items presents a long-tailed distribution, and
in a longer time span, this distribution imbalance has not been alleviated.

Fig. 6. The evolution process of Gini coefficient under two algorithms

Gini Coefficient Statistics. Figure 6 show the variation of Gini coefficient
with recommendation rounds under Item-Based CF algorithm and SVD algo-
rithm. The results show that as the number of recommendation rounds increases,
the Gini coefficient is closer to 1; it means that under multiple rounds of inter-
action between the user and the recommendation system, the distribution of
clicked items becomes more and more unbalanced.

Popularity Bias Analysis. Figure 4 and Fig. 5, after using the Item-Based
CF algorithm and the SVD algorithm for recommendation, the item popularity
distribution presents an obvious long-tailed distribution. Combining Fig. 6, the
Gini coefficient keeps increasing, we can infer that under the long-term interac-
tion between users and the recommendation algorithm, popular items are clicked
more and more times. At the same time, unpopular items lack attention.
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Fig. 7. Evolution process of user interest vector under Item-Based CF algorithm

User Interest Vector Visualization. Furthermore, we visualizes the changing
process of user feature vector. Since the user feature vector is a high-dimensional
vector, we uses the t-SNE dimensionality reduction method to reduce the 100-
dimensional user interest vector to two-dimensional, and then uses the K-Means
method of k = 3 for clustering. The result is shown in the Fig. 7 and Fig. 8.
The different colors in the figure represent different categories in the K-Means
clustering results, each dot represents a user, and the black five-pointed star
represents the cluster center point.

From Fig. 7 and Fig. 8, with the increase of recommendation rounds, the
two-dimensional data distribution is more dense; and according to the t-SNE
principle, the distribution of low-dimensional can reflect the density of high-
dimensional data to a certain extent. Therefore, it is concluded that as the
number of recommendation rounds increases, the distribution of user interest
vectors gradually becomes denser, that is, users tend to be homogeneous.
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Fig. 8. Evolution process of user interest vector under SVD algorithm

5 Summary and Outlook

The specific work of this paper is as follows:

(1) Constructed and implemented an ABM-based recommendation simulation
framework, which mainly includes user agent, recommendation engine, item
list and interactive environment;

(2) Deploy Item-Based CF and SVD algorithms respectively on this framework,
load the MovieLens dataset to initialize the system, and count the changes
of various popularity-related indicators such as item popularity distribution
and Gini coefficient under multiple rounds of recommendation, and visualize
the user interest offset by using t-SNE dimensionality reduction method and
K-Means clustering method;

(3) Based on the above indicators, demonstrate the popularity bias problem
brought by the two algorithms.

There has also been a lot of research on reinforcement learning recommendation
algorithms on simulated systems. Using the reinforcement learning method on
the simulated system, it is possible to learn a recommendation algorithm that
achieves a better solution under the long-term interaction between the user and
the recommendation algorithm. If the recommendation accuracy and recommen-
dation fairness are included in the reinforcement learning goal, the accuracy and
fairness can be taken into account in recommendation algorithm.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China (NSFC) under Grant No. 62172106 and 62076060, in part by the
Key Research and Development Program of Jiangsu Province of China under Grant
BE2022157, and in part by the Defense Industrial Technology Development Program
under Grant JCKY2021214B002.



448 C. Yu et al.

References

1. Abdollahpouri, H., Mansoury, M.: Multi-sided exposure bias in recommendation.
arXiv preprint arXiv:2006.15772 (2020)

2. Chaney, A.J., Stewart, B.M., Engelhardt, B.E.: How algorithmic confounding in
recommendation systems increases homogeneity and decreases utility. In: Proceed-
ings of the 12th ACM Conference on Recommender Systems, pp. 224–232 (2018)

3. Abdollahpouri, H., Mansoury, M., Burke, R., Mobasher, B.: The unfairness of
popularity bias in recommendation. arXiv preprint arXiv:1907.13286 (2019)

4. Jannach, D., Lerche, L., Gedikli, F., Bonnin, G.: What recommenders recommend
– an analysis of accuracy, popularity, and sales diversity effects. In: Carberry, S.,
Weibelzahl, S., Micarelli, A., Semeraro, G. (eds.) UMAP 2013. LNCS, vol. 7899,
pp. 25–37. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-38844-
6 3

5. Zhou, M., Zhang, J., Adomavicius, G.: Longitudinal impact of preference biases
on recommender systems’ performance. Kelley School of Business Research Paper
(2021-10) (2021)

6. Adomavicius, G., Jannach, D., Leitner, S., Zhang, J.: Understanding longitudi-
nal dynamics of recommender systems with agent-based modeling and simulation.
arXiv preprint arXiv:2108.11068 (2021)

7. Mladenov, M., et al.: RecSim NG: toward principled uncertainty modeling for
recommender ecosystems. arXiv preprint arXiv:2103.08057 (2021)

8. Chen, J., Dong, H., Wang, X., Feng, F., Wang, M., He, X.: Bias and debias in rec-
ommender system: a survey and future directions. arXiv preprint arXiv:2010.03240
(2020)

9. Zhang, J., Adomavicius, G., Gupta, A., Ketter, W.: Consumption and performance:
Understanding longitudinal dynamics of recommender systems via an agent-based
simulation framework. Inf. Syst. Res. 31(1), 76–101 (2020)

10. Abdollahpouri, H., Burke, R., Mobasher, B.: Managing popularity bias in recom-
mender systems with personalized re-ranking. In: The Thirty-Second International
Flairs Conference (2019)
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Abstract. Cloud-edge collaboration can combine large-scale cloud and edge
resources to achieve efficient service providing. However, a lot of tasks generated
by cloud-edge scenario may cause application service latency and impact Quality
of Service (QoS). Thus, efficient task schedulingmechanism is required to achieve
load balancing and reduce service latency. The heterogeneity and geographical dis-
tribution of edge nodes did not be considered by most existed approaches. The
traditional scheduling strategy based on optimization algorithm is easy to fall
into local optimization, so as to eventually produce an unsatisfactory scheduling
scheme, just like the PSO algorithm (Particle Swarm Optimization). In this paper,
a parameter adaptive particle swarm optimization algorithm (PAPSO) is proposed
to achieve efficient task scheduling. Its inertia coefficient, local optimal learning
factor and global optimal learning factor are dynamically changed in the itera-
tive process, and the velocity update of particles is more suitable for the needs of
different stages of iteration, so that the algorithm has better effect on the global
search ability. A cloud-edge collaborative task scheduling strategy is designed
based on PAPSO. The simulation results show that the proposed method reduces
the average time of solving the optimal scheduling strategy by around 10% than
the traditional scheduling schemes.

Keywords: Cloud-Edge collaboration · Task scheduling · Particle swarm
optimization algorithm

1 Introduction

Cloud-edge collaboration, as a fresh computing paradigm [1], can provide great Qual-
ity of Service (QoS) by simultaneously utilizing cloud resources and edge resources
to support application tasks [2]. In the cloud-edge collaboration model scenario, edge
computing is primarily in charge of processing latency-sensitive data in real-time [3].
Cloud computing handles high-density, high-real-time work [4], and manages the entire
life cycle of edge programs [5]. As a result, how to reasonably schedule tasks at cloud
nodes and edge nodes become the key to reduce service latency and improve QoS by
using cloud-edge collaboration [6].
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To ensure that all users’ average completion times are as quick as possible according
to the resources pre-allocated on the cloud, main scheduling approaches include heuris-
tic, game theory, and optimization algorithm. For example, HODA [7] is an offloading
heuristic judgment process that is semi-distributed. Which can maximize system utility.
NE [8] is a wireless computing offloading game which can achieve efficient computing
offloading. Furthermore, since the particle swarm optimization algorithm has obvious
advantages in solving large-scale task scheduling and combinatorial optimization prob-
lems, it has been widely used in task scheduling strategy design [9, 10]. However, the
PSO algorithm is also very sensitive to the quality of the initial population, and at the
same time, it may drop into the local optimal solution due to the quick convergence
speed. Finding the best task scheduling method for the collaborative cloud-edge sce-
nario is insufficient. In summary, scheduling strategies based on traditional optimization
algorithm are susceptible to local optimum, the pursuit of global optimality and fast
response is still challenging in task scheduling under edge-cloud collaboration.

Based on the particle swarm optimization algorithm, in this paper, a parameter adap-
tive particle swarm optimization algorithm (PAPSO) is proposed to improve the particle
swarmoptimization algorithm. PAPSOcan enable the inertia coefficient, local and global
optimal learning factors to be dynamically adapted during iterative process. In addition,
compared with the PSO algorithm, PAPSO algorithm can fully explore the entire search
space at the beginning of the iteration and break free of restrictions of the local opti-
mal solution toward the end of the iteration. Through examination of the outcomes of
the experiment, the effectiveness of the PAPSO algorithm proposed in this paper when
seeking a scheduling scheme that takes the least time to do the assignment in the task
scheduling problem in the cloud-edge collaboration scenario, it enables a more adequate
search of the search space. Carrying out a more sufficient search can well enhance the
PSO scheduling algorithm’s flaw that it is simple to settle for the local optimal solution
and has a faster optimization speed and optimization accuracy.

To summarize, the following are the paper’s contributions:

(1) PAPSO is proposed to improve PSO to avoid falling into the local optimal solution
and improve the optimization speed and accuracy. And a edge-cloud collabora-
tive task scheduling mechanism is designed based on the PAPSO, reducing the
completion time of tasks, thereby reducing the latency of application services.

(2) Numerous experiments have been carried out to evaluate the ability to find the global
optimum of PAPSO, and simulation experiments on ClousSim demonstrate the
potential for improved performance of the PAPSO-based task scheduling technique
in the cloud-edge collaborative scenario, and its task completion time, optimization
speed and global space search ability are better.

2 The Problem’s Description and the Modeling

The task’s time to completion is one of the most important factors considered in the
cloud-edge collaboration scenario’s issue with task scheduling [11]. This paper studies
the task scheduling problem in the edge-cloud collaboration scenario, aiming to speed
up the completion of the work in this scenario, and proposes a cloud-edge collaboration
task scheduling model.
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2.1 Problem Description

Addressing the issue of task scheduling under cloud-edge collaboration, we only studies
how the data center allocates many cloud tasks sent to the edge nodes that are less than
the amount of tasks necessary to complete the tasks so that the task completion time is
as short as possible and ignores the specific edge nodes for the time being. Temporarily
ignoring the number of hotspots and related properties in specific edge nodes. The
computing power of edge nodes is unified and abstracted into the computing power of
virtual machines and virtual machines are used to represent edge nodes. To understand
the content of this article, we need to know:

(1) Each task is the smallest unit and cannot be further divided, and there is no
relationship between tasks and tasks, and they exist independently.

(2) To investigate the efficiency of the scheduling strategy, the number of jobs in this
paper will be substantially more than the number of virtual machines, and each
virtual machine can only process one task at a time, which can focus on the effect
of task scheduling on tasks. Impact on completion time.

For several tasks, a task set with n taskswill be created, which is expressed as follows:

Tasks = {t1, t2 . . . tn} (1)

Each task has information such as its task length. The task length is a parameter for
calculating the completion time of the task. It is imported through a text file and used as
a parameter of the fitness function of the scheduling algorithm.

Tasks will be assigned to run on edge nodes, so a set of m virtual machines will be
created to represent edge nodes, as follows:

VM = {vm1, vm2 . . . vmm} (2)

Each virtual machine has its own computing power, running memory and other
information. We can determine the task’s execution time on the virtual machine using
the task’s length and the virtual machine’s capacity to process data.

2.2 Model Building

Collaborative work framework scheduling in the cloud and edge can refer to Fig. 1.
When the terminal user application uploads data, the server can divide the task into
several parts and send them to several edge clusters around the server for processing.
The edge nodes can also continue to upload tasks that cannot be processed to the cloud
computing center for processing. The cloud computing center can act as a control center
to schedule the overall resources in the network and can also store and process data from
the other two layers for a long time.

At present, this paper only studies how the data center allocates many different tasks
to the edge nodes far less than the number of tasks to run tasks so that the task completion
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Fig. 1. Cloud-Edge collaborative task scheduling framework

time is as short as possible.When the scheduling strategy assigns the tasks to the relevant
virtual machines, their mapping matrix A(n × m) is expressed as follows:

A =
⎛
⎜⎝
a11 · · · a1m
...

. . .
...

an1 · · · anm

⎞
⎟⎠ (3)

If the value of the element aij in the abovematrix is 1, it means that the task numbered
i will be dispatched to the virtual machine numbered j to run; if its value is 0, then the
work representing the number iwill not be assigned to the number on the virtual machine
of j.

After the simulation is performed, it will be generated on the basis of the above-
mentioned mapping matrix. The task completion time matrix T(n × m) is expressed as
follows:

T =
⎛
⎜⎝
time11 · · · time1m

...
. . .

...

timen1 · · · timenm

⎞
⎟⎠ (4)

The element timeij in the above matrix represents the length of time that task i runs
on VM numbered j. As stated by the computing power of the VM vm_mips and the task
length task_length, we can count the latency of each task to calculate the duration of
the entire simulation process. The completion time of task i on VM j is expressed as
follows:

exec_timei,j = task_lengthi,j
vm_mipsj

(5)

Following is an expression for the execution time of a single virtual machine, where
k is the number of tasks that were assigned to virtual machine j:

vm_timej =
k∑

i=0

exec_timei,j (6)

Because different virtual machines are running in parallel, the overall duration of
the task is the maximum virtual machine time of completion, as follows:

Total_Time = max
(
vm_timej

)
(7)
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The task scheduling strategy under cloud-edge collaboration is to find the allocation
scheme with the least total task completion time. When the intelligent swarm algorithm
finds this scheme, this paper uses the fitness to show the effectiveness of the plan. The
better the solution, the greater the fitness, so we set the fitness function as:

Fitness = 1

Total_Time
(8)

For the scheduling model described above, we need to encode each particle, and a
particle represents a scheduling scheme. For n tasks, m edge nodes (represented by
virtual machines), the value of n is much larger thanm, we encode the particles as shown
in Table 1, indicating which virtual machine each task is assigned to. The following
algorithm experiments and simulation experiments are carried out based on the above
background and theory.

Table 1. Particle coding style

Task 1 2 3 … n-2 n-1 N

Vm 3 5 6 … m m-5 1

3 Task Scheduling Based on Parameter Adaptive Particle Swarm
Optimization Algorithm

PSO is a swarm intelligence-based evolutionary computing technology, which has obvi-
ous advantages in solving large-scale task scheduling, combinatorial optimization and
other problems [12]. It has few parameters, simple principle, powerful functions and
easy implementation, and has been widely used in artificial intelligence and industrial
fields. However, the starting population’s quality has a significant impact on the PSO as
well, and at the same time, it’s very easy to fall into a locally optimal solution because
the convergence speed is too fast. It is insufficient to find the most suitable task schedul-
ing scheme in a heterogeneous and larger cloud-edge collaborative scenario. This paper
improves the PSO algorithm by adaptively changing the inertia coefficient w, the local
and global optimal learning factor c1 and c2 in iterative process and proposes the PAPSO
algorithm.

In PSO, its inertia coefficient w, local optimal learning factor c1 and global optimal
learning factor c2 are constant throughout the iterative process. If the value of the inertia
coefficient is too large, it is easy to miss the target value because the step size is too long,
and a good convergence effect cannot be obtained. On the other hand, if the value of the
inertia coefficient is tiny, early in its evolution, the particle lacks a robust capacity for
self-exploration and cannot thoroughly investigate the entire search space. The learning
factors c1 and c2 are two non-negative constants, which are the learning factors of the
local and global optimal solution in the iterative process, respectively. Appropriate local
optimal learning factors and global optimal learning factors will strike a balance between
local and global search capabilities, which can speed up the convergence and is difficult
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to enter the local optimal answer. Therefore, we hope that the inertia coefficient w can
be appropriately set to a slightly larger value at the beginning of the iteration to ensure
that the exploration range of the entire search space can be as large as possible. At
the same time, we hoped that the learning factors c1 and c2 can also be automatically
changed in different periods of iteration to obtain more suitable values, which will have
a better impact on the capability of global search and help it to better jump out of the
limitations of local optimal solutions. In this paper, the factor P is introduced into the
PAPSO algorithm. The expression of the P formula is as follows, and R is the current
iteration number:

P = 2 − (1.5/R) (9)

It is easy to know that the difference between 2 and 0.5 is 1.5. If there is a linear
correlation, the result of dividing 1.5 by the number of iterations R is the step size of
the parameter change after each iteration, then the value of formula P will increase
linearly from 2 with the number of iterations decremented to 0.5; The value of 1/P
increases linearly from 0.5 to 2 when the quantity of iterations grows. P is multiplied by
the parameter to quadruple the value of the parameter at the beginning and end of the
iteration.

In PAPSO, according to the inertia coefficient we have analyzed, it should be slightly
larger at the beginning of the iteration and slightly smaller toward the end of the iteration.
Meanwhile, about local and global optimal learning factor c1 and c2, we hope that at
the beginning of the iteration, the particles can be less restricted by the current global
optimal solution and can explore more search spaces by themselves. Reduced search
space for exploration and keep moving closer to the global optimal solution. It is easy to
find that the ideal parameter change trend proposed above is monotonic, that is, a higher
value to a lower value reduction or an increase from a lower value to a higher value are
the two possible outcomes.

This paper considers that since the change trend of all parameters is monotonic,
the change trend is directly assumed to be linear. If the parameters are monotonically
decreasing, we will decrease from twice the initial parameters at the beginning of the
iteration to half the initial parameters at the end of the iteration; If the function is mono-
tonically increasing, then we will increment from half the parameter at the start of the
iteration to twice the initial parameter at the end of the iteration. Parameters that need
to be incremented are multiplied by P, and parameters that need to be decremented are
multiplied by 1/P.
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In this paper, for exploring the impact of various parameters on the algorithm’s
performance,we associatePwith the inertia coefficientw, the local and theglobal optimal
learning factor c1 and c2. We design four PAPSO algorithms, PAPSO_1, PAPSO_2,
PAPSO_3, and PAPSO_4, which differ only in the placement of P.

For PAPSO_1, we only associate P with the inertia coefficient w, where iter repre-
sents the number of iterations completed so far, and its velocity update formula is as
follows:

vij(t + 1) = wvij(t) ∗ P ∗ iter + c1r1(t)
[
pij(t) − xij(t)

]

+c2r2(t)
[
pgj(t) − xij(t)

] (10)

For PAPSO_2, we only associate P with the local optimal learning factor c1, whose
velocity update formula is as follows:

vij(t + 1) = wvij(t) + c1 ∗ P ∗ iter ∗ r1(t)
[
pij(t) − xij(t)

]

+c2r2(t)
[
pgj(t) − xij(t)

] (11)

For PAPSO_3, we only associate P with the local optimal learning factor c2, because
c2 needs to be monotonically decreasing in the iterative process, so its velocity update
formula is as shows:

vij(t + 1) = wvij(t) + c1r1(t)
[
pij(t) − xij(t)

]

+c2 ∗ 1/(P ∗ iter)r2(t)
[
pgj(t) − xij(t)

] (12)

For PAPSO_4, we associate P with all three parameters, and the velocity update formula
is as follows:

vij(t + 1) = P ∗ iter(wvij(t) + c1 ∗ r1(t)
[
pij(t) − xij(t)

]

+c2/(P ∗ iter)r2(t)
[
pgj(t) − xij(t)

] (13)

The purpose of all the above-mentioned versions of the PAPSO algorithm is to allow
the initial parameters to be adaptively changed during the iterative process. It expands
the search space of particles at the early stage of iteration, so that it can fully explore the
solution space, and in the subsequent iteration stage, it can accelerate the convergence
rate and let the algorithm jump out of the defect that it is easy to fall into the local optimal
solution. Through experimentswewill conclude that the factorP associatedwith all three
parameters has the most positive effect on the effectiveness of our approach, which we
refer to as the PAPSO algorithm. The implementation steps of the PAPSO algorithm are
shown below.
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Algorithm : Parametric adaptive particle swarm optimization algorithm
Input: N: Population quantity Individual dimension,

R: Number of iterations,
F: Solve function,
SP: Search space

Output: BestPosition: Optimal solution position, BestFitness: Optimal solution value
1 FOR each particle i
2 FOR each dimension N
3 Initialize position Xi randomly within permissible range
4 Initialize velocity Vi randomly within permissible range
5 END FOR
6 END FOR
7 Iteration k=1
8 DO
9 Update the parameter adaptive factor P according to formula (9)
10 FOR each particle i
11 Calculate fitness value according to the fitness function F
12 IF the fitness value is better than Pi in history
13 Set current fitness value as the Pi
14 END IF
15 END FOR
16 Choose the particle having the best fitness value as the Pg
17 FOR each particle i
18 FOR each dimension N
19 Update the particle velocity according to one of the formulas (10) to (13) and position
20 END FOR
21 END FOR
22 k=k+1
23 WHILE k<=R
24 Output the optimal solution position and optimal solution value

The improvement of PAPSO algorithm does not increase the loop on the basis of the
PSOalgorithm.Their algorithms’ time complexity is determined by the space dimension,
population size, and number of iterations. Theflowchart of task scheduling strategy based
on PAPSO algorithm is depicted in Fig. 2.

4 Experiments and Evaluation

This section will conduct experimental work from the perspective of algorithm and task
scheduling strategy.

4.1 Evaluation of Algorithm Performance

In the experiments, we use five different algorithms on MATLABworks to find the
minimum value of the set with two special peak functions. The five algorithms to be
compared are shown in Table 2. We will set the number of particles N of the population



Cloud-Edge Collaborative Task Scheduling Mechanism 457

Fig. 2. Flowchart of task scheduling strategy based on PAPSO algorithm

in all algorithms to ten, and the number of iterations R to be 50. Each function is run
several times on all algorithms.

Table 2. Basic parameters selected for comparison experiments

Algorithm P-Associated parameters

PSO null

PSO_1 w

PSO_2 c1

PSO_3 c2

PSO_4 w, c1, c2

To verify the superiority of the PAPSO_i (i = 1, 2, 3, 4) algorithm compared to
the traditional PSO algorithm. Two special functions F1 and F2 with strong fluctuation
characteristics are selected in this paper to evaluate the performance of PAPSO. There
aremanyminimum andmaximumvalues in the definition domain of these two functions,
indicating that there are many local optimal solutions when finding their minimum or
maximum value. Therefore, the global search capability and optimization speed of PSO
and PAPSO can be fully verified. The function images of functions F1 and F2 are
depicted in Fig. 3 and Fig. 4.

Table 3 shows the expressions of the functions F1 and F2, the search area and the
function’s own minimal value within the defined domain.
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Fig. 3. Image of function F1 Fig. 4. Image of function F2

Table 3. Information of two functions

Function Formula Search space Minimum

F1 X * sin(x) * cos(2 * x) − 2 * x * sin(3 * x +
3 * x * sin(4 * x)

X ε [0,50] −215.5683

F2 20 + x^2 + y^2–10 * cos(2 * pi * x) −
10 * cos(2 * pi * y)

X ε [−5.12, 5.12]
Y ε [−5.12, 5.12]

0.0

After each algorithm performs multiple consecutive minimums seeking for each
function, we will use the computational results to analyze. Table 4 is analysis of the best
values from the data of the operating results of PSO, PAPSO_1, PAPSO_2, PAPSO_3,
and PAPSO_4 under the given functions F1 and F2. Among them, the average error in
the table represents the average error of the optimal value obtained by running the same
function multiple times for each algorithm; the standard error is obtained by analyzing
the standard deviation of several optimal values and standard errors.

Because in this experiment, we let each function run several times consecutively with
each algorithm, we did a mean and standard deviation analysis of the final positions of
the 10 particles for each run, and then averaged the mean and standard deviations. The
data we obtained is convenient for analysis and comparison, thus proving the conclusion
that PAPSO performs well.

Table 5 is the analysis of the average optimal value of these algorithms, the optimal
solution value genuinely represents the minimal value of the initial function, and the
optimal value of the algorithm is the minimum value searched in the search space.

After comparative experiments, we can see from the data shown in Table 4 that
the average and standard deviations of the results run by the PAPSO_4 algorithm are
the smallest for either function F1 or F2. Therefore, we analyzed the data and found
that the inertia coefficient w, the local optimal and the global optimal learning factor
c1 and c2. These three parameters have a positive impact on our search results after
reasonable changes in the entire iterative process, which also shows that the positive
effect of simultaneous function adaptive changes to these three parameters is the most
obvious. Therefore, in this paper, we can believe that the PAPSO_4 algorithm has better
performance than the other four algorithms, the ease of use and stability of themethod are
very good, and its robustness is also better than the other algorithms compared. From the
average optimal solution of the five algorithms analyzed in Table 4, the optimal solution
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Table 4. Operation results

Test function Algorithm type Average error Standard error

F1 PSO 1.05e−14 53.75

PSO_1 1.27e−14 111.08

PSO_2 1.07e−14 95.58

PSO_3 7.39e−15 117.53

PSO_4 5.72e−15 25.77

F2 PSO 2.33e−16 3.84

PSO_1 7.05e−16 9.37

PSO_2 1.59e−16 4.02

PSO_3 3.38e−16 2.66

PSO_4 2.02e−17 0.36

Table 5. Average optimum

Function F1 F2

Minimum −215.5683 0

PSO −203.8915 0.71

PSO_1 −215.5591 0.42

PSO_2 −203.9601 0.69

PSO_3 −201.0653 0.29

PSO_4 −215.5619 0

obtained by PAPSO_4 is closest to the maximum value of the function and has stronger
search accuracy than the other three algorithms.

Combined with the analysis of the concentration and dispersion of particles in the
function of thefive algorithms inFig. 5, Fig. 6, Fig. 7, Fig. 8, Fig. 9 and the evolution curve
of the best fitness compared to other algorithms, optimization results of the PAPSO_4
algorithm are closer to the optimal solution value. From the perspective of the evolution
process of the most fitness, the optimization curve is the steepest, and the optimization
speed is faster, and from the final position dispersion of the particles, the particles of
PAPSO_4 are the most concentrated, and most of them are on the optimal solution. It
can be shown that the PAPSO_4 algorithm can well jump out of the shortcomings of
the local optimal solution, and the optimization speed and the optimization’s precision
are also dramatically enhanced compared with the PSO algorithm, so it proves that the
direction of our improvement on the PSO algorithm is correct. In the following content,
we will refer to the PAPSO_4 algorithm as the PAPSO algorithm, which is the new
parameter adaptive PAPSO we proposed.
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(a) The case of function F1 (b) The case of function F2

Fig. 5. Distribution and evolution of PSO particles

(a) The case of function F1 (b) The case of function F2

Fig. 6. Distribution and evolution of PAPSO_1 particles

(a) The case of function F1   (b) The case of function F2

Fig. 7. Distribution and evolution of PAPSO_2 particles

4.2 Task Scheduling Simulation Experiment

The experiments using simulation in this paper are carried out on the CloudSim [13] sim-
ulation platform. We will use the algorithm for scheduling tasks depending on PAPSO
and PSO suggested in this document and the First-Come-First-Served (FCFS) task
scheduling algorithm for simulation comparison experiments. Because the FCFS-based
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(a) The case of function F1 (b) The case of function F2

Fig. 8. Distribution and evolution of PAPSO_3 particles

(a) The case of function F1                                 (b) The case of function F2

Fig. 9. Distribution and evolution of PAPSO_4 particles

task scheduling method arranges tasks for the virtual machine sequentially, the task
scheduling algorithm’s outcomes are same every time, which can be used as a reference.

Before the experiment starts, for the first two intelligent swarm algorithms PAPSO
and PSO scheduling algorithm, we set its particle numberN to 100, and other parameters
are consistent with the parameters used in the previous section, and repeated experiments
for each algorithm under different conditions. It is necessary to explain the various
attribute parameters or parameter ranges of the virtual machine and the task, as shown
in Table 6 below.

Table 6. Parameter description of the virtual machine and the task

Name Property Range

Cloudlet The length of the task. (Millions of instruction lengths) [1000, 10000]

Vm MIPS [500, 5000]

Number of cores [1, 2]

Ram (MB) 512

Storage (MB) 10000

Bandwidth (MB/s) 1000



462 H. Zeng et al.

Task completion time is a key issue that should be considered in task scheduling,
and it is also a factor used in this paper to compare three cloud-edge collaborative task
scheduling strategies. This paper will use two schemes to carry out the task scheduling
simulation experiment with the task completion time as the evaluation standard under
cloud-edge collaboration. They are the solution of increasing the quantity of tasks with
the same quantity of virtual machines and the solution of increasing the quantity of
virtual machines with the same quantity of tasks.

In Scheme 1, 10 virtual machines are created, and the quantity of tasks goes up from
200 to 800 in steps of 100. The outcomes of the experiment are displayed in Fig. 10.

Fig. 10. The experimental results of scheme 1

The test outcomes depicted in Fig. 10 show that, compared with the task scheduling
algorithms based on FCFS and PSO, the results of the algorithm for scheduling tasks
based on PAPSO to solve optimal scheduling strategy are reduced by 9.51% and 12.66%
on average.

In Scheme 2, 500 tasks are created, and the quantity of virtual machines grows in
stages of 10 from 10 to 40. The outcomes of the experiment are displayed in Fig. 11.

Fig. 11. The experimental results of scheme 2
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The test outcomes depicted in Fig. 11 show that, compared to the PSO and FCFS-
based task scheduling algorithm, the outcomings of task scheduling algorithm based on
PAPSO reduce the average time of solving the optimal scheduling strategy by 7.43%
and 1.66% respectively.

On average, for both scenarios, compared to the PSO-based task scheduling algo-
rithm, the results of the task scheduling algorithm based on PAPSO reduce the average
time of solving the optimal scheduling strategy by more than 9%.

In summary, the outcomes of the trial indicate the improvement direction of the
PAPSO proposed in this paper is correct. By adaptively changing the parameters of the
PAPSO algorithm, the algorithm can explore the search area more fully early in the itera-
tion process, speed up the convergence speed and improve the convergence accuracy, try
to avoid falling into the local optimal solution in the later iteration. The simulation exper-
iment also shows that the task scheduling algorithm based on PAPSO proposed in this
paper is also acceptable for the task scheduling problem under edge-cloud collaboration
and has better performance than the other two classical task scheduling algorithms.

5 Conclusion

This paper aims at the task scheduling problem in the cloud-edge collaboration scenario
to reduce the time of completion of the task and thus reduce the latency of the application
service. Based on the traditional PSO algorithm, a new PAPSO algorithm that can be
applied to this scene is proposed. Comparedwith PSO, the PAPSO algorithm can explore
the search space more fully in the early process of iteration and find the optimal results
more accurate and faster in subsequent iterations. And through simulation experiments,
it is concluded that the task scheduling algorithm based on PAPSO can have better
performance in the cloud-edge collaborative scenario, and its task completion time,
optimization speed and global space search ability are better. In the future work, a richer
scheduling model is planned to be established, and more evaluation indicators, such
as usage cost and energy consumption, will be considered, and the algorithm will be
optimized.
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Abstract. With the development of open-source technology, open-
source software ecosystems (OSSECO) have been formed due to vari-
ous connections between open-source projects and developers. To mea-
sure stability and sustainability, the health of an OSSECO is proposed,
like the health of ecosystems in nature. Unfortunately, there are not
a set of unified and mature OSSECO health evaluation rules yet, nor
have effective governance methods. Existing researches mainly analyze
the health of a specific open-source ecosystem or design performance
indicators related to OSSECO health. This paper combines the classic
OSEHO model with the rapidly developing CHAOSS open-source com-
munity metrics, establishes an OSSECO health evaluation model that
can provide specific scores based on Entropy Method, and develops an
open-source ecosystem health evaluation system based on the model.
To the best of our knowledge, we are the first to propose a qualitative
and quantitative model to show the health status of open-source ecosys-
tems. Meanwhile, we conduct the automatic evaluation of the health of
an OSSECO. Finally, we analyze the software ecosystem health of 10
open-source projects on GitHub by the established evaluation system.
The result can prove the effectiveness of the system and provide data
support for developers to make governance decisions.

Keywords: open-source software · ecosystem · health assessment

1 Introduction

The concept of ‘Free Open-Source Software (FOSS)’ was proposed as early as
the 1980s. In the late 1990s, the term ‘open-source’ was born [1]. Different from
traditional commercial software, the open-source mode attracts and converges
developers around the world to collaboratively and competitively develop prod-
ucts that meet diverse needs. With the development of the open-source com-
munity, the scale of open-source developers is continuously increasing, while the
number of open-source projects also rises rapidly. The complex network struc-
ture of open-source software (OSS) systems is formed due to the interaction
of developers, the dependencies of components or modules, and the sharing of
developing tools, which is also called the Open-Source Software Ecosystem [2].
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A complete OSSECO health evaluation system can help users comprehen-
sively understand the health of an OSSECO. While the results of the evaluation
can also provide strong scientific theoretical support for the risk early warn-
ing and dynamic governance of the OSSECO, leading to a benign open-source
ecological cycle of evaluation early-warning-governance, and providing a more
stable, reliable, and sustainable development environment for numerous open-
source projects.

Unfortunately, the current open-source ecosystem is characterized by the
uncertainty of project evolution and developer behavior, which makes it difficult
to sustain the established open-source ecosystem. For example, researches show
that even in successful open-source ecosystems such as Linux [3] and OpenStack
[4], there are still problems such as insufficient developer communication and
loss of participating companies.

At present, the researchers are actively exploring the health assessment mech-
anism of the open-source ecosystem. However, existing studies often carry out
case studies for specific open-source projects, resulting in low evaluation effi-
ciency, lack of universality in the evaluation method, and difficulty in automat-
ing the evaluation process. There is still not a suitable quantification method
for the health of an open-source ecosystem, which is hard to support scientific
and effective decisions when leaders manage an OSSECO, when developers and
users choose an OSSECO, and when investors evaluate an OSSECO.

In response to these problems, this paper propose a qualitative and quanti-
tative model and system to measure the health of an open-source ecosystem. To
be specific, the contributions of this paper are summarized as follows:

• We design a qualitative and quantitative health assessment model for
OSSECOs based on the OSEHO model and CHAOSS Metrics.

• We design and implement an automatic OSSECO health assessment system
to conduct the evaluating process and visualize the result of the health assess-
ment.

• We analyze 10 typical OSSECO health to evaluate the applicability of the
model and system.

2 Related Work

2.1 Software Ecosystem Health

For the measurement and governance of software ecosystems, some researchers
used ‘Health’ [5] to describe the state of the software ecosystem, and research on
‘health’ became an emerging hotspot. Jansen et al. [6] defined software ecosys-
tem health as a metric that could help decision-makers judge whether a software
ecosystem is worth joining. Manikas et al. [7] compared the related concepts in
natural ecosystems and commercial ecosystems and defined software ecosystem
health as the sustainable and flexible capability of the system. Gamalielsson et al.
[8] found that software ecosystem health is an important factor when consider-
ing OSS adoption or testing a seed project. Yvonne [9] qualitatively analyzed
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the common characteristics of a set of product development and evolution in
a software ecosystem. Further, Iuri et al. [10] proposed the HEAL ME model
for evaluating software ecosystem health, which captured SECO data in a semi-
automated manner and presented SECO health scenarios by using predefined
metrics. However, because the concept of a software ecosystem is too broad, it
is difficult for these models to take the unique characteristics of OSSECOs into
account.

2.2 Open-Source Software Ecosystem Health

For the OSSECO, Open-source Community Maturity Research Report [11], pub-
lished by CAICT in 2021, defined the open-source community maturity curve
graph and the open-source community maturity quadrant graph to describe the
changes in the open-source community over time. Wang et al. [12] evaluated the
activity of developers and projects in open-source communities and estimated
the number of developers using different development languages. However, as
mentioned by Goggins et al. [13] - the current measurement metrics for open-
source projects are limited to the internal scope of the project, ignoring the
project’s sustainability in an environment where competition and dependencies
coexist.

For the qualitative evaluation of the OSSECO, Jansen [14] proposed the
OSEHO model in 2014, which built a table through 3 layers: theory layer, net-
work layer, and project layer, and 3 dimensions: productivity, robustness, and
niche. The multi-dimensional evaluation model was formed by filling each unit
with relevant metrics of the OSSECO.

For the quantitative evaluation of the OSSECO, CHAOSS (Community
Health Analytics Open-source Software) [15], which is an open-source project
of Linux Foundation, focused on creating metrics on open-source community
health. Its latest publication CHAOSS Metrics [16] was released in April 2022,
including a total of 75 metrics that could be used to measure the health of the
open-source community. However, it has the problem of different granularity for
the division of metrics, which leads to the detailed and clear description of some
of the metrics, while the other metrics are too vague. Meanwhile, the publica-
tion only listed all the metrics without illustrating the connection among them,
which failed to propose a general evaluation method for OSSECO health.

3 Qualitative and Quantitative Evaluation Methods
of Open-Source Software Ecosystem Health

3.1 Data Acquisition Method

This paper completes the acquisition and storage of data through Augur, includ-
ing the number of issues, stars, and pull requests. Augur [17] is a suite developed
by CHAOSS to collect structured data about the FOSS software community. It
can build a set of relational repositories to collect trace data, normalize it into
a designed data model, and provide API for data access.
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After the collection, we use the REST API provided by Augur to obtain 43
metrics, including 42 integer metrics and 1 string metrics badge level (CII best
practice badge). For the badge level metrics, we define the value ‘in progess’ as 0
and the value ‘passing’ as 1, which allows it to be converted into an integer metric.

In addition, based on the analysis of Augur’s data model, this paper
adds four integer metrics - active subs, tag count, language count and con-
trb location count. The active subs metric counts the number of sub projects with
commit behavior in the past month, tag count counts the number of keywords
displayed by the project, language count counts the number of programming lan-
guages used by the project, and contrb location count counts the number of cities
where project contributors are located. In the end, 47 integer metrics were
formed.

The later analysis also used Augur’s data model as an important reference
to lay the data foundation for the final system development.

3.2 Qualitative Evaluation Method

We build the final qualitative model based on the OSEHO (Open-source Ecosys-
tem Health Operationalization) model proposed by Jansen et al. [14] in 2014.
Some metrics in the old model are out-of-date for today’s open-source ecosys-
tem, with new concepts and technologies emerging in recent years needing to be
supplemented. Furthermore, some metrics in the model are of relatively large
granularity, making it difficult to find specific definitions and descriptions in real
projects. Therefore, further refinement is required for the ultimate automated
analysis system.

Fortunately, the metrics released by CHAOSS give the answer to the real-time
and granularity problems of OSEHO. In addition, in response to the continuous
introduction of new functions and services by major open-source platforms, the
metrics of CHAOSS are also constantly being updated.

Modifications to OSEHO. This paper mainly analyzes and deletes the met-
rics of the network layer and project layer in OSEHO. The modified OSEHO
model is shown in Table 1.

Table 1. Modified OSEHO

Productivity Robustness Niche

Network New related projects Total number of active projects Variety in Projects

Layer Added knowledge about ecosystem Network connectivity

Events

Project KLOC/time period added Active contributors Variation in contributor type

Layer New by-products Number of users Variation in project applications

Bug fix time Contributor rating and reputation Supported languages

User satisfaction and ratings Variation in technologies

Downloads and usage
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Network Layer. The productivity of the network layer also represents the pro-
ductivity of the ecosystem. The number of downloads of new projects was a
metric of network productivity in OSEHO. But as a criterion for evaluating
project quality, it is relatively weak in terms of productivity, and is transferred
to the robustness evaluation index in this paper; other metrics are reserved.

The robustness of the network layer represents the anti-interference ability
of the ecosystem. The cohesion between projects, the consistency of the core
network, and the number of connections with other software ecosystems are
used to represent the connectivity of the network. And the cost of converting
to other software ecosystems represents the difficulty for participants in one
software ecosystem to transfer to another software ecosystem, which does not
explicitly indicate the strength of the system’s anti-interference ability, so this
metric is deleted.

The niche of the network layer contains only one metric of project diversity,
which describes the size of the opportunity for the system to open up new mar-
kets. A more diverse system of projects corresponds to the possibility of opening
up more markets and attracting more potential users.

Project Layer. Productivity metrics at the project layer can indicate a project’s
contribution to the entire ecosystem. As a direct product of productivity, the var-
ious by-products newly added by the project mark the status of productivity,
including work orders, technical branches, partners, and patents, while downloads
and usage are the evaluation of project quality rather than productivity. It is an
indicator of the robustness of the project, so it is transferred. And the current email
response time is less indicative of productivity, so this metric is deleted.

Analogous to natural ecosystems, ecosystems with more active components
are generally more robust, and the robustness of a project can also be measured
in terms of components’ quality and quantity: the number of active developers
and the number of end users represent the level of quantity, with various ratings,
downloads, and usage reflecting the quality of the project. Several evaluation
metrics based on the organizational level in the original OSEHO have been
deleted because the organization-based activities in the open-source ecosystem
are far less than the individual-based activities, the same as the network layer.

Project-level niche value metrics refer to whether the project allows enough
degrees of freedom and variation. Market diversity actually refers to niche mar-
kets, which are too macroscopic and empty. It can be approximated by project
application diversity, that is, projects with rich application scenarios must cor-
respond to their rich markets; other metrics are reserved.

Analysis and Selection of CHAOSS Metrics. After careful observation,
it is not difficult to find that most of the CHAOSS metrics overlap or are sim-
ilar to OSEHO’s. For those metrics that are similar, we will choose the more
clearly-described one. At the same time, CHAOSS Metrics also includes some
metrics that cannot be classified into any category in OSEHO. Based on the
classic framework, we just dump these metrics that cannot be classified. The
final finished model is shown in Table 2.
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Table 2. The qualitative evaluation model for OSSECO health

Productivity Robustness Niche

Network New related projects Total number of active projects Variety in Projects

Layer Added knowledge about ecosystem Network connectivity

Events

Project KLOC/time period added Active contributors Variation in contributor type

Layer New by-products Number of users Variation in project applications

Bug fix time Contributor rating and reputation Programming language distribution

User satisfaction and ratings Variation in technologies

Downloads and usage

License coverage

The productivity of the open-source ecosystem has always been indicated
by the number of products, so OSEHO and CHAOSS are basically the same in
terms of productivity. The security-related license coverage metric was added
to the robustness of the project layer, and the ‘supported languages’ metric
was changed to the ‘programming language distribution’ metrics supported by
CHAOSS in the niche of the project layer.

3.3 Quantitative Evaluation Model

The mathematical evaluation model of open-source ecosystem health needs not
only to undertake the qualitative evaluation model constructed in the previous
section, but also consider the feasibility of the final implementation. It means
that if the statistical data used in the model is difficult to obtain in reality (e.g.
the cost of converting an open-source ecosystem to other software ecosystems is
an objective quantity, but it is difficult to obtain specific data in reality), then
the availability and feasibility of the model are insufficient. Therefore, when
selecting the metrics involved in the final mathematical model, all metrics must
be obtained in actual statistical operations.

This paper adopts the method of layered weighting and multi-dimensional
display. First, each grid in the table is weighted by one layer to obtain the
evaluation score of a certain layer and a certain dimension (e.g. the robustness
score of the network layer is 78.67 points), and then The three dimensions of
each layer are weighted to obtain the evaluation score of each layer (e.g. the
health score of the project layer is 90.33 points), and finally, the two evaluation
scores of the network layer health degree and the project layer health degree
are used as the evaluation result. The health of the network layer reflects the
overall health of the community and ecosystem where the project is a part of the
open-source ecosystem, while the health of the project layer reflects the health
of the project in the actual development and application process.

Selection of Quantified Metrics. This paper focuses on the data model
and REST API provided by Augur in the selection of quantitative metrics, and
obtains 47 mathematical metrics as a candidate. The 47 metrics corresponding
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to the health evaluation model are classified by the category of Table 2. After
removing the relatively redundant metrics, we obtain the metrics in Table 3,
which is the final mathematical evaluation metrics used in the model.

Table 3. The evaluation model for OSSECO health

Productivity Robustness Niche

Network sub project count active subs tag count

Layer release count

Project fork count watchers count language count

Layer pull request count stars count contrib location

counts

commits count commiters count

patch count new contributors

issues count avg issue response

time(negative)

avg issue resolution issues active

time(negative)

line additions pull request acceptance

rate

number of license

badge level

Hierarchical Weighting. The Entropy Method is to determine the amount
of information contained in an index described by the information entropy and
then determine the importance of the index to the entire system. The larger
the entropy value, the smaller the amount of information, and the smaller the
impact on the entire system [18].

Assuming that the data of n example repositories is obtained through Augur,
the 22 secondary metrics in Table 3 are extracted and exported, and the values
of the metrics corresponding to the repository are shown in Table 4 respectively.

Table 4. Alphabetical representation of the metrics

First-level metrics name Alphabetical
representation

Second-level metrics name Alphabetical
representation

Productivity of network layer NPi sub project count npi1

release count np2i

The calculation method of the secondary weight corresponding to each
second-level metric is as follows (take the metrics ‘sub project count’ as an
example):
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1) Normalize all values corresponding to the metrics.
When the metrics is positive:

np1i =
np1i − min(np11, np12, ..., np1n)

max(np11, np12, ..., np1n) − min(np11, np12, ..., np1n)
(1)

When the metrics is negative:

np1i =
max(np11, np12, ..., np1n) − np1i

max(np11, np12, ..., np1n) − min(np11, np12, ..., np1n)
(2)

2) Calculate the information entropy Enp1 .

Enp1 = − 1
ln n

n∑

i=1

pnp1i ln pnp1i (3)

in which
pnp1i =

np1i∑n
i=1

(4)

3) Calculate the second-level weight Wnp1 .

Wnp1 =
1 − Enp1

2 − ∑2
j=1 Enpj

(5)

The calculation method of the first-level weight corresponding to each first-level
indicator is as follows (take ‘network layer productivity’ as an example):

1) Based on the known second-level weights, calculate the network layer produc-
tivity score of each repository.

NPi =
2∑

j=1

npji ∗ Wnpj
(6)

2) Normalize all values (there would be no negative metrics at this time)

NPi =
NPi − min(NP1, NP2, ..., NPn)

max(NP1, NP2, ..., NPn) − min(NP1, NP2, ..., NPn)
(7)

3) Calculate the information entropy ENP

ENP = − 1
ln n

n∑

i=1

pNPi ln pNPi
(8)

in which

pNP = − NP ′
i∑n

i=1 NP ′
i

(9)
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4) Calculate the first-level weight WNP

WNP = − 1 − ENP

3 − (ENP + ENR + ENN )
(10)

Finally, we get the network layer health and the project layer health of the
repository.

Ni = NPi ∗ WNP + NRi ∗ WNR + NNi ∗ WNN (11)

Pi = PPi ∗ WPP + PRi ∗ WPR + PNi ∗ WPN (12)

3.4 Score Conversion

The scores and weights calculated under formulas (1)–(12) will change according
to the original data, so there is no upper and lower limit for the score. Sometimes
it is difficult to judge whether the OSSECO is good or bad by just looking at
the score. Therefore, we need to convert the score to allow a higher reference
value, that is, every score is mapped to a 0–100 percentile score.

We consider fitting a normal distribution with the calculated scores, stan-
dardize it, and then use the probability distribution of each score as its final
percentile score which can reflect the ranking level of the item in all items.

Assuming that the scores of n example repositories are (s1, s2, ..., sn), the
score normalization method used in this paper is as follows:

1) Calculate the mean μ and standard deviation σ of n samples as two parame-
ters of the normal distribution.

μ =
s1 + s2 + ... + sn

n
(13)

σ =
√

(s1 − μ)2 + (s2 − μ)2 + ... + (sn − μ)2 (14)

2) Do the standard transformation of si and convert it to the value μi on the
standard normal distribution.

μi =
si − μ

σ
(15)

3) Get the final percentile score by looking up the standard normal distribution
table.

si = P{x ≤ μi} ∗ 100% (16)
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4 System Design and Implementation

Based on the established OSSECO health evaluation method, this paper designs
and implements an OSSECO health evaluation system, which can realize the
automatic evaluation of the OSSECO health degree on the Internet, and supports
additional functions such as login and collection.

4.1 System Design

The target OSSECO health assessment system should include an account sys-
tem, search and display system, and collection system. The system architecture
diagram of this system is shown in Fig. 1.

The platform used to display the mathematical model of OSSECO health
assessment is positioned as a Web system. Since its main function is displaying,
the overall structure is relatively simple and can be developed using a general
request-response model.

The front-end uses the current mainstream Vue3.0 framework and Vuetify
component library for page development, and the data visualization part uses
Apache Echarts visual components. The back-end is developed using the Python-
based lightweight microservice framework flask, which is easy to add functions
and iterative optimization later. At the same time, the back-end also needs to
control Augur’s configuration and data collection. Consistent with Augur, we
use PostgreSQL to ensure good data transfer, access, and manipulation.

Fig. 1. System Architecture
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Table 5. Sample repositories

Repository name Address

chaoss/augur https://github.com/chaoss/augur

chaoss/grimoirelab https://github.com/chaoss/grimoirelab

flutter/flutter https://github.com/flutter/flutter

Azure/azure-rest-api-specs https://github.com/Azure/azure-rest-api-specs

huggingface/transformers https://github.com/huggingface/transformers

alibaba/fastjson2 https://github.com/alibaba/fastjson2

jojoldu/junior-recruit-scheduler https://github.com/jojoldu/junior-recruit-scheduler

tokyo-metropolitan-gov/covid19 https://github.com/tokyo-metropolitan-gov/covid19

FarbstoffRSL/RSL-Helper https://github.com/FarbstoffRSL/RSL-Helper

https://github.com/FarbstoffRSL/RSL-Helper https://github.com/gustavoguanabara/html-css

4.2 Back-End Implementation

Data Acquisition. The goal of this section is to find open-source data acquisi-
tion channels and build a suitable database for storing data. The acquired data
is required to be real-time and comprehensive and to support the later system
platform development. In this paper, the data of 10 typical projects on Github
were successfully collected as a reference for applying the Entropy Method in
the mathematical model establishment stage. Sample repositories are shown in
Table 5.

The selection of sample repositories is required to be representative and
extensive. We select two, Augur and GrimoreLab, as representatives of ordi-
nary repositories with general maintenance conditions, while the remaining 8
repositories are recommended by GitHub’s Trendings, representing more active
projects. The active 8 repositories include 3 English repositories, 1 Chinese repos-
itory, 1 Japanese repository, 1 Korean repository, 1 German repository, and 1
Portuguese repository, which ensures the extensiveness of sample selection.

Implementation of Back-End Key Modules. The back-end of the OSSECO
health evaluation system established in this paper includes three modules:
account module, collection module, and data management module. The account
module and the collection module are mainly composed of API interfaces, which
are used to respond to the HTTP requests related to login, registration, and
collection sent by the front-end. The key module of the back-end is the data
management module, and its main components are database management ser-
vice, evaluation service, Augur control service, and API interface.

4.3 Web-Based Front-End Implementation

This paper made a prototype of the system and completed the development of
the front-end of the whole system according to the prototype.

The system consists of 6 pages and a navigation bar. The basic components
of the page are developed based on Vue.js, all styles are carefully designed, and

https://github.com/chaoss/augur
https://github.com/chaoss/grimoirelab
https://github.com/flutter/flutter
https://github.com/Azure/azure-rest-api-specs
https://github.com/huggingface/transformers
https://github.com/alibaba/fastjson2
https://github.com/jojoldu/junior-recruit-scheduler
https://github.com/tokyo-metropolitan-gov/covid19
https://github.com/FarbstoffRSL/RSL-Helper
https://github.com/FarbstoffRSL/RSL-Helper
https://github.com/gustavoguanabara/html-css
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the styles are unified and reusable. Charts are developed by Echarts, which
configures the chart by the data sent from the back-end. The front-end uses
HTTP to request and send data to the back-end (Fig. 2).

Fig. 2. Screenshot of the evaluation result

The evaluation result page above mainly displays the analysis results of the
target project, including real-time health scores and trends. The radar chart in
the upper left corner of the page shows the scores of the three dimensions in
the two layers(blue is the project layer, and green is the network layer). The
line chart in the upper right corner of the page shows the health trend of the
project over the past eight months. The three bar charts at the bottom of the
page respectively show the trend of the score in three different dimensions in the
past six months. Users can follow or unfollow a project by clicking the yellow
star button next to the item title.

5 Experiment on Open-Source Software Ecosystem
Health Evaluation

In order to verify the accuracy of the established OSSECO health assessment
method, this paper uses the data from obtained 10 sample repositories to conduct
OSSECO health evaluation experiments, simulate the entire evaluation process,
and analyze the evaluation results.
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5.1 Data Acquisition and Score Calculation

Obtain the data of 10 example repositories in Table 5 through Augur, extract
22 first-level metrics in Table 3, and divide them into 6 groups according to the
classification of Table 3. For each group of data, calculate the first-level weight
corresponding to each first-level metric under formula (1)-formula (5). Then,
according to the obtained first-level weights, the first-level scores of each reposi-
tory are calculated respectively. Finally, the scores are converted under formula
(13)-formula (15). The obtained percentile scores are shown in Fig 3 (the result
is kept to one decimal place).

Fig. 3. Second-Level scores of sample repositories

The scores before conversion are divided into 2 groups according to the net-
work layer and the project layer. For each group of data, the first-level weight
corresponding to each first-level metric is calculated under formula (6)-formula
(10), and under formula (11)–(12) we calculate the health score of each repos-
itory. Finally, we convert the scores under formula (13)-formula (15), and the
obtained percentile score is shown in Fig. 4 (retain 1 decimal place for the result).
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Fig. 4. Final scores of sample repositories

5.2 Result Analysis

It is not difficult to find that even as ordinary projects, there is still a relatively
large gap in the project layer health of Augur and GrimoireLab. This is due to
the more timely maintenance and update of Augur, while GrimoireLab has had
a significant decrease in activity since December 2021 after the completion of the
development. As independent projects that are less related to other projects, the
performance of the two at the network layer is slightly poor, revealing the poten-
tial vulnerability of the open-source ecosystem in which they are located. The
same network layer problems can be reflected in the German-language project
Farbsto and the Portuguese-language project Gustavo.

As a recent phenomenon-level open-source UI development tool, Flutter has
been well received by developers since its launch. The number of contributors to
open-source repositories is also increasing month by month, indicating that its
ecological environment is growing.

The cloud computing service Azure launched by Microsoft ranks second only
to Flutter in the network layer, showing its advantages as a product of a large
company - a complete product chain, rich related products, and excellent com-
patibility, and at the same time, higher projects layer health can also show its
good pace of development.

The same can explain the high network-level score of the tokyo-metropolitan-
gov project. The project is in charge of the Tokyo government and is connected to
many subordinate subsystems. Its user scale is larger than ordinary organizations
and projects.

As a large-scale company project similar to Azure, Alibaba’s FastJSON
project is also relatively healthy at the network layer, because it has a relatively
close connection with many other projects of Alibaba, and Alibaba’s software
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ecosystem has been developed for a long time with considerable scale and sta-
bility. But the project-level score points out that the current development and
maintenance pace of the project still requires further governance.

Huggingface and Jojoldu are representatives of English and Korean Trending
projects respectively. Considering the characteristics of the number of people
using natural language, their scores are relatively good among similar language
projects, and they can be used as project representatives with a relatively healthy
network layer and project layer.

Through the above analysis, it can be found that the OSSECO health eval-
uation system proposed in this paper already has a certain usability, and with
the increase of data recorded in the database in the later stage, the calculated
weights will be more accurate, which can provide developers and managers with
strong data support for project and ecosystem governance decisions.

6 Conclusion

In view of the current health measurement problem of open-source ecosystems,
the quantitative models in the existing research results are often not applicable
to most ecosystems, and the descriptions of qualitative models are too vague and
general, neither of which can directly give an open-source ecosystem. Universal
Health Assessment Program. This paper combines the classic OSEHO model
and the rapidly developing CHAOSS open-source community metrics, establishes
an OSSECO health evaluation model that can provide specific scores based on
Entropy Method, and develops an OSSECO health evaluation system based on
this model. It can automatically evaluate the health of open-source projects on
GitHub and GitLab, two open-source code hosting platforms, and analyze the
software ecosystem health of 10 open-source projects on GitHub.

In the future, while continuously improving the OSSECO health assessment
model that has been built, we will also independently define indicative OSSECO
health metrics based on the current performance of open-source projects and
ecology (especially ecological aspects).
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Abstract. With the progress of society and science, various fields have achieved
unprecedented development. Various research directions and problems have blos-
somed, and a huge amount of scientific literature has emerged. Scientific literature
contains rich “knowledge”, e.g., research hotspots and topics. If those “knowl-
edge” can be obtained from scientific literature, it would be of great practical
significance to both government and researchers. The existing methods generally
obtain “knowledge” by analyzing the semantics of scientific literature, which is
complex and time-consuming. In this paper, we aim to explore new methods of
research hot word extraction and research topic discovery from the perspective of
network. Firstly, the word network is constructed based on the text of scientific
literature. Next, a research hot word extraction method based on node central-
ity and a structural topic discovery method are proposed on the word network.
Then, the consistency between structural topics and semantic topics is explored.
Finally, the proposed methods are experimentally verified on a real dataset. The
experimental results show that the proposed centrality based hot word extraction
method can effectively extract research hot words, and the topics obtained by the
structural topic discovery method are consistent with the semantic topics in some
cases, providing a new way to textual knowledge discovery.

Keywords: topic discovery · network structure · centrality · clustering ·
community discovery

1 Introduction

Scientific literature is the main manifestation of scientific research carried out by scien-
tific and technicalworkers, and it condenses the highestwisdomof humanbeings, gathers
the concerns of various research fields and even the whole human society, and contains
the intricate relationships between research problems and key technologies. Therefore,
by observing and analyzing scientific literature, we can understand the concerns and key
technologies of different research fields and capture the correlation between them, and
even find interesting patterns which would give us a deeper insight on the development
of science and technology. For instance, mining research hotspots and topics hidden
in scientific literature is significantly important to researchers and governments, since
research hotspots and topics can tell what the concerns are in different fields. In recent
years, the scientific literature has shown a rapid growth and a large number of scientific
articles have been appearing, since many countries pay more and more attention to sci-
entific research. Taking China as an example, it has ushered in the peak period of rapid
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growth of scientific articles since the reform and open policy was executed. According
to reports from China Science and Technology Network, the total number of scientific
papers indexed by SCI, SSCI and the Humanities andArts Citation Index (A&HCI) from
China exceeded 10,000 in 1995; the number of scientific articles from China was nearly
140,000 in 2010; and the annual output of scientific articles is nearly 290,000 in 2015.
Obviously, to observe and analyze “knowledge” from such a large amount of scientific
literature, it is extremely unrealistic to only rely on manual labour.

Fortunately, data mining has been developed widely and the related technologies are
more and more mature, making it possible to automatically accomplish a lot of tasks
using machines. Data mining refers to the process of extracting hidden rules and valu-
able information from a large amount of data by algorithms, involving mathematical
statistics, machine learning, pattern recognition, etc. A natural way to apply data min-
ing to exploring “knowledge” from scientific literature is performing text mining on a
collection of articles, since each article in the scientific literature is essentially a doc-
ument. For example, we can use clustering to categorize articles into different groups,
and many methods, e.g., traditional clustering algorithms such as K-means [1] and its
variants, and ontology-based clustering [2], are available to text clustering. We can also
use topic models such as Probabilistic Latent Semantic Analysis (PLSA) [3], Latent
Dirichlet Allocation (LDA) [4], and their variants to detect research topics. We can also
simply count word and take the words with high frequency as research hot words. How-
ever, regarding to the traditional clustering methods, each article (or the used text of
each article) is required to be represented as numerical vector using techniques such as
coding or Doc2vec [5]. The former one must use an element to represent each word
appearing in the corpus, i.e., the length of the numerical vector is equal to the number
of words, consuming a huge amount of memory and computation time; the later one
is developed based on Word2vec and is much more complicated, and it also requires a
corpus large enough to obtain good representation. Regarding to topic models, they can
automatically extract topics as well as the belongingness of each article to each topic
based on text information, but the quality of the model is not guaranteed and the major
problem is that the topic result is not visual and may not reflect the difference between
topics. In addition, word frequency indicates the number of times that a word appears in
the used articles and reflects word’s popularity, but it does not consider the interaction
and similarity between words.

In this paper, we mine “knowledge”, specifically hot words and topics, in scientific
literature from the perspective of network, and study the consistency between structural
topics and semantic topics for the first time, with the aim of exploring a more visual
and effective method to mine the main research contents and concerns in scientific
literature. First, a word network is constructed to represent the collection of scientific
literature. Second, a method of hot word extraction based on node centrality is proposed
to identify research hot words from the word network. Then, a structural topic discovery
method is proposed to detect research topics according to the topological structure of
the word network. The consistency between structural topics and semantic topics is
also explored. Finally, experiments are conducted on a collection of scientific literature
in the field of computer science to test the proposed methods. Experimental results
show that the research hot words can be effectively extracted by the proposed hot word
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extraction method, and the obtained structural topics can be consistent with semantic
topics. This result implies that it is feasible to discover the main contents and concerns in
scientific literature from the perspective of network, providing a newway to “knowledge”
discovery in text.

The organization of rest part is as follows. The most related work is described in
Sect. 2. Section 3 presents the hot word extraction method based on node centrality.
Section 4 presents the structural topic discovery method and analyzes the consistency
between structural topics and semantic topics. Experiments are presented in Sect. 5, and
Sect. 6 concludes the work.

2 Related Work

To detect research hot words in scientific literature, one can simply count each word
appears in articles. However, for an article not each word is informative to the main
content. It is thus more realistic to only count the keywords since they condense the
most concerned content of article. There are commonly keywords explicitly provided
for an article, but one may perform keyword extraction to obtain more objective and
suitable keywords. As a fundamental problem in text mining, keyword extraction has
been researched widely and there are many ways to extract keywords. For example,
one can train a machine learning model on a set of documents where the keywords are
known and then used the resulting model to obtain keywords for documents where the
keywords are not known [6]. One can also apply statistical methods to obtain keywords.
The n-gram statistics [7], word frequency, TF-IDF [8], word co-occurrence, and PAT tree
[9] can all be used as statistics of words. Particularly, Biswas et al. proposed KECNW,
which is based on node edge rank centrality with node weight depending on various
parameters, to extract keywords [10].

To detect research topics in scientific literature, one can use topic models. LDA [11]
is a classical model for topics mining in a set of documents. It applies statistics to obtain
the topics and the distribution of each document on the topics. LDA can efficiently
infer topics, but the number of topics is artificially preset. The HDP model overcomes
this limitation by automatically determining the number of topics, but the number of
hidden parameters in HDP increases with the data size [12]. The related topic model
(CTM) represents another extension of LDA, and it uses a logistic normal distribution
to model the variability in the topic proportions of each document to discover related
topics [13]. Linstead et al. first used LDA to extract topics in source code and visualize
software similarity [14]. Zhao et al. proposed a personalized topic recommendation
method based on LDA, called hashtag-LDA, to discover latent topics in microblog [15].
Yin et al. propose a topic model named as LGTA, which is a combination of topic
modeling and geographic clustering, to detect topics from geographic information and
GPS related documents [16]. Link-LDA is extended from LDA to discover latent topics
in a collection of articles by combining citation structures and textual information [17].
Some researchers also integrate author information into LDA, PLSA or HDP to solve
the problem of mining author-topic distribution [18]. Cuietal utilizes TextFlow to show
the split and fusion of themes [19]. Liu developed a method for mapping technological
evolutionary paths using a novel nonparametric topic model named as CIHDP, which
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adds citation information to the topic model to determine the number of topics for better
dynamic topic detection and track scientific literature [20]. BALILI et al. proposed the
TermBall framework, which can simulate the knowledge structure of research topics
and track or predict the evolution of research topics [21]. TermBall represents research
topics as communities of keywords in a dynamic co-occurrence network.

3 Research Hot Word Extraction Based on Node Centrality

Two problems need to be solved to extract research hot words from the perspective of
network. One is how to construct a network based on text data of scientific literature. The
other one is how to use the structure of word network to determine hot words. To solve
these two problems, we propose a research hot word extraction method based on node
centrality. The method consists of two steps: 1) construct a word network according to
the adjacent positions of words; 2) apply a centrality metric to calculate each node’s
centrality value in the word network, and then select the words corresponding to nodes
with high centrality value as hot words. Next, we will describe the two steps in detail.

3.1 The Construction of Word Network

For a collection of scientific literature, we first extract each article’s abstract and con-
catenate all the abstracts to form a text. Here we only consider abstract for each article
because abstract condenses the research content of a article. Then, we preprocess the
text by removing meaningless words and irrelevant words. Meaningless words refer to
words without specific meanings such as conjunctions, prepositions and modal verbs.
Irrelevant words refer to unimportant words. For a word, its importance is measured as.

R(id) = atf id ∗ log(
N

nid
) (1)

where atf id is the times of word id (each word is assigned a unique id ) appearing
in the text, N is the number of articles, nid is the number of articles where word id
appears. After the importance of each word is evaluated by Eq. 1, the words with small
importance are considered as unimportant nodes and are eliminated. Actually, we find
that the distribution of word importance follows a long tail distribution, i.e., a lot of
words have small importance while a few words have extremely large importance.

After the preprocessing above, we construct the word network as follows: each word
in the text is represented as a node, and if two words are adjacent to each other in the
same sentence, a directed edge is established between the corresponding two nodes. For
example, given a text with only one sentence “w1 w2 w1 w3.” where w1, w2, and w3
are three different words, the word network constructed from this text contains 3 nodes
with each one representing one word; and because w1 and w2 are adjacent to each other
in this sentence, there is a directed edge from w1 to w2. Similarly, there are directed
edges from w2 to w1 and from w1 to w3.
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3.2 Node Centrality Calculation and Hot Words Selection

The centrality of a node is used to evaluate the importance or influence of the node,
generally according to the network structure [22]. Thus, we can utilize the centrality
of nodes in word network to extract the hot words in scientific literature. There are
many centrality metrics in the literature, e.g., degree centrality, betweenness centrality
[23, 24], closeness centrality [25], PageRank centrality [26], eigenvector centrality [27].
Some metrics based on local structure such as local clustering coefficient [28] and
neighborhood conductance [29] can be used as local centrality. Among these centralities,
which one is more suitable for our case? First, hot words should appear frequently;
second, hot words should span multiple domains. Moreover, we find that the word
network is very dense, and most nodes have relatively high degree and all nodes have a
degree more than 50 (see experimental part for details). It means that most nodes meet
the first condition. For a node vi, its betweenness centrality is calculated as:

(vi) =
∑

s �=t �=vi

σst(vi)

σst
(2)

where σst is the number of shortest paths from node s to node t, and σst(vi) is the number
of shortest paths through vi. It can be seen from Eq. 2 that if a node frequently appears on
the shortest paths between other nodes, its betweenness centrality is high, implying that
nodes with high betweenness centrality are important bridges connecting other nodes.
This meets the second condition. Therefore, we calculate the betweenness centrality of
each node in the word network, and then select as hot words the words corresponding
to nodes with high centrality value. Specifically, nodes are sorted in descending order
of centrality value, and the top k nodes are selected to obtain hot words.

4 Structural Topic Discovery and Consistence Analysis

4.1 Structural Topic Discovery

The word network reflects the contextual relationship between words, and the nodes that
are densely connected in the word network are context-dependent on each other. We
call the context-dependent words as a structural topic, since they are grouped together
through the topology of word network. Discovering structural topics is essentially the
task of community detection, since each structural topic corresponds to a groupof densely
connected nodes in the word network. Thus, we can perform community detection on
the word network to complete the discovery of structural topics.

Community detection is to find out the subsets of densely connected nodes and take
each of these subsets as a community [30], and is a fundamental problem in network
science. There have been a large number of community detection algorithms proposed
in the literature [31], we can choose one of them to perform on the word network, and
take each obtained community as a structural topic.
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4.2 Consistence Analysis

Further, it is interesting to explore whether the structural topic is consistent with the
semantic topic obtained through semantics (e.g., the topic obtained by LDA). If the
structural topic is consistent with the semantic topic, then we can discover topics through
word network, without using more complex methods such as topic models. Then, how
to analyze the consistence between structural topics and sematic topics? After obtaining
the structural topics as described in the previous subsection, we follow three steps to
fulfil this task: 1) cluster words into different groups to obtain sematic topics; 2) analyze
the connectivity within each semantic topic; 3) analyze the distribution of each cohesive
sematic topic on structural topics.

Sematic Topics. To obtain sematic topics, we first apply the technique of Word2vec
to represent each word as a vector, then use K-means to cluster the word vectors into
different groups. Each group is taken as a sematic topic.

Connectivity within a Semantic Topic. For a semantic topic ST i, we randomly
choose a word in it, and take the node corresponding to the chosen word as starting
node to perform the breadth-first search algorithm on the word network, with the con-
strain of ST i. In particular, for a node encountered by the breadth-first search algorithm,
if the corresponding word belongs to ST i, then the breadth-first search will continue on
this node; otherwise, the breadth-first search is truncated at this node. If the correspond-
ing node of each word in ST i has been visited after the breadth-first search terminates,
ST i is cohesive; otherwise, it is not.

Distribution of a Cohesive Semantic Topic on Structural Topics. For a cohesive
semantic topic ST i, , find the structural topics that overlap with it (two topics are over-
lapped if they have at least one common word), and evaluate the degree of overlap
between ST i and each of these structural topics.

5 Experimental Results and Analysis

In this section, the proposed methods are tested, and the consistency between structural
topics and semantic topics is analyzed. The used dataset is obtained by crawling articles
published inACMand IEEE (only the articles related to computer science are considered
in this publisher) from 2015 to 2019, and a total of 11,592 articles are contained.

Word Network. Following the method described in Sect. 3.1, we construct the word
network corresponding to the dataset, and its structural information is as follows: the
word network contains 849 nodes and more than 100,000 edges, and the average degree
is 135.11, the average length of the shortest paths is 1.84, the density is 0.159, and the
average clustering coefficient is 0.333, implying that theword network is relatively dense
and nodes can easily reach each other. In addition, the degree distribution of the word
network is shown in Fig. 1. It can be seen that this distribution is quite different from
the well-known power-law distribution, and even the minimum degree is larger than 50.
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Fig. 1. Degree distribution of word network

Hot Words. The betweenness centrality distribution is shown in the left figure in Fig. 2.
It can be seen that the range of the centrality values is [12.8, 30654.5]which is a relatively
large span; this distribution follows a power-law distribution, which implies that only a
few nodes have a very high centrality value and most nodes have a very low centrality
value. We empirically take the top 30 words as hot words and show them separately in
the right figure of Fig. 2. It can be seen that the hot words are common technical terms
such as model, algorithm and graph, and there are also some words related to research
topics such as recommendation, classification and cluster.

Fig. 2. Betweenness centrality distribution (left) and the top 30 hot words (right).

In addition, we analyze the neighborhood of hot words. Specifically, for each hot
word, we get the neighbor nodes of its corresponding node, and sort these neighbor
nodes in descending order of centrality value. We find that all the hot words have very
similar neighbors with high centrality, which are further very similar to the hot word set.
Taking “graph” as an example, the first 30 neighbor nodes are exactly the same to the
top 30 hot words (the ones shown in the right figure in Fig. 2). This implies that all the
hot words are highly connected. Further, it seems that the word network is composed of
highly connected hot words and marginal words closely surrounding the hot words.

Structural Topics and Consistence with Semantic Topics. To obtain the structural
topics on the word network, we apply a very popular algorithm of community detection,
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named as Louvain [32], to perform community discovery on the word network, and each
community is taken as a structural topic. In order to evaluate the quality of the obtained
structure topics from network structure (i.e., the quality of the discovered communities),
we apply two metrics: conductance and density. The conductance of a community is the
proportion of out-going edges to the total edges induced by the nodes in this community,
and density is the ratio of edges in the community to the ones in the complete graph
containing the same nodes. Lower conductance indicates better community while higher
density indicates better one. The details of the two metrics are referred to [33]. The left
figure in Fig. 3 shows the evaluation result (isolated nodes are not shown); each node
represents a community and the node size is proportional to the community size, the
value on the left of “-” is conductance and the one on the right is density. It can be seen
that the connections within communities are relatively dense (high density), but there are
also many connections between communities (high conductance). It can be inferred that
the boundary between communities is blurred, which is reasonable in dense networks.

Fig. 3. The quality of the structural topics from the perspective of network structure (left) and the
obtained structural and semantic topics and their distribution (right)

To obtain the sematic topics, we apply Word2vec to convert each word into a vector
of 100 dimensions, and then use K-means to cluster the word vectors into different
groups. Consequently, 35 semantic topics are obtained. After checking the connectivity
of semantic topics, we find that the semantic topics to which the hot words belong are
all cohesive. This means that the hot words have good connectivity in the word network,
which is consistent with the definition of betweenness centrality. Besides, there are
three semantic topics that are not cohesive, but they are also semantically unimportant.
To analyze the consistence between structural topics and semantic topics, we compare
structural topics and semantic topics from amacro perspective, and the results are shown
in the right figure of Fig. 3, where each separated part indicates a structural topic, and
each color indicates a semantic topic. It can be seen that there are three types of semantic
topics that are relatively tight in structure, and most words of them are within the same
structural topic. The first type is related to proper nouns (such as GPU, disk, file, etc.),
including three semantic topics. Most words in them are distributed within one structural
topic (the largest structural topic in the upper left corner), and they are the mainmembers
of that structural topic. The second typemainly involves business andmarketmedia (such
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as amazon, commerce, sale, profit, market, twitter, etc.), including three semantic topics.
Most words in them are also within the same structural topic (the largest structural topic
in the lower right corner). The third type also includes three sematic topics, mainly
involving expressions related to daily life (such as traffic, taxi, bus, GPS, home, car,
vehicle, weather, etc.). To these three types of sematic topics, each of them concentrates
on one structural topic, indicating that these sematic topics are similar to structural topics.
Furthermore, thewords belonging to semantic topics related to graph theory are basically
distributed in the leftmost structural topic, but this structural topic also contains other
words such as bridge, connectivity, neighbor, and motif, which are all related to graph
theory. This indicates that in this case the structural topic is better than the semantic
topic. In addition, there are eight isolated nodes (upper left corner) corresponding to
words of model, framework, application, machine, feature, recommendation, graph and
algorithm, respectively. There are also 4 semantic topics scattered in multiple structural
topics, which are pink-purple, green, orange, and brown, and we find that the words of
these sematic topics are unimportant in terms of centrality. From the discussion above,
it can be inferred that in some cases the structural topics and the semantic topics are
consistent.

6 Conclusion

From the perspective of network, this paper explores the methods of extracting research
hot words and discovering research topics in scientific literature. Specifically, a word
network is constructed to represent the contextual relationship of words in abstracts of
articles. Based on the word network, we propose to extract hot words by node central-
ity and discover structural topics by community detection. Moreover, we analyze the
consistency between structural topics and sematic topics. Experimental results on a col-
lection of articles show that the proposed hot word extraction method can effectively
extract research hot words, and the structural topics are consistent with semantic topics
in some cases. This provides a potential way to mine research hot words and topics.
However, this work is preliminary and requires more study in the future. For example,
testing the methods on large datasets to obtain pervasive conclusion, trying or designing
more suitable methods to discover structural topics, and designing suitable metrics to
improve consistence analysis.
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Abstract. In the multi-agent adversarial scenario, there are problems such as par-
tial observability, exponential increase in the state space and action space of agents,
non-stationary environment, and credit allocation. In order to solve the above prob-
lems,this paper proposes a value decomposition deep reinforcement learning algo-
rithm QMIX-NA based on the reward query attention mechanism.The algorithm
introduces batch regularization and attention mechanism to reduce the complexity
of the algorithm and improve the performance of the algorithm. Finally, simula-
tion experiments are carried out in the StarCraft 2micro-management environment
SMAC.The results show that the performance of theQMIX-NAalgorithm is better
than the traditional value decomposition deep reinforcement learning algorithm.

Keywords: Multi-agent reinforcement learning · Attention mechanism · Batch
regularization

1 Introduction

Reinforcement learning plays an important role in the field of agents today. Reinforce-
ment learning has good applications in Atari games [1], Go games [2], intelligent trans-
portation [3] and resource allocation [4]. Traditional reinforcement learning algorithms
such as Q-learning [5] and policy gradient learning [6] are difficult to meet today’s
task requirements,especially in the multi-agent field.With the increase of the number
of agents, the state space and the action space will expand exponentially, the data will
become difficult to process, and the complexity also will be increased [7]. Agents may
also influence each other’s policies, and problems such as environmental non-stationarity
and credit assignment [8] also make it difficult for the learned agent policies to converge.

Partially observable and adversarial multi-agent problem requires that a single agent
can only observe and make decisions within the observation range, which is more sim-
ilar to the adversarial environment in the real world. Currently, the main solution to
this problem is centralised training with decentralised execution framework[9]. This
framework requires agents to use global information during training, and communica-
tion constraints between agents are removed. During testing, the agent communication
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constraints was turned on, and the agent also changed back to a partially observable set-
ting. The centralized training with decentralised execution framework can be simulated
in the laboratory.

At present, partially observable multi-agent algorithms mainly include COMA, IQL
[10], VDN [11] and QIMX [12]. COMA is an algorithm based on policy gradients,
all agents share a critic network, the output policies and output actions of the actor
network of all agents are input into the critic network for training, and the algorithm
proposes a counterfactual baseline to solve credit allocation problem. The IQL algorithm
utilizes an actor-critic architecture, where each agent has an actor-critic trained to derive
a policy.VDN and QMIX are based on value decomposition to solve the multi-agent
adversarial problem. The action value function of each agent is mixed to the total action
value function for training, and then decentralised for testing.

Traditional deep reinforcement learning algorithms based on value decomposition
cannot effectively use sample information. Algorithms fail to optimize observations
and global state, resulting in increased computational complexity and redundancy. To
solve such problems, this paper proposes a value decomposition reinforcement learning
algorithmQMIX-NAbasedon rewardquery attentionmechanism,which extendsQMIX.
Firstly, the algorithm inputs the observations and actions into the batch regularization
layer to obtain the data,then the data is passed through the agent network to get the action
value function of the agent, and the greedy strategy is used to get the action of the agent
in the current time step. Second, the global state and the reward value in the observation
range are passed through the attention mechanism layer, where the reward value in the
observation range is used as the query, and then calculate the correlation between the
global state and the reward value to obtain the attention value.Finally, the attention value
is input into the hypernetwork to get the parameter of themixing network. TheQMIX-NA
algorithm is simulated in the SMAC environment. The experimental results show that
the QMIX-NA algorithm is better than the traditional reinforcement learning algorithm
based on value decomposition in both the average winning rate and the average return.

The main contributions of this paper are as follows:

1. A value decomposition reinforcement learning algorithm based on reward query
attention mechanism is proposed. The attention value is obtained by calculating the
correlation between the reward of the agent and the global state, where the reward
is used as the query. Input the attention value into the hypernetwork to get the
parameters of the mixing network. This approach can obtain more important state
information in the current time step,and improves the efficiency of the algorithm.

2. The observations and actions are input into the batch regularization layer for batch
regularization, and their output is input into the agent network. The agent network
obtains the action value function of the agent. This approach improves convergence
speed.

3. The algorithm proposed in this paper is simulated in StarCraft II micromanage-
ment. Experimental results show that the new algorithm performs better than other
reinforcement learning algorithms.
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2 Background

A fully cooperative adversarial multi-agent task can be described as a decentralised
partially observable Markov model (Dec-POMDP), it consists of a tuple G =
〈S, n,A,P, r,U ,O, γ 〉, s ∈ S describes the global state of the environment [13]. n is the
number of all agents, where i ∈ n. A represents the set of action spaces, agent i selects
an action ai, and the actions selected by all agents are combined into a joint action value
a ∈ A. P represents the state transition function, which means that the system selects a
joint action at a certain time step to make the multi-agent system transfer from one state
to another state, and its expression is P

(
s′|s, a ) : S × A × S → [0, 1]. r is the value

of the reward function shared by the agents, r(s, a) : S × A → R. γ ∈ [0, 1) is a
discount factor.U is the individual agent observations according to observation function
U (s, a) : S × A → O. Each agent has an action observation history value τ i ∈ T ≡
(O × A)∗, which conditions a stochastic policy π i(ai|τ i) : T × A → [0, 1]. The joint
action value function isQπ (st, at) = Est+1 : ∞,at+1 :∞[Rt |st, at], whereRt = ∑∞

k=0 γ irt+k
is the discounted return.

2.1 Deep Q-Learning

DeepQ-learning refers to the combination of neural network and reinforcement learning,
and uses neural network to learn action value function [2]. In order to make better use
of samples, deep Q learning uses experience replay pool to store sample

〈
s, a, r, s′

〉
, and

extracts samples during training. s′ is the new state generated after state s selects action
a. θ is learned by taking samples in batches of transition tuples in the experience replay
pool and minimizing the TD squared error. The TD error loss function of the action
value function is given by the following expression:

L(θ) =
b∑

j=1

[(
yDQNj − Q(s, a; θ)

)2]
(1)

yDQN = r + γ max
a′ Q

(
s′, a′; θ−)

(2)

θ− is the parameter of the target network, this target network parameter is updated
by the value of θ in each epoch and keeps its value unchanged for many times of training.

2.2 Value Decomposition Network

VDN is a reinforcement learning algorithm based on value decomposition. In this algo-
rithm, the action value function of each agent is summed to obtain Qtot , and the action
value function of each agent can only be learned through its own observations:

Qtot(τ, a) =
n∑

k=1

Qk

(
τ k , ak; θk

)
(3)

The loss function of VDN is the same as Eq. (1), except that Q is replaced by Qtot .
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2.3 Batch Regularization

During the training process of the neural network, the parameters of network layer also
change with the update of input data [14]. This phenomenon causes the network to be
extremely unstable, which leads to the failure of the algorithm to converge. In order
to solve the above problems, batch regularization method is proposed to alleviate the
variation of the input data distribution. The idea is that the input data will be processed
at each network layer so that the mean is zero and the variance is one. In this way, the
problem that the input data distribution is always changing and affecting the training of
the later layer network is avoided.

2.4 Attention Mechanism

The attention mechanism is mainly based on the way of human cognition [15]. When
processing information, humans focus on the information they need and ignore the
information that is not important. This is an important way for humans to find valuable
parts in a large amount of information with limited processing resources. Attention
mechanisms improve the ability to process data and increase efficiency. In the attention
mechanism, a query vector q is defined, and some information in the vector X is selected
by q.

3 QMIX-NA Algorithm

In this paper, we propose a multi-agent adversarial reinforcement learning algorithm
based on the reward query attention mechanism(QMIX-NA). Based on QMIX, the algo-
rithm introduces reward query attention mechanism method and batch regularization
method.

QMIX is a deep reinforcement learning algorithm based on value decomposition,
which extends the constraints of VDN so that Qtot and Qk only need to satisfy the
monotonic condition. QMIX consists of individual agent networks andmixing networks.
Individual agent network is used to generate action value function and action. Themixing
network mixes the Qk of each agent to Qtot and its parameters are mainly generated by
the global state and then input into the hypernetwork.

It is difficult for QMIX to effectively use the global state information of the envi-
ronment. The global state includes all the state information of the ally and the enemy,
and the data is very large. Not all of the global states have an impact on the current
decision task. We input all the global state information into the system, which will cause
the increase of algorithm complexity and computation cost. This paper proposes the
QMIX-NA algorithm to solve the problem that global state information cannot be effec-
tively utilized. Compared with QMIX algorithm, the new algorithm adds a network layer
of reward query attention mechanism.This layer calculates the correlation between the
reward of the agent within the observation range and the global state of the environment,
and obtains a new global state value, where the reward value is used as a query. This
process focuses on the states that have themost impact on the decision in the current time
step. The new state is input into the hypernetwork to get the parameters of the mixing
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network, which reduces the computational complexity and improves the performance of
the algorithm. The algorithm also inputs the observation and the action of the agent into
the batch regularization layer for batch regularization, which improves the convergence
speed and the robustness of the network. The algorithm was simulated in StarCraft 2
Micromanagement.

The overall structure of the network is shown in Fig. 1. Environment part represents
the system environment. The multi-agent extracts observations and actions at the current
time step from the Environment. The composition of QMIX-NA network is shown in
Fig. 1 as follows: (1) Attention part on the right represents the network layer based on
reward query attention mechanism.(2) Agent part is the network of individual agents,
which outputs action value function of individual agents. (3) The Mixing Network part
is a network that mixes individual agent value functions Qk into Qtot .(4) Input the Qtot

into the target network for training to get a good model.

Fig. 1. The structure of QMIX-NA.

3.1 Individual Agent Network

The individual agent network is used to obtain the action value function of the agent, and
uses the greedy strategy to select an action. The input of the individual agent network is
the agent’s current step observation okt and the previous step’s action a

k
t−1.The instability

of the inputs will affect the convergence of the network parameters and the subsequent
network training.Therefore, we add a batch regularization layer to process the input data,
so that the mean value of the data is zero and the variance is one.Then the data is input to
the fully connected layer. The input values are partially observable,so a GPU recurrent
neural network is added. Finally, the greedy strategy is used to select the action value
function Qk

(
τ k , akt

)
and action akt at the current time.

3.2 Attention Mechanism Network Layer

Hypernetwork generates mixing network parameters. In QMIX, the input of the hyper-
network is global state st . st is all unit information in the environment, this includes both
ally and enemy forces. But not all of this information is what we need to pay attention
to. A lot of state information is not important in the current task decision, and it will
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reduce the efficiency of training and cause information overload. We propose a reward
query attention mechanism network layer. Figure 2 shows the structure of the attention
mechanism network layer. First, we pass st through the encoder to get f it . The encoder
is a fully connected network layer. f it is the global state information of agent i. Scores
function uses the additive model to calculate the correlation between reward matrix rt−1
and state information f it ,rt−1 is reward matrix of all agents within the observation range
of agent i at the previous time step. Scores function βit is:

βit = VT
1 tanh

(
W1f

i
t + W2rt−1

)
(4)

V1,W1, W2 are learnable parameter matrices.
The distribution of attention is:

αi
t = exp

(
βit

)

∑N
j=1 exp

(
β
j
t

) (5)

αi
t is the probability of each value in the global state at the current time step, which

αi
t can be obtained by the softmax function.Its main role is which information is more

important in the current system. Finally, state f it of agent i and attention distribution are
weighted sum to obtain the attention value Gi

t :

Gi
t =

∑
αi
t f

i
t (6)

The new global state Gt is obtained by merging the output. The dimension of Gt is
mainly determined by the number of agents.

Fig. 2. Attention mechanism layer network structure. The reward matrix in the previous time step
is used as query vector to calculate the correlation with global state of the agent to obtain attention
distribution αi

t . α
i
t is the probability of information in the global state. The higher the probability,

the more information we need to pay attention to. Finally, the weighted sum is performed to obtain
the attention value.

3.3 Mixture of Action Value Functions

Figure 3 shows the structure of themixing network. The action value function of the indi-
vidual agentsQk is input into the mixing network. The mixing network is a feedforward
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neural network,its parameters are mainly determined by the hypernetwork. The input
Gt of the hypernetwork can obtain Wa and Wb by the softmax function, which satisfy
the non-negativity condition. Softmax function is verified to be better than abs function.
Gt obtains the deviation value through the relu function and the activation function, and
the deviation value does not need to satisfy the non-negativity condition. Finally, the
state value function of each agent is input into the mixing network to get Qtot . Qtot is
input into the target network for loss value calculation. The loss value is input into the
individual agent network to minimize the loss value, and its loss value is:

L(θ) =
b∑

j=1

[(
ytotj − Qtot(τ, a; θ)

)2]
(7)

ytotj = rall + γmaxa′ Qtot
(
τ ′, a′; θ ′). rall is the total reward in the whole environment.

Fig. 3. Structure diagram of the mixing network

4 Experiments

In this paper, SMAC is used as the simulation platform. The platform is based on Star-
Craft II micromanagement and is used for partially observable multi-agent adversarial
simulation [16]. The observations are the information obtained by the agent within the
observation range. The feature vectors observed by the agent include: distance,relative
x,relative y,health,shield,and unit_type. The agent can also observe the surrounding ter-
rain information. Using this terrain information, the agent can reduce the disadvantage
in terms of numbers and improve the probability of defeating the enemy.The global
state includes all the unit information on the scenario. Actions that the agent can choose
include: move [direction], attack [enemy_id],stop,and no-op. The maximum value of
actions that an individual agent can perform is between 7 and 40, depending on the sce-
nario. The default value of the reward is set to the health damage dealt and the number
of enemy units killed. The system also provides a sparse reward with +1 for winning
and −1 for losing.

We simulate experiments in 8m_vs_9m homogeneous scenario and 3s5z_vs_3s6z
heterogeneous scenario. The scenario is shown in Fig. 4 m_vs_9m is 8 marines units
fighting with 9 marines units. 3s5z_vs_3s6z is a battle between 3 skulks, 5 zealots and
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Fig. 4. Scenarios of 8 m_vs_9 m and 3s5z_vs_3s6z

3 skulks, 6 zealots. The system is trained centrally for 200 rounds and then performs
decentralised testing. Themeanwin rate is the number of rounds the ally beats the enemy
in a certain period of time divided by the total number of rounds. We use VDN, QMIX,
QMIX-NA three algorithms to experiment and compare their mean win rate and mean
return.

Fig. 5. Shows the performance of the three algorithms on the 8m_vs_9m scenario.
The horizontal axis is the time step, while the vertical axis is the test mean win rate and
test mean return, respectively. The convergence speed of VDN is the slowest. The mean
win rate of VDN is stable at 80%. The mean return is similar, converging after 4 million
time steps of training. Compared with VDN, the convergence speed of QMIX is fast.
But in the end, the mean win rate and the mean return are almost the same as the VDN.
In QMIX-NA, the convergence speed is almost the same with QMIX in 2 million time
steps. However, in later training, it converges quickly and has excellent stability. The
mean win rate and the mean return of QMIX-NA are better than those of QMIX and
VDN, indicating that QMIX-NA has the best performance in this scenario.

Fig. 5. The mean win rate and the mean return of the algorithm on the 8m_vs_9m scenario.

Fig. 6. Shows the performance of the three algorithms on 3s5z_vs_3s6z. The con-
vergence speed of VDN algorithm is very slow, and the mean win rate can only reach
60%. This indicates that the performance of VDN is not good in this scenario. The con-
vergence speed of QMIX is faster than VDN, and the mean win rate and the mean return
are also higher than VDN. The convergence speed of QMIX-NA is obviously better than
that of QMIX in the initial stage. The mean win rate and the mean return are also the
highest.
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Fig. 6. The average win rate and the average return of the algorithm on 3s5z_vs_3s6z scenario.

The winning rate and the mean return of the three algorithms in the 8m_vs_9m
scenario and in the 3s5z_vs_3s6z scenario are shown in Table 1. QMIX-NA is better
than the other two algorithms in both the winning rate and the mean return.

Table 1. Table of the winning rate and mean return statistics for the three algorithms..

Scenario Indicator VDN QMIX QMIX-NA

8m_vs_9m Winning rate 80% 85% 95%

Mean return 17.7 18.1 20.9

3s5z_vs_3s6z Winning rate 60% 70% 85%

Mean return 14.1 16.2 19.2

5 Conclusion

This paper proposes a value decomposition deep reinforcement learning algorithm
QMIX-NA based on the reward query attention mechanism. First, observations and
actions are batch regularized. Then, the reward value of the agent is input as the query
and the global state to the attention mechanism layer for calculation. The obtained atten-
tion value can reflect the more important state information in the current time decision.
The algorithm is simulated in the homogeneous and heterogeneous scenarios of SMAC.
The results show that the QMIX-NA algorithm is better than VDN and QMIX in mean
win rate and mean return. However, the winning rate of QMIX-NA is the same as that
of QMIX after training for a certain number of times in heterogeneous scenarios. How
to further improve the winning rate in longer training is also a problem that needs to be
solved, and it is also the main research work in the future.
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Abstract. In nature, in order to hunt preymore efficiently, animals often adopt the
method of group cooperation. By analyzing the similarity between the behavior
of biological clusters and the control of unmanned aerial vehicle (UAV) clusters,
this paper proposes a distributed hunting algorithm based on the hunting behavior
of wolves to solve the target hunting problem in the cooperative combat of UAV
clusters. Firstly, the chase and escape model of UAV is established, and the escape
mode of the target is designed according to the artificial potential field method.
Secondly, the hunting strategy of UAV clusters is determined by imitating the
behavior characteristics of wolves during hunting. Finally, it is verified by simula-
tion experiment. In this paper, the simulation hunting environment andmulti-agent
reinforcement learning environment are respectively verified, theUAVclusters can
realize the target hunting, which proves the effectiveness of the algorithm.

Keywords: Cluster · cooperative rounding · wolf pack hunting behavior ·
distributed

1 Introduction

In the military and civil fields, UAV has been widely used because of its small size, low
risk, strong concealment and mobility, and low cost [1]. Militarily, as the application
scenarios of UAVs become more and more complex, the mission requirements of UAVs
are also becoming higher and higher. The efficiency and success rate of a single UAV is
low, and it cannot cope with some battlefield situations or complete some more complex
tasks. Therefore, moreUAVs are needed to cooperate with each other tomeet themission
needs on the battlefield [2]. In recent years, multi-UAV cooperative control has been
the focus of research [3]. The coordinated capture of multiple UAVs means that in
the battlefield, UAVs can round up enemy targets according to a pre-designed hunting
strategy. This kind of research has important value and broad application prospect [4].

In related research on roundup strategies. Reference [5] proposed amethod formulti-
robot cooperative pursuit ofmulti-moving targets. Themethod divides the search process
into two parts: forming the pursuit group and capturing the target. By doping the target
position, the pursuit is transformed into multi-robot path planning. Reference [6] pro-
posed a new method based on particle swarm optimization, which enables particles to
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search and capture targets while bypassing obstacles. Reference [7] proposed a multi-
underwater robot round-up strategy based on the wolf pack algorithm. Considering the
environmental factors, the objective adaptive function is set. Each catcher optimizes task
assignment through cooperative feedback, which greatly improves the convergence per-
formance of the algorithm. Reference [8] introduces some models related to pursuit and
escape. These models reveal a variety of general statistical features and show that small
changes in behavioral rules or interaction parameters can lead to very different statistical
behaviors. Reference [9] aims at the problems of slow convergence speed, poor stability
and low positioning accuracy in the current multi-robot cooperative hunting process. A
new roundup strategy is proposed, and a Cross-EKF positioning algorithm is designed
to achieve accurate roundup of the target. This method has high practical value. Refer-
ence [10] studied the problem of target search and cooperative roundup of multi-robot
fish swarms, and discussed the influence of the size of multi-robot fish swarms on target
search and roundup success. Reference [11] proposed a collaborative roundup algorithm
in which the roundup robot can predict the escaper’s route in advance according to the
target’s trajectory. Reference [12] proposed the motion control of unmanned underwater
vehicle (UUV) teams and an algorithm to predict the location of evaders in real time.
In this method, only the central UUV needs to measure the relative positions of other
UUVs through sensors. Inspired by the siege behavior of group animals during predation,
Reference [13] proposed an effective strategy for faster target handling situations, and
verified its effectiveness. Reference [14] designed a distributed controller to surround a
moving target with a fixed radius and uniformly distributed phase angle. Reference [15]
designed a distributed control method to make the agent globally converge to the desired
circular formation around the moving target.

In the related research of multi-agent cooperative roundup and formation control
problems. Reference [16] uses deep reinforcement learning to track an omnidirectional
moving target anduses shared experience to train a policy for a givennumber of roundups.
The strategy is executed by each agent individually and successfully applied to the
pursuit scenarios of three motion-constrained pursuit UAV. Reference [17] introduced
the concept of delay in multi-agent reinforcement learning, and proposed the Lenient
DQNmodel, which made the learning speed of multi-agent cooperation converge faster.
Reference [18] proposes a new method to quantitatively evaluate the collaboration of
multi-agent reinforcement learning in continuous spatial tasks. Such a metric is useful
for measuring collaboration between computational agents, and could serve as a col-
laborative training signal in future reinforcement learning paradigms involving humans.
In the formation tracking problem, reference [19] designed a robust control strategy
for the robust control problem of networked robot swarms under nonlinear dynamics
and unknown disturbances. Reference [20] proposes a distributed adaptive backstep-
ping control method for cooperative tracking of moving targets, which keeps the system
asymptotically stable during the tracking process. Reference [21] proposed a relational
forward model (RFM) for multi-agent learning. The network can learn to accurately
predict the future behavior of agents in a multi-agent environment. After learning better
feature representations, it can be applied to Multi-agents learn and collaborate more
efficiently.
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Among the existing methods, there are few studies on UAV rounding based on
biological group behavior. Many strategies fail to account for situations in which some
of the pursuit UAVs cannot continue their mission in special environments such as the
battlefield (such as being shot down by enemy forces or malfunctioning). At this point
the original strategy is not effective due to the number of pursuit UAVs lost. In view
of the above situation, this paper proposes a roundup algorithm based on the hunting
behavior of wolves [22]. There are no lead UAVs in the cluster. All pursuit UAVs are
equivalent. In the process of encircling the target, there is no need to observe the global
information, and only need to sense the coordinates of the escape UAV and the nearest
pursuit UAV to successfully round up the target. It is verified by simulation experiments,
and the results prove the effectiveness of the algorithm.

2 Task Description

In this paper, the scene of UAV cluster rounding up the escaping UAV in a two-
dimensional simulation environment is adopted. The pursuit UAVs and escape UAVs are
treated as particles, while ignoring the size and shape of the UAVs, each UAV can sense
the location of other UAVs in real time. Based on the distributed characteristics, no lead-
ing UAV is set. Each pursuit UAV does not need to communicate with other UAVs, and
plans its following pursuit direction according to its own perception of the surrounding
environment. The escape UAV can also sense the location of other pursuit UAVs and
plan its next escape direction. When the pursuit UAVs can be evenly distributed around
the target and meet the prescribed distance, it is regarded as a successful roundup.

3 Hunting Algorithm Based on Wolf Pack Hunting Behavior

3.1 Brief Description of Hunting Behavior of Wolves

Wolves hunt differently than lions and tigers. Due to the relatively small size of wolves,
in the process of hunting, they will not directly conflict with large prey, but adopt a
roundabout way of group cooperation. While encircling the prey, it continued to fight
the war of attrition with the prey, and finally succeeded in the predation. In the process of
hunting, wolves do not rely on the mutual communication between hunting individuals,
nor do they need to cooperate according to the hierarchical division of labor in the group
to correctly complete the task. The hunting process of wolves is mainly divided into two
stages: approaching the prey and encircling the prey. When approaching the prey, each
wolf moves towards the prey.When the distance from the prey reaches a safe distance, in
order to prevent the target prey from being hurt by counterattack, keep this safe distance
and do not continue to approach the prey. At this time, wait for other wolves to encircle
the prey. In the stage of encircling the prey, in addition to maintaining a safe distance
from the prey, each wolf should keep away from other hunting wolves, and attack the
prey during this period until the hunt is successful.
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3.2 A Roundup Strategy Based on the Hunting Behavior of Wolves

In the roundup algorithm based on the hunting behavior of wolves. The rounding up
of the target by the UAVs is divided into two stages: the approaching stage and the
encircling stage. During the pursuit, the escape target can plan its next behavior based
on the movement information of all the pursuit UAVs. When the target perceives the
pursuit UAV, according to the principle of repulsion between itself and each pursuit
UAV, the direction of escape selects the combined velocity direction of all the pursuit
UAVs. As shown in Fig. 1, the dot is the current position of the target UAV. All solid
lines represent the speed direction of the pursuit UAV, and the dashed line direction is
the combined speed direction of all solid lines, that is, the escape direction of the target.
The escape angle of the target is as follows:

α = arctan

⎛
⎜⎜⎝

n∑
i=1

vi sin θi

n∑
i=1

vi cos θi

⎞
⎟⎟⎠ + mπ, m =

{
0, combined speed in one and four quadrants
1, combined speed in two and three quadrants

(1)

In the formula, vi is the speed of the i-th pursuit UAV, and θi is the angle between
the speed direction of the i-th UAV and the x-axis.

Fig. 1 Escape strategy of the target

When the pursuit UAV finds the target UAV, it enters the approaching stage of the
roundup process. In this stage, the UAV cluster first maintains the original formation
method to approach the target. After reaching a certain distance, in order to continue
to make the pursuit UAV approach the target from multiple directions and maintain a
certain safe distance from the target, the following strategy is adopted. As shown in
Fig. 2, multiple circles are made with target A as the center, and the innermost solid
circle represents the safe distance of the target UAV. All pursuit UAVs should try to
avoid entering the circle and colliding with the target during this process. The moving
direction of the pursuit UAV is the tangent direction formed by the current position and
the dotted circle. In order to approach the target as soon as possible and prevent the
pursuit UAV from being too close to cause a collision, the radius of all dotted circles
changes dynamically with the distance of the pursuit UAV relative to the target. The line
connecting the target UAV and the center of the pursuit UAV cluster is a straight line
AB, and the pursuit UAV decides which tangential direction to move along according
to its position relative to the straight line AB.
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Fig. 2 Movement strategy for pursuit UAVs in the approach phase.

When a certain number of pursuit UAVs reach the safe range of the target UAV, it
enters the encirclement stage of the roundup process. In this stage, in addition to moving
to a designated position with a safe distance from the target as soon as possible, all the
pursuit UAVs should also be distributed evenly around the target asmuch as possible. The
movement strategy of the pursuit UAV is shown in Fig. 3. In Fig. 3, A is the target UAV,
B1, B2, and B3 are the pursuit UAVs, and R is the safety distance of the target. When
the position of the pursuit UAV is outside a safe distance, such as B1, the movement
strategy of B1 is as follows. First, find the closest pursuit UAV B2. According to the
relative position of B2 and the straight line AB1, B1 selects the direction away from B2
in the two tangential directions, that is, the V1 direction, to ensure that it can be evenly
distributed around the target. When the position of the pursuit UAV B3 enters the safe
range of target A, in order to ensure a certain safe distance, the moving direction selected
by B3 is the direction of V3 away from target A.

Fig. 3 Movement strategy for pursuit UAVs in the encirclement phase.
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In the encirclement stage, the roundup strategy based on the allocation of encir-
clement sites is not adopted. All pursuit UAVs are equivalent in the encirclement
phasephase. Each pursuit UAV only needs the perceived target A and the position coor-
dinates of the nearest pursuit UAV to make the action choice autonomously. This allows
no matter how many pursuit UAVs there are, they can be evenly distributed in a circle
with the target as the center and a safe distance as the radius. To a great extent, it satisfies
the needs of the roundup task for escape targets in special environments such as the
battlefield. The overall process of the roundup strategy based on the hunting behavior
of wolves is shown in Fig. 4.

Fig. 4 Flow chart of UAV clusters rounding up target

3.3 Wolf Pack Hunting Behavior Combined with Reinforcement Learning

Reinforcement learning is a type of machine learning. Unlike supervised learning and
unsupervised learning, reinforcement learning learns through the constant interaction of
the agent with the environment to achieve specified goals or maximize reward returns.
Multi-agent reinforcement learning extends Markov property to the field of multi-agent.
Suppose there are some agents in the environment, each agent chooses an action accord-
ing to its own strategy, enters the next state after executing the action, and obtains a
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reward according to the current state. In this process, each agent will try to get itself a
higher expected return.

Multi-agent scenarios are very common in life. In the same environment, there are
multiple agents interacting with the current environment at the same time. In this envi-
ronment, each agent’s own policy actions will also become part of the environment
and continue to affect the learning of other agents. Due to the dynamic nature of the
environment caused by the above situation, it will be very difficult to achieve a feasible
and effective reinforcement learning algorithm. Assuming that only centralized learning
methods are used, an exponentially growing complex space will be faced, and if com-
pletely independent algorithms are used, it is difficult to achieve good results for training
involving multi-agent collaboration.

The multi-agent deep deterministic policy gradient (MADDPG) algorithm [23] has
achieved good results for the above problems. It has been widely used in the field of
multi-agent systems. In the MADDPG algorithm, each agent has its own Actor-Critic
network, Actor is responsible for selecting actions for the action network, and Critic is
responsible for evaluating the results of selected actions for the evaluation network. The
MADDPG algorithm improves upon previous reinforcement learning algorithms. Using
the principle of centralized training and distributed execution, this feature enables it to
handle complex multi-agent environments. In some traditional reinforcement learning
algorithms, the same information and data are used for both training and application
execution. The MADDPG algorithm is different in that it uses global information in the
learning process, but local information in the execution of decisions.

Fig. 5 MADDPG algorithm framework
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The frameworkof theMADDPGalgorithm is shown inFig. 5.As canbe seen from the
figure, in centralized training, the training basis of the evaluation network is to obtain the
gradient between the square variance of Q estimation and the Q actual, while the policy
network is to update the strategy more accurately according to the feedback information
of the global evaluation network that can be observed. When it is actually executed, a
single agent cannot obtain the actions of other agents, and thus cannot obtain all the
state information. Therefore, after the network is trained, in the process of decentralized
execution, each agent only needs the observed local information to decide what action
to choose, without knowing the action state values of other agents.

In reinforcement learning, through the reward function, the reward obtained by the
agent after selecting an action can be obtained. This reward value is the most direct
evaluation of the outcome of the agent’s interaction with the environment. The design
of a reasonable reward function can enable the agent to more accurately perceive the
state of the surrounding environment, thereby speeding up its learning speed. In the
environment of cooperative pursuit of UAVs, in order to enable the UAV cluster to round
up the target as soon as possible, the following two aspects are mainly considered in
the design of the reward function. The safe distance between the pursuit UAV and the
target, and the anti-collision problem between the UAVs. Therefore, for the design of
the reward function, the distance between the UAVs is an important factor.

In this paper, the wolf pack hunting behavior is integrated into a multi-agent rein-
forcement learning algorithm, and the pursuit UAV is regarded as the hunting wolf,
and the escaped UAV is regarded as the escaped prey. According to the characteristics
of wolves’ hunting behavior in Sect. 3.1, multiple agents representing the pursuit of
UAVs keep a safe distance from the target while continuously approaching the target,
and finally form a uniform distribution state around the target. The agent representing
the target UAV will select appropriate actions according to the training strategy, in order
to be rounded up by other agents as late as possible. Combined with the feature that the
reward function in reinforcement learning can be used to guide the agent to achieve the
goal, the reward of pursuit UAV is as follows.

reward = α1 ×
∣∣d1 − dsafe

∣∣ + α2 × d2 × flag +
n∑

i=1

βi × di (2)

The reward of UAV is mainly divided into three parts, where α1, α2 and βi are the
weight coefficients of each part. The first part is designed according to the safety dis-

tance of the escape UAV, where represents the Euclidean
distance between the current pursuit UAV and the target UAV, and dsafe represents the
safety distance of the escape UAV. The second part is designed according to the pursuit

UAV and the closest other pursuit UAV, where repre-
sents the Euclidean distance between the current pursuit UAV and the nearest pursuit
UAV, and flag represents whether the two UAVs currently calculated are in the speci-
fied area, where the value of flag is 0 or 1. If there are obstacles in the environment,
the third part is designed according to the pursuit UAV and the obstacle area, where

represents the Euclidean distance between the current
pursuit UAV and the center of the obstacle area.
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4 Simulation Experiment and Result Analysis

In order to verify the effectiveness of the roundup algorithm proposed in this paper, the
following simulation experiments are carried out in the Windows10 environment.

4.1 Experimental Simulation and Analysis of Wolves’ Hunting Behavior
Roundup Strategy

In the two-dimensional environment, there is a cluster of eight pursuit UAVs, and one
escape UAV.Where the red circle represents the pursuit UAV in the cluster, and the green
circle represents the escape UAV. When the escaping UAV is found, the pursuit.

(a) Initial stage                                                      (b)  Approaching stage 

(c)  Encirclement stage                                            (d)  Round up success 

Fig. 6 UAV cluster rounds up single target

UAV cluster adopts a hunting strategy based on the hunting behavior of wolves to
approach and round up the target. Since there is no boundary limit in the environment,
in order to ensure that the pursuit UAV cluster can successfully approach and round up
the target, the speed parameters of the UAV cluster and the target UAV speed are set as
follows: In the approaching stage, the speed of each pursuit UAV in the cluster is 1.2
times the target; in the encirclement stage, the speed of the pursuit UAV is 1.5 times the
target. The pursuit process is shown in Fig. 6. When the pursuit UAVs form a uniform



UAV Target Roundup Strategy Based on Wolf Pack Hunting Behavior 511

distribution on the circle with the target UAV as the center and the safety distance as the
radius, it means the pursuit is successful.

It can be seen from Fig. 6 that after adopting the roundup strategy proposed in
this paper, the UAV cluster successfully rounded up the target UAV, which proves the
effectiveness and feasibility of the algorithm. Next, the distributed characteristics of the
algorithm are verified. It is assumed that in the UAV cluster, a certain number of pursuit
UAVs are damaged or other malfunction in the battlefield environment, which makes it
impossible to continue to perform the roundup mission. Test whether.

(a) Zero UAV malfunction                                        (b)  One UAV malfunction 

(c) Two UAVs malfunction                                        (d) Four UAVs malfunction 

Fig. 7 The roundup of targets after some UAVs malfunction

the remaining cluster of pursuit UAVs can effectively round up the target. This paper
assumes that 1, 2, and 4 UAVs malfunction during the roundup due to other reasons
and cannot continue the roundup task. Test the roundup effect of the remaining pursuit
UAVs, and the simulation results are shown in Fig. 7.

It can be seen from the simulation results in Fig. 7 that when 1, 2, and 4 UAVs
malfunction, the remaining pursuit UAVs can still be evenly distributed around the
target. It is proved that in the complex environment such as battlefield, when some
UAVs cannot continue to carry out the mission due to other reasons, the remaining
UAVs can still effectively round up the escaping UAVs by sensing the surrounding
environment information and deciding their own movement strategy according to the
rounding algorithm in the paper.
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Finally, this paper conducts a simulation verification of the multi-escaping UAVs
that the UAV cluster rounds up and escapes. It is assumed that there are 15 pursuit UAVs
in the UAV cluster, which are represented by red circles, and three escape UAVs are
represented by green circles. The following three scenarios are verified respectively: all
UAVs can carry out the roundup mission normally, 3 UAVs and 6 UAVs malfunction.
The simulation results are shown in Fig. 8, and it can be seen from the simulation results
that according to the roundup strategy in this paper, the pursuit UAVs can realize the
roundup of multiple scattered escape UAVs.

(a) Zero UAV malfunction     (b)  Three UAVs malfunction    (c) Six UAVs malfunction 

Fig. 8 UAV cluster rounds up multiple scattered targets

4.2 Simulation Experiment of Wolf Pack Hunting Behavior Combined
with Multi-agent Reinforcement Learning

In the simulation environment of multi-agent reinforcement learning, this paper sets.

pursuit UAV

escape UAV

Fig. 9 Simulation experiment scene

up multiple pursuit UAVs, one escape UAV, and all the agents move simultaneously
at the same time. As shown in Fig. 9, the smallest red circle represents the pursuit UAV,
and the slightly larger green circle represents the escape UAV. All UAVs move at a set
speed. In order to enable the UAV cluster to form a uniform roundup on the target as
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soon as possible, the speed of the pursuit UAV is set to be 1.5 times that of the escape
UAV. The main hyperparameters of the environmental neural network are set as follows:
the learning rate of network Actor and network Critic is 0.008, discount factor is 0.95,
and batch-size is 1024.

In order to verify the effectiveness and feasibility of the method in this paper, simula-
tion experiments were carried out on the following scenarios. Four pursuit UAVs round
up an escape UAV, and five pursuit UAVs round up an escape UAV. The simulation test
is carried out on whether there is a UAVmalfunction in each scenario. The experimental
results are shown in Fig. 10.

(a) Four UAVs                               (b) Four UAVs and one UAV malfunction

(c) Five UAVs                               (d)  Five UAVs and one UAV malfunction

Fig. 10 Simulation results of round-up escape UAV

According to the simulation results, when all the four UAVs can execute the task
normally to chase a target, the target UAV can be effectively rounded up. When one of
the UAVs cannot execute the task due to a malfunction, the remaining three UAVs can
still effectively round up the target. When five pursuit UAVs are used in the simulation
experiment, no matter the five pursuit UAVs can carry out the task normally, or one
of the UAVs can not carry out the task normally due to a malfunction, the target UAV
can also be effectively rounded up. Therefore, using the training strategy in this paper,
no matter whether there are UAVs in the UAV cluster that cannot perform the task
normally, they can eventually be evenly distributed around the target, and the target
UAV can be successfully rounded up. This strategy satisfies the need for rounding up
targets in complex battlefield environments.
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5 Conclusion

With the development of modern computer, network and other technologies, UAVs will
play an increasingly important role in war. Multi-UAV cooperative roundup is one of the
most significant applications ofUAVcluster inwar. By analyzing the hunting behavior of
wolves, this paper proposes a distributed hunting algorithmbased on the hunting behavior
of wolves, which is verified by simulation experiments. The experiment proves that the
UAV cluster can effectively capture the escaping target in the complex environment such
as battlefield.
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Abstract. An important measure of the development of the new energy vehicle
market is the prediction of vehicle sales. It is of great significance to complete
the construction of relevant supporting facilities, according to the predicted sales
volume for the development of the Chinese new energy vehicle industry. Based
on this, this paper proposes a combined model that organically combines a single
prediction model. Firstly, the ARIMAmodel is used to predict the linear informa-
tion in the sales data, and BP neural network model is used to predict the residual
sequence between the previous prediction and the actual value. After that, it adds
the prediction results to get the final prediction results of new energy vehicle sales.
The results verified with the actual sales data show that the prediction accuracy
of the ARIMA-BP Residual Optimization Combination model used in this paper
is 85.07%. Compared with the single prediction model and the simple weighted
combination prediction model, there are general advantages, which can be used
for the actual monthly sales prediction of new energy vehicles.

Keywords: New energy vehicles · ARIMA model · BP neural network model ·
ARIMA-BP Residual Optimization Combination model

1 Introduction

As one of the strategic emerging industries proposed to grow and develop during the
“14th Five-Year Plan” period in my country, the development and progress of the new
energy vehicle industry not only conforms to the global green development trend, but
also involves the adjustment and transformation of related industries in the country. The
accuracy of the sales forecast is related to the manufacturer’s judgment of the market
and the control of production and sales. An accurate forecast can help manufacturers
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formulate development strategies and have important guiding significance for enhancing
the competitiveness of products.

At present, the methods commonly used for prediction mainly include the ARIMA
model [1–3], the Neural Network prediction model [4–6], and Gray prediction. Such
as Yang Jun, Li Lei [7] and others used the ARIMA model. Wu Qiang, Wang Yu [8]
and others adopted the BP neural network model to solve their problem. Feng Zhipeng,
Zhang Yuanyang, and Ge Fengyi [9] used the grey prediction method. All of the above
are predicted using a single model. The sales data of new energy vehicles contains linear
information and nonlinear information. If only a single model is used for prediction, the
information will become incomplete.

Therefore, in order to avoid the lack of information, based on two single methods
commonlyused in the sales forecast of newenergyvehicles, this paper proposes a residual
optimization combined forecasting method to improve the accuracy. Experiments using
this combined prediction method show that it can effectively predict the overall trend of
sales. Compared with single models, it can effectively extract the information of linear
and nonlinear contained in it, which has a higher prediction accuracy.

2 Linear Prediction

Linear forecasting methods usually use time series and statistical methods to explore the
laws contained in time series by observing the change characteristics of time series, and
thenmake a statistical description of them, establish correspondingmodels, and estimate
the future trend of new energy vehicle sales time seriesmore accurately. Therefore, linear
models are generally used to predict the trend of car sales. Common linear prediction
methods include the ARIMA model, Arch model [10, 11], the Stochastic Volatikity
model, etc.

ARIMA model is used in linear prediction model. It is a time series prediction
model with a very wide range of use. It mainly uses difference operations to process
non-stationary data to make it stable data, and then uses dependent variables to fit the
backward values. Then, it builds a model according to the lag value and the present
value of random error obtained bymodel simulation, and finally carries out experimental
verification. The specific methods are as follows:

2.1 Stationarity Test of Time Series

According to the broken line chart of the original data, it can be found that the time
series of sales volume of new energy vehicles shows an upward trend. Although it can
be preliminarily determined that the sales volume data is not a stable time series, the
ADF test should be conducted on the original sales volume data to determine whether
the sales volume data is stable. The ADF test results were shown in Table 1:

Through the ADF test, it is found that the ADF values are all larger than the standard
value, indicating that there is a unit root in the ADF test, so the second difference is
performed, and the results are shown in the following Table 2:

The experimental results show that the tesr value is less than 0.05, so the time series
after the difference is stationary.
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Table 1. ADF test table of the original sequence

Augmented Dickey-Fuller Test

Data Total

Dickey-Fuller 1.478

Critical Value (1%) −3.546

Critical Value (5%) −2.912

Critical Value (10%) −2.594

P-value 0.997

Table 2. ADF test table after differential sequence

Augmented Dickey-Fuller Test

Data Total

Dickey-Fuller −7.183

Critical Value (1%) −3.654

Critical Value (5%) −2.957

Critical Value (10%) −2.618

P-value 2.615e−10

2.2 White Noise Series

This paper mainly uses Python software to obtain the test probability of the last column,
and use this to determine whether the residual sequence belongs to the white noise
sequence. The results are shown in the following Table 3:

Table 3. Ljung-Box test table after differential sequence

Ljung-Box Test

Data Total

LB test p-value 0.012

It can be seen from Table 3. In the above white noise test, the test value is less than
0.05. So the test passes.

2.3 Determine the Order of Model

ACF test and PACF test were conducted, and the corresponding diagram were shown in
Fig. 1:



Prediction of New Energy Vehicles via ARIMA-BP Hybrid Model 519

Fig. 1. ACF diagram and PACF diagram

Based on the specific situation of ACF and PACF and fitting [12], take p = 1, q = 0.
Since the judgment by looking at the picture may not be accurate, the AIC rule [13] is
used to traverse the value of p and q on Python. Several experiments based on the AIC
rule have obtained the optimal parameters in the current experiment, namely p = 1, q =
0. The ARIMA (1, 2, 0) model was constructed.

3 Nonlinear Prediction

The new energy vehicle market is very complex and will be interfered with by many
factors, such as policy systems, economic environment, enterprise development and
consumer psychology. Therefore, the new energy vehicle market is a complex non-linear
market. However, the traditional prediction model based on linear assumption often
performs poorly when forecasting the sales volume of new energy vehicles. The non-
linear model is based on non-linear assumptions, thus it has certain advantages in sales
volume prediction. Nonlinear prediction methods include Neural Network prediction,
Wavelet Analysis [14–16], Grey prediction [17, 18], etc.

In this paper, BP neural network model is used in nonlinear prediction. Methods as
follows:

3.1 Determine the Number of Neurons and Hidden Layer Nodes

In the modeling process, there are often cases of inadequate fitting, and overfit-
ting. Therefore, it is crucial to choose the appropriate parameters through continuous
experiments.

In this paper, different numbers of neurons are selected for experiments. The results
are shown in the following Table 4:

From the Table 4, the appropriate neurons in the input layer and hidden layer in the
experiment is 300 and 150, respectively.

Because there are many methods for determining hidden layer nodes at present, and
there is no consensus. In this paper, a more commonly used method is selected, which
can be roughly used as a reference for the value of the number of nodes.

m = √
nl (1)
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Table 4. Experimental results of different neurons

The number
of neurouns
in the input
layer

The number
of neurouns
in the hidden
layer

Training
error

Training
times

50 25 2.0094 40

100 50 3.4188 43

150 75 1.4229 53

200 100 1.9530 40

250 125 2.0384 57

300 150 1.2337 37

350 175 1.7773 36

400 200 2.5746 29

450 225 2.8522 35

where m is the number of hidden layer nodes, n is the number of input layer nodes, l is
the number of output layer nodes, and a is a constant between 1–10. This paper chooses
formula (1). Since n = 6, l = 1, and m is 2.65, thus the value of the hidden layer is 3
to 13. When the input layer is 300 and the hidden layer is 150, the results of different
values of the number of hidden layer nodes are compared, as shown in Table 5:

Table 5. Experimental results of different numbers of hidden layer nodes

The number of
hidden layer nodes

Training error Training times

3 1.8672 55

4 2.2256 40

5 1.8796 50

6 1.2337 37

7 2.4264 44

8 2.4926 39

9 2.6614 28

10 2.0999 22

11 2.2762 39

12 2.0868 43

13 2.0761 34
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In the experiment, the input layer is 300, and the hidden layer is 150, so we start
training, When the value of the loss function no longer decreases after training, the final
training times can be confirmed. The result that can be drawn frommultiple experiments
is that the training error is smaller and nodes corresponding to fewer times is 6. The Loss
diagram at this time as follows Fig. 2:

Fig. 2. Loss graph (When the number of hidden layer nodes is 6)

3.2 Select Activation Function

The activation function adopts the Relu function. The Relu function has the following
advantages: it can perform efficient gradient descent and backpropagation, effectively
avoiding the problem of gradient explosion and disappearance, and the calculation pro-
cess is also simplified, and there are no other complex activation functions. Influences
such as exponential functions in the neural network, at the same time, the dispersion of
activities reduces the overall computational cost of the neural network.

f(x) = relu(x) = max(x, 0) (2)

3.3 Data Normalization

Normalizing the data can control the range of the sales sequence between [−1, 1], and the
data will not fluctuate greatly, effectively eliminating the existence of singular samples
in the training samples, so as to achieve the purpose of removing noise.

Next, the data needs to be normalized, and the normalization formula is as follows:

x′
t = xt − xmin

xmax − xmin
(3)
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Through normalization, after the result is obtained, de-normalization is performed
to obtain a predicted value with basically no noise. The inverse normalization formula
is as follows:

xt = x′
t(xmax − xmin) + xmin (4)

3.4 Establish Prediction Model

The model parameters corresponding to the data in this paper determined after the test,
the settings are as follows:

The number of nodes in both input and hidden layers is 6, and the output layer nodes
is 1. The ReLU activation function is adopted, the loss function is the mean absolute
error function, the training times is 50, and the training samples each time is 32.

4 Combined Forecast

There are both regular linear information and irregular nonlinear information in the
sales data of new energy vehicles. A single forecasting method has certain limitations in
the forecasting of new energy vehicle sales. Theoretical and empirical research results
show that the integration of different models can be an effective method to improve
their effectiveness [19, 20]. Therefore, if the advantages of the single models can be
combined, the accuracy of China’s new energy vehicle sales forecast can be effectively
improved.

4.1 ARIMA-BP Weighted Combination Model

Let the prediction result be Ft, α1 and α2 are the weights of the ARIMA model and BP
model in the weighted combination model, expressed as:

Ft = α1F1t + α2F2t (5)

α1 + α2 = 1 α1 ≥ 0α2 ≥ 0

Firstly, the weights of the root mean square error of the two single models are
calculated, and the weights α1 and α2 in the weighted combination model are obtained.

Next, two single models were used to predict the original data respectively, and then
the weighted method is used to process them.

Finally, the predicted value of the ARIMA-BP weighted combination model is
obtained through calculation.
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4.2 ARIMA-BP Residual Optimization Combination Model

This paper assumes that the original data is composed of linear part Lt and nonlinear
part Nt, which can be expressed as:

Yt = Lt + Nt = ARIMA + BP (6)

First, the ARIMA model is used for modeling and prediction, and the prediction
result of linear information in sales volume can be obtained, expressed by L̂t. And
the nonlinear residual sequence can be obtained. The difference between the original
sequence and the ARIMA model prediction result is the residual sequence et, expressed
as:

et = Yt − L̂t (7)

Next, theBP neural networkmodel is used tomodel and predict the residual sequence
et, the first n values of the predicted value are selected as the input variables of the neural
network, and the predicted value is put into the output layer as the output variable of the
neural network to obtain the predicted value êt of the residual sequence.

Finally, the predicted values can be directly added to obtain the final predicted results
Ŷt, which are shown as follows:

Ŷt = L̂t + êt (8)

5 Experimental Analysis

Based on the Passenger VehicleMarket Information Joint Conference, this paper collects
the sales data of new energy vehicles in my country for 72 consecutive months from
January 2016 to December 2021. The data for 60 months from 2016 to 2020 is used as
a sample to build a model, and the model prediction and verification are carried out on
the sales data for the whole year of 2021.

5.1 Evaluation Indicators

In this experiment, RMSE, MAE and MAPE are selected as indicators to evaluate the
performance of the model, and the calculation formulas are as follows (9)–(11). The
smaller the values of the above three indicators, the better the prediction performance
[21–25].

RMSE =
√
1

n

∑n

i=1

(
Ypred − Ytest

)2 (9)

MAE = 1

n

∑n

i=1

∣∣Ypred − Ytest
∣∣ (10)

MAPE = 100%

n

∑n

i=1

∣∣∣∣Ypred − Ytest

Ytest

∣∣∣∣ (11)



524 B. Yang et al.

5.2 Model Evaluation

Based on the constructed model, the sales forecast is carried out. Since vehicle sales are
greatly affected by environmental factors such as policies and the new crown epidemic,
only from January to December 2021 are selected for forecasting. The result is shown
in Figs. (3, 4, 5 and 6):

Fig. 3. ARIMA model prediction Fig. 4. BP Neural Network prediction

Fig. 5. ARIMA-BP weighted combination
model prediction

Fig. 6. ARIMA-BP residual optimization
combined model prediction

From Figs. (3, 4, 5 and 6), it can be seen that the threemodels are not accurate enough
for the prediction of January to March. Those who pay more attention to cars at ordinary
times know that January, February, and March in 2021 belong to the off-season of car
sales. Moreover, in January 2021, the Ministry of Finance and other four departments
jointly issued the policy that the subsidy standard for new energy vehicles in 2022 will
be reduced by 30% on the basis of the previous year, which will undoubtedly greatly
affect the enthusiasm of users who are still on the sidelines.
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In order to more intuitively select a model with a better prediction effect, this paper
evaluates the model by calculating the indicators. As shown in Table 6:

Table 6. Evaluation Metrics for Different Prediction Models

Predictive model MAE MAPE RMSE

ARIMA (1, 2, 0) model 5.62 27.21% 6.71

BP neural network model 3.74 18.77% 4.56

ARIMA-BP weighted combination model 4.08 20.29% 4.86

ARIMA-BP residual optimization combined model 2.63 14.93% 3.77

As can be seen from the above three indicators and prediction results, in a single
model, the ARIMA (1, 2, 0) model has the worst prediction effect. This is because
the ARIMA model is a linear prediction-based model that cannot effectively predict
nonlinear information in car sales data, so it performs the worst. The BPmodel has better
nonlinear prediction ability, and it will automatically learn to predict during the training
process, so it performs better. In the combination model, the weighted combination
method simply adds the values of the linear prediction and the nonlinear prediction
according to the weight, so the error is larger than the ARIMA-BP residual optimization
combination model. Finally, from the perspective of indicators and predicted values, the
ARIMA-BP residual optimization combined model is obviously the best in terms of the
error and the distribution of the error.

The experimental results show that the ARIMA-BP residual optimization combi-
nation model has certain advantages in the sales forecast. It can not only extract linear
information, but also fully extract nonlinear information. This results in higher prediction
accuracy and more uniform error distribution than the predictions of the single model
and the ARIMA-BP weighted combination model.

6 Conclusion

TheARIMA-BP residual optimization combinedmodel used in this paper can intuitively
predict the trend of sales from a strategic perspective. In this paper, the sales in China is
predicted by the combined prediction model: the overall trend of sales volume is rising,
but it will enter a cold period in January and February of each year. At the same time, the
Spring Festival is about to start, and manufacturers will stop working one after another.

The residual optimization combination prediction method can appropriately provide
reference opinions for new energy vehiclemanufacturers. For example, how to formulate
production and sales strategies, how to timely and appropriately adjust the production
and marketing, and how to make relevant sales plans to meet the national preferential
policies and the needs of the people as much as possible. At the same time, it can
also provide a reference for the government to adjust the new energy industry policy
in line with my country’s national conditions, and for enterprises to grasp the industry
development trend and adjust their strategic planning promptly.
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