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Abstract. This study introduced the work of analyzing the meaning by using
the computer information processing method. We extracted the painting poetry
of Mukjukdo (Bamboo Paintings) in the early Joseon Dynasty from the Hanguk
Munjip Chonggan (Korean Literary Collections in Classical Chinese) of Hanguk
Gojeon Jonghap DB (Korea Classics DB). Through the data mining method, we
divided the types by extracting and cataloging the painting poetry from the Korean
classical literature. Then, the scope was narrowed down to painting poetry of
Mukjukdo in the early Joseon Dynasty, and the text was analyzed in units of
syllable corpus.

Keywords: Data mining · Painting poetry · Bamboo paintings · Extracting ·
Cataloguing · Type Classification

1 Introduction

This study introduced the work of analyzing the meaning by using the computer infor-
mation processing method. We extracted the painting poetry of Mukjukdo (Bamboo
Paintings) in the early Joseon Dynasty from theHanguk Munjip Chonggan (Korean Lit-
erary Collections in Classical Chinese) of Hanguk Gojeon Jonghap DB (Korea Classics
DB). This is one of the basic tasks of research on Hansi (poems in the Chinese style),
which has subdivided types of Hansi according to their material. This study presents
expression techniques and meanings objectively by converting them into numerical val-
ues by using a computer information processing method. Traditional research on Hansi
has mainly relied on researchers’ intuition, however, this digital data analysis, which is
a quantitative method, can complement the traditional method.

2 Research Methods

2.1 Data

The basic data for this study is Hanguk Munjip Chonggan; the Database of Hanguk
Gojeon Beonyeokwon (Institute for the Translation of Korean Classics). It is called
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“Hanguk Gojeon Jonghap DB”. Hanguk Gojeon Beonyeokwon organizes and translates
Korean classics into this database and then digitally converts them and discloses them
to the public. This data is provided in XML format in the form of openAPI [1]. This
data is categorized by author, book name, style, title, original text, year of publication,
etc. Based on this, the painting data from the early Joseon Dynasty were extracted and
analyzed.

2.2 Data Mining Techniques

Data mining is a technique of extracting useful information by analyzing statistical
patterns, rules, and relationships in large amounts of data [2]. Today, it is used in various
fields such as computerization, statistics, and management. We also intend to apply this
technology to the study of Korean classical liteture. Currently, 142 anthologies from the
early Joseon Dynasty are included in the Hanguk Munjip Chonggan. The primary data
mining is to select the painting poetry based on this database and to classify them by
their type. The secondary mining is to analyze the text by narrowing the scope [3] to
painting poetry of Mukjukdo in the early Joseon Dynasty.

3 Result

3.1 Extracting and Cataloguing

We chose the poetry from the style category at HangukGojeon JonghapDB, and selected
poemswith characters in the title, such as ‘do (picture)’, ‘hwa (painting)’, ‘je (mention)’,
‘muk (ink)’, ‘hoe (drawing)’, ‘sa (drawing)’, ‘byeong (folding screen), ‘jok (hanging
scroll)’, ‘cheop (album)’, and ‘chuk (scroll)’. After that, we compare the title and the
content of each poem to determinewhether the poemwas painting poetry or not. Through
this, it was found that there are a total of 842 poetry poems currently included inHanguk
Munjip Chonggan.

3.2 Type Classification

Based on the previously extracted lists, the painting poetry of the early Joseon Dynasty
was classified by type based on the subject matter of the painting [4]. This classification
is possible because the subject matter of the picture is presented as the name of each
object before and after ‘do’ or ‘hwa’, which usually means a picture. For example, the
titles of most painting poems of Mukjukdo appear in expressions such as “Mukjukdo”
or “Jejuk (reciting a bamboo)”. The figure below is the result of categorizing Mukjukdo
painting poems using the TOPIC MAP based on the list of painting poems in the early
Joseon Dynasty and the types of paintings (Fig. 1).
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Fig. 1. A Type classification of Mukjukdo painting poetry using TOPIC MAP

3.3 Syllable Unit Segments and Statistics

Next, we analyzed the text data of the painting poetry of Mukjukdo in the early Joseon
Dynasty. In order to interpret the poem [5], it is convenient to divide it into morphemes,
the smallest unit of meaning. Since Hansi is composed of Chinese characters, it can be
divided into morphemes up to one syllable unit. In addition, the units of these syllables
are basically combined into five and seven words to form a row. Therefore, we set one
row as the basic unit. Among the original text of painting poetry, o’eon (five-character)
was divided from 1 to 5, and chil’eon (seven-character) was divided from 1 to 7 syllables.
In succession, per line, o’eon generated five corpus of one syllable, two syllables, three
syllables, four syllables, and five syllables, and chil’eon generated seven corpus of one
syllable, two syllables, three syllables, four syllables, five syllables, six syllables, and
seven syllables (Table 1).
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Table 1. The corpus unit of o’eon and chil’eon poem

If 1 line of o’eon poem
is assumed to “1 2 3 4 5”,
the corpus unit

If 1 line of chil’eon poem
is assumed to “1 2 3 4 5 6 7”,
the corpus unit

1 syllable corpus(5): 1/2/3/4/5 1 syllable corpus (7): 1/2/3/4/5/6/7

2 syllable corpus(4): 12/23/34/45 2 syllable corpus (6): 12/23/34/45/56/67

3 syllable corpus(3): 123/234/345 3 syllable corpus (5): 123/234/345/456/567

4 syllable corpus(2): 1234/2345 4 syllable corpus (4): 1234/2345/3456/4567

5 syllable corpus(1): 12345 5 syllable corpus (3): 12345/23456/34567

The following is the result of dividing the original data of Mukjukdo painting poetry
by syllables and calculating the frequency. This is the figure measured using the JAVA
program to see howmany syllable corpus units are repeated in the actual painting poetry
text data. The numerical value of 1–5 syllable corpus is the sum of the data for each
syllable of o’eon and chil’eon, and the numerical values of 6–7 syllables is for chil’eon
only. In these values, only words from 1 to 3 syllables were actually valid, and all 4–7
syllables were meaningless because the word combination was under twice (Figs. 2, 3
and 4).

Fig. 2. The frequency of one syllable corpus in Mukjukdo painting poetry
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Fig. 3. The frequency of two syllable corpus in Mukjukdo painting poetry

Fig. 4. The frequency of three syllable corpus in Mukjukdo painting poetry
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3.4 Analysis of the Meaning of Corpus

The most commonly used one-syllable word in painting poetry of Mukjukdo is “poong
(wind: 55 times)”. “poong” is a combination of words in the order of “poong ryu (a
taste for the arts: 8 times)”, “poong sang (wind and frost: 5 times)”, “Chun poong(the
spring breeze: 3 times)” etc. in 2 syllables. Poong ryu is presented when referring to
the wonderful scenery of bamboo. Pung sang is wind and frost, which gives bamboo
trials and tribulations. Chun poong appears when describing a situation in which bamboo
shoots sprout.

Next is “juk (a bamboo: 41 times)”, but “juk” refers to bamboo itself, so it is not
a discriminating result. And “bul (no: 40 times)”, which belongs to an adverb that
represents negativity in Chinese characters, is not very meaningful in single syllables,
but further emphasizes its meaning when combined with other words. And “ji (Branch:
32 times)”, which is connected in two syllables: “poong ji (a branch swaying in the wind:
2 times)”, “so ji(a slender branch: 2 times). It excludes the numerical value that does not
form a special meaning, such as juk, bul, ji.

The next significant figure is “goon (a man of virtue: 26 times)”. “goon” is a com-
bination of words in the order of “cha goon (this man of virtue: 11 times)”, “goon jin (a
man of virtue is truly ~: 3 times)”, “goon dok (a man of virtue alone ~: 2 times)” etc.in 2
syllables. And “jeol” is 24 times, it means principles. “jeol” is a combination of words
in the order of “go jeol(a distressed principles: 4 times)”, “no jeol (mature principles: 2
times)”, “jik jeol (a straight principles: 2 times)”, etc., in 2 syllables. The jeol represents
the principles of bamboo, and the attitude of keeping faith firmly is matched with “go”
and “no”, to reinforce the unchanging properties.

4 Conclusion

The data figures of corpus by syllable in Mukjukdo painting poetry are in line the
symbolic meanings of bamboo in the early Joseon Dynasty. The symbolic meaning of
Mukjukdo [6] is as follows. As an object, a bamboowas personified as the ideal existence
of a god dragon and a Junzi. As an event, the virtual space of bamboo about the bamboo
of Two queens and Qu Yuan was realized as the sorrowful and unworldly image.

Through this, the measurement of the frequency by dividing the original text of
Mukjukdo painting poetry by syllables and setting it as a corpus composition unit is
meaningful in revealing the symbolicmeaning of bamboo in painting poetry. Conversely,
the symbols of objects in various types of painting poetry can be demonstrated and shown
with an objective indicator of language.
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Abstract. The results of analyzing students’ requirements becomevery important
data for teachers. Because it is a very important criterion for improving learning
satisfaction while increasing students’ learning effects. In this paper, students’
requirements are analyzed and what subjects or contents students want are inves-
tigated. The purpose of this paper is to construct a learning model that reflects the
needs of students.
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1 Introduction

Until the late 21st century, general teaching methods were mainly based on frontal
teaching in classrooms. The use of digital tools has the effect of increasing learning effi-
ciency, but the method of education insisted on traditional classroom lectures [3]. After
COVID-19 pandemic, university education was changed and operated from offline to
online, and many students became familiar with online education [1]. Teleconferencing
platforms such as Zoom have become hugely popular with the spread of online edu-
cation due to COVID-19 pandemic. This has become a catalyst for many institutions
to seek traditional education methods as various educational methods that can con-
duct synchronous or asynchronous remote education [3]. In online education, learners’
activities and learning data were analyzed and processed using a LMS (Learning Man-
agement System). The large amount of learning data extracted from the LMS platform
provided basic information for both teachers and students that could help improve learn-
ing satisfaction and educational goals [1]. In addition, students’ learning satisfaction is
generally obtained through a post-learning survey, and most of them analyze and use
it when students answer multiple-choice questions written by teachers. However, the
multiple-choice questions given by the teacher are not sufficient data for the student
satisfaction survey, and the results of the student’s data analysis may vary depending
on the teacher’s intention. For this purpose, it is necessary to analyze students’ learning
satisfaction and their needs through big data analysis when presented as a subjective
question, not a multiple-choice question, and students freely describe their opinions and
submit answers to the questionnaire.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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NLP (Natural Language Processing) is natural human language and communication
variables such as voice, text, audio, and video, interpretations and applications [2] We
call NLP as non-formal data. Text mining that is one of technique in Big data is well
known a process to extract meaning words from the data and analyze them.

This paper aims to make a learning model using analysis of students’ needs. For
this process, students get a subjective questionnaire and they write their opinion freely
without any form and select items. Their answers is used to analyze what they want to
study or learn. Consequently, this research shows a frequency of their opinions that can
be the students’ needs from their study.

2 Related Works

2.1 Big Data

Big data is a technology that can handle unstructured data, unlike databases that only
dealt with structured data. Of course, this can perform both processing of collecting and
analyzing unstructured and structured data.

It also guarantees both volatility, speed, volume, diversity and integrity. In big data,
data is collected in various ways, such as a web browser and a mobile web with var-
ious data formats. In the existing analysis method, different formats of unstructured
and structured data could not be managed, but both big data are possible. In big data,
Hadoop is cost-efficient, scalable, and enables fast and flexible parallelism. It also uses
the Hadoop framework for big data analysis because it provides availability, resilient
properties, security, and authentication. It is also well known for its open-source soft-
ware architecture, which includes processing and storage. The part to be stored is HDFS
(Hadoop Distributed File System), and the part to be processed isMapReduce. D.K. Jain
et al. [4] depicted the Hadoop architecture as shown in Fig. 1.

Fig. 1. Hadoop architecture by D.K. Jain et al.

Hadoop, first run by Doug Cutting and Mike Caparella in 2005, is a Java-based
open-source software. Providing a distributed framework for processing and managing
big data is known as Hadoop’s advantage. Therefore, using Hadoop can manipulate a
large amount of data. In addition, the Hadoop Distributed File System (HDFS) can store
MapReduce for the purpose of the process. MapReduce is used to analyze and generate
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a wide range of datasets using distributed and parallel processing methods in clusters
[4].

Big data is being used in various fields. In particular, techniques for analyzing the
frequency of words in unstructured data to show importance and visualize them are
widely known. Figure 2 shows an example of the results analyzed by word cloud of big
data for CC (Cognitive Computing) [5].

Fig. 2. A sample visualization by analyze word cloud of Big Data.

2.2 Learning Model

Fig. 3. The web based learning model by K. Deejring

The e-learning system promotes learning as teachers and students interact in a non-
face-to-face manner, and learning materials and evaluations are also conducted online.
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This approach can be a good solution to accommodating an exponentially growing
number of students and their curriculum, but only popular large-scale online curriculums
can cause problems such as student crowding, student performance, failure and departure
[6]. K. Deejring depicted e-learning model as shown in Fig. 3 [7].

3 Data Analysis for Students’ Needs

3.1 Survey of Students’ Requirements for Their Class

For this study, a survey was conducted on 40 general students who did not major in IT
in the liberal arts subject of K University in Seoul. The survey items are as follows.

Question: Feel free to describe any topic or content you want to hear in the lecture.
Or if there is a subject that you want to make a lecture in general culture, please write
it with the reason.

The comments as below represent one of the student’s answers among the results of
the survey.

Answer: In my opinion, the topic we need in the Fourth Industrial Revolution is
’human ennui among the negative aspects of liberal utopia’. In the 4th Industrial Revo-
lution, as each of us could access information or technology so easily, it destroyed the
feudal system of the past and transformed it into a nation by the public, giving every-
one a chance to politics by democracy and capitalism. As educational opportunities
diversified, it began to turn into a world where everyone creates opportunities through
education. But we must think about whether we will be happy. I get everything I want and
come across, but I feel despondent. The reason is that in the era of the Fourth Industrial
Revolution, we have it whenever we want, so we work hard to achieve something and do
not feel the joy, satisfaction, and fulfillment that comes from it. Therefore, we maximize
convenience and efficiency, but we may not be able to enjoy our mental satisfaction and
happiness.

3.2 Frequency from the Survey

Students’ survey results are unstructured data written freely. If you analyze the frequency
of words using the word cloud of big data, it is shown as shown in the Fig. 4. The
results of this analysis were all processed students’ opinions, and they were not able to
extract actually important words from the students’ answers, but only the frequency was
processed from the entire content.

Figure 5 shows the results except for meaningless words. What these results show
is that students want subjects related to technology and are paying a lot of attention to
preparing for the future. In particular, if you look at topics such as education, develop-
ment, paradigm, artificial, computer, big data, metabus, and program, it can be seen that
students want lectures related to this.
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Fig. 4. The result of word cloud

Fig. 5. The result of word cloud filtering meaningless word



A Big Data Based Learning Model from Student Questionnaire 15

3.3 Learning Model

A learning model as shown in the Fig. 6 is constructed based on the results of student
requirement analysis.

Fig. 6. A learning model that reflects student needs

4 Conclusion

This paper analyzed what students wanted to learn in class and applied it to the process
of developing learning subjects. In order to know the topics what students want to study,
the research was applied survey with unstructured data. In the survey result, we can
see the topics that students’ needs such as education, development, paradigm, artificial,
computer, big data, metabus, and program. The results showed that students wanted to
be able to develop more technical subjects and take them. Therefore, this paper shows
the learning model that applied their requirement. Each course indicated how the teacher
should reflect it and develop a learning subject after analyzing the students’ requirements.

Acknowledgement. This work was supported by the Ministry of Education of the Republic of
Korea and the National Research Foundation of Korea (NRF-2020S1A5A2A01042497).
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Abstract. In this study, we discuss the phonetic characteristics of Korean
monophthong vowels produced by Vietnamese female speakers at the beginner’s
level. Unlike Korean female speakers, the quantitative results for /e/ and /E/ show
that there was a statistically significant difference in F1 values (p < 0.05) as well
as F2 values (p < 0.05) in the production of vowels by Vietnamese learners of
Korean. Therefore, the difference in height between the two vowels was con-
trastive by Vietnamese learners of Korean differently from native Korean female
speakers. On the other hand, the back vowels /u/ and /o/ produced by female Viet-
namese learners of Korean had a statistically significant difference in both F1 and
F2 (p < 0.05) values. Therefore, female Vietnamese learners’ pronunciation was
contrastive by the difference in tongue height (F1) as well as the position of the
tongue (F2) in the production of Korean rounded back vowels /u/ and /o/, whereas
these two vowels were contrastive only by the difference in tongue position (F2) in
native Korean female speakers. Therefore, all pairs of monophthong vowels pro-
duced by Vietnamese female speakers formed in opposition to each other, while
Korean native speakers formed a seven-vowel system due to the merger of /e/
and /E/. Moreover, Vietnamese female speaker’s Euclidean distance between /u/
and /o/ was shorter (88.4) than Korean female speaker’s (146.5). Thus, it can be
also argued that the pronunciation of the Korean vowels /u/ and /o/ produced by
Vietnamese female learners of Korean are considerably different to the production
of Korean rounded back vowels.

Keywords: formants · Korean vowels · Vietnamese · beginner level · phonetics

1 Introduction

In this paper, we discuss the acoustic and phonetic characteristics of Korean monoph-
thong vowels produced by northern Vietnamese female learners of Korean at the begin-
ner’s level, andwe identify the differences compared to those of Korean female speakers.
Since Vietnam has a long topography from north to south, the pronunciation of vowels
varies across the north, central, and south, so the experiment was conducted based on
the northern dialect. The monophthong vowels of Vietnamese are nine vowels in the
northern Hanoi dialect, which is considered as standard (Han 1966, Kirby 2011, Ðào
and Nguyễn 2018). Let us consider the following in Fig. 1:
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Fig. 1. Vietnam monophthong vowels (Kirby 2011: 384)

In Fig. 1, Vietnamese vowels between /e/ and /E/ are distinguishable, while Korean
forms a seven-vowel system (/i, e, W, 2, a, u, o/) that is based on the current spoken
language due to the merger of /e/ and /E/ (Yoon and Kang 2014, Lee et al. 2016, Kang
and Kong 2016). Thus, we discuss the phonetic characteristics of Korean monophthong
vowels produced by Vietnamese female speakers at the early stage of learning.

2 Methods

2.1 Participants

A total of 22 subjects participated in the experiment: 12 Vietnamese female learners of
Korean (beginner level: less than 6 months of learning experience; average age: 21.4)
from the northern part of Vietnam, including Hanoi. All of themwere attending a Korean
language school at the universities in Seoul. 10 Korean female speakers (average age:
21.1) who indicated their birthplaces and residences were in Seoul and Gyeonggi. All
of them are students attending universities in Seoul. A predetermined honorarium was
paid to all subjects.

2.2 Procedure

The words used in the experiment were 24 nonce words in Korean with two syllables
composed of eight monophthong vowels. Due to the merging of /e/ and /E/, the monoph-
thong vowels of Seoul Korean form a seven-vowel system based on the production level
(Yoon and Kang 2014, Lee et al. 2016, Kang and Kong 2016). However, we included
nonce words with eight vowels to examine how Vietnamese speakers pronounced /e/
and /E/, respectively, and how they differed from subjects who speak Korean as their
mother tongue. The nonce words in Table 1 are in the form of “V1 + CV2” so that eight
monophthong vowels (V1) are the word-initial position, while the following consonants
are Korean plosives /p, t, k/.
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Table 1. Nonce words.

_ka _ta _pa

i ika ita ipa

e eka eta epa

E Eka Eta Epa

W Wka Wta Wpa

2 2ka 2ta 2pa

a aka ata apa

u uka uta upa

o oka ota opa

The experiment was conducted in a manner that the subjects repeatedly read the 24
nonce words presented in Table 1 three times, and the words were read with the carrier
sentence ‘This is _____’. In this way, 72 pieces of data were collected per subject, and
the total number of data obtained through each group of Korean (10 people × 24 words
× 3 repetitions) and Vietnamese (12 people × 24 words × 3 repetitions) was 1,584.
The recording was performed using an LG Gram laptop, which is included in the public
software Praat version 6.2.23. A SONY ECM-LV1 pin microphone was attached to the
upper body of the subject and connected to the laptop. The recording took place in a
quiet space on the campus without noise.

For the data analysis, using Praat version 6.2.23, we checked the spectrogram of all
vowels and set the section with the least variation in formant as the stable section. Since
all the subjects were women, the maximum formant value was set to 5,500 (Hz), the
number of formants was set to five, and the windowwas set to 25 (ms). Themeasurement
of the formant value was calculated by finding the mid points of the stable section
found in the collection. Through this process, an analysis was conducted on a total of
1,584 tokens. Formant values were summarized using Excel, and statistical analysis was
performed using IBM’s statistical analysis program SPSS 26 to understand the statistical
significance.

3 Results

3.1 Production

To discuss the acoustic and phonetic characteristics of Korean monophthong vowels
produced by Korean female speakers, we present the formant values in Table 2. To
judge the significant differences among Korean vowels, the results of repeated-measures
ANOVA followed by Bonferroni post-hoc analysis are reflected.
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Table 2. Korean female speakers estimated mean in F1/F2 (Hz)

Vowel
(F1)

Estimated 
mean

Standard 
error

95 % Confidence interval
minimum maximum

i 433.5 7.1 419.5 447.5
e 611.1 4.0 603.3 619.0
ɛ 618.8 4.1 610.6 627.0
ɯ 449.2 5.5 438.3 460.1
ʌ 603.1 5.8 591.5 614.7
a 931.0 6.8 917.6 944.4
u 420.0 4.8 410.5 429.5
o 418.0 4.7 408.6 427.4

Vowel
(F2)

Estimated 
mean

Standard 
errors

95 % confidence interval
minimum maximum

i 2759.7 61.9 2636.8 2882.6
e 2210.9 44.0 2123.7 2298.2
ɛ 2229.6 43.1 2144.0 2315.2
ɯ 1565.5 29.7 1506.5 1624.4
ʌ 932.3 11.1 910.3 954.3
a 1424.0 14.6 1395.0 1453.0
u 854.2 15.7 822.9 885.4
o 715.2 11.8 691.8 738.6

In Table 2, in F1 values, there is no significant difference between /e/ and /E/ (p >

0.05) and /u/ and /o/ (p > 0.05). On the other hand, in F2 values, there is no significant
difference between /e/ and /E/ (p > 0.05), but contrast is maintained between /u/ and /o/
(p < 0.05) in the position of the tongue in F2 values. Based on the estimated mean in
Table 2, we present the Korean female speakers’ vowel production in Fig. 2.

In Fig. 2, the vowel diagram shows that the traditional Korean phonological category
(the so-called eight-vowel system) does not match the production of Korean female
speakers. However, unlike in Korean, the Vietnamese vowel system distinguishes front
vowels between /e/ and /E/, as shown in Fig. 1. It is unclear whether Vietnamese female
speakers pronounce these two vowels differently, or simply merge them in the same
way as Korean speakers. Thus, we investigated the acoustic and phonetic characteristics
of Korean monophthong vowels produced by Vietnamese female learners of Korean at
the beginner’s level. The results of repeated-measures ANOVA followed by Bonferroni
post-hoc analysis are also reflected in this analysis.
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Fig. 2. Korean female speakers Korean vowel production (Hz)

Table 3. Vietnam female speakers (beginner) F1/F2 values (Hz)

Vowel
(F1)

Estimated
mean

Standard errors 95% confidence
interval

minimum maximum

i 425.6 5.8 414.0 437.1

e 524.4 7.9 508.7 540.0

E 573.8 9.1 555.8 591.8

W 446.5 6.2 434.3 458.7

2 708.7 11.6 685.7 731.7

a 912.7 9.5 893.9 931.5

u 404.5 5.8 393.0 416.0

o 480.4 8.5 463.6 497.2

Vowel
(F2)

Estimated
mean

Standard errors 95% confidence
interval

minimum maximum

i 2875.0 14.5 2846.1 2903.8

e 2569.7 18.6 2532.7 2606.6

E 2618.3 18.4 2581.8 2654.8
(continued)
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Table 3. (continued)

Vowel
(F2)

Estimated
mean

Standard errors 95% confidence
interval

minimum maximum

W 1565.6 15.6 1534.6 1596.6

2 1179.0 9.501 1160.2 1197.9

a 1665.3 12.0 1641.4 1689.1

u 814.1 9.7 794.9 833.3

o 859.5 8.4 842.8 876.2

UnlikeKorean female vowel production, the quantitative analysis of F1 andF2 values
in Table 3 shows that all eight vowels are categorically significant in F1 and F2 values (p
< 0.05). Based on the estimated mean in Table 3, we present the diagram for Vietnamese
female learners’ vowel production.

Fig. 3. Korean vowel production of Vietnamese female learners’ (beginner) (Hz)

In Fig. 3, the distance between each vowel is statistically contrastive among Viet-
namese female speakers. Therefore, we argue that the native (Vietnamese) phonological
category, as shown in Fig. 1, is reflected in the production of Korean vowels.
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3.2 Euclidean Distance

Based on the analysis of the F1 and F2 values, the distance between the two points
corresponding to each vowel was obtained by applying the following formula to mathe-
matically determine the distance between the vowels. Euclidean distance is a technique
for calculating the distance between two points, and when two points have coordinates
of (P1, P2, P3…Pn) and (Q1, Q2, Q3…Qn), the distance between two points is expressed
by the Euclidean distance formula as follows.

d(p, q) =
√
(q1 − p1)2 + (q2 − p2)2

The distance between two points (two paired vowels) can be calculated using the
formula to measure the two distances. The Euclidean distance between each vowel is
shown as in Table 4.

Table 4. KF/ VF (beginner) speakers’ Euclidean distance for Korean vowels

KF F1 F2 ED VF F1 F2 ED

i-e 170.5 589.7 613.9 i-e 98.4 305.0 320.5

e-ɛ 7.7 18.2 19.8 e-ɛ 49.8 48.3 69.4

ɛ-a 338.9 872.1 926.0 ɛ-a 338.9 953.0 1011.5

i-ɯ 15.7 1267.7 1267.8 i-ɯ 20.9 1309.4 1309.6

ɯ-u 29.2 746.7 747.3 ɯ-u 42.0 751.5 752.7

ɯ-o 31.2 893.2 893.7 ɯ-o 33.9 706.1 999.2

ɯ-ʌ 153.9 676.4 693.7 ɯ-ʌ 262.2 386.6 467.1

ɯ-a 175.9 481.8 512.9 ɯ-a 466.2 99.7 457.2

u-o 2.0 146.5 146.5 u-o 75.9 45.4 88.4

o-ʌ 185.1 216.8 285.1 o-ʌ 228.3 319.5 392.7

ʌ-a 327.9 500.5 598.3 ʌ-a 204.0 486.3 527.4

In Korean speaker’s production, the Euclidean distance between the vowels /e/ and
/E/ was shorter (/e: E/, 19.8) than Vietnamese speaker’s production. The difference in
tongue height (F1) between these vowels was not significant for Korean female speakers
(p> 0.05), while these two vowel categories were statistically contrastive in Vietnamese
learners’ production (p < 0.05). For the case of the rounded back vowel /u/ and /o/,
Korean production of these vowels’ distance is short in F1 (/u: o /, 2.0) but the distance
was maintained in F2 (/u: o/, 146.5). Thus, the Euclidean distance between /u/ and /o/ is
146.5. However, the Euclidean distance for the /u: o/ in Vietnamese learners’ production
was shorter than the Korean realization of /u: o/.
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4 Discussion

The results of quantitative formants for /e/ and /E/ vowels show that there was a statis-
tically significant difference in F1 as well as in F2 values (p < 0.05) in the production
of Vietnamese learners of Korean. Therefore, the difference in height between the two
vowels was contrastive by Vietnamese speakers differently from native Korean female
speakers. The back vowels /u/ and /o/ produced by female Vietnamese speakers had a
statistically significant difference in F1 value (p < 0.05), but there was no statistically
significant difference in F2 value (p > 0.05). Therefore, female Vietnamese speakers’
production was contrastive by the difference in tongue height (F1), whereas the dis-
tance was maintained only by the difference in tongue position (F2) in native Korean
speakers. Therefore, all pairs of monophthong vowels produced by Vietnamese female
speakers formed an opposition to each other. Interestingly, Vietnamese female speakers’
Euclidean distance between /u/ and /o/ was shorter (88.4) than Korean female speakers
(146.5). Thus, statistical formant analysis concluded that the production of the Korean
vowels /u/ and /o/ produced by Vietnamese female learners have considerable phonetic
differences compared Korean speakers, as shown in Fig. 4.
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Fig. 4. Korean vowels produced by KF (white dot) and VF (beginner)

References

1. Ðào, ÐíchM.u. c, Nguyễn, Anh-Thu
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Abstract. This study aims to explore the reason why there are various causal
connective expressions in Korean in comparison with English from a cultural
perspective. In this study, Korean causal connective expressions are linguistically
analyzed from the cross-linguistic perspective with English expressions in the
Korean-English Parallel Corpora. Then, the differences between Korean causal
connective expressions and the corresponding English expressions are interpreted
from a cultural point of view. The findings of this study are as follows. First, there
are various causal connective expressions implying a negative meaning in Korean,
and negative nuances can be indirectly delivered through grammatical expressions.
Second, in Korean the causal connective expression that includes the conjecture
meaning is much more frequently used compared to English. The phenomenon of
using a lot of guessing expressions inKorean can be interpreted asKorean speakers
exhibiting a tendency to express their thoughts or opinions mildly and indirectly
rather than strongly and clearly, and this is also related to showing politeness
toward the listener. Third, there is the causal connective expression implying that
it is one of various reasons in Korean. It implies that Korean speakers intend to
avoid conclusive expressions by emphasizing that it is one of several reasons rather
than concluding a single reason. This can also be viewed as a way to keep from
expressing one’s intentions too strongly and avoid causing the other person to lose
face.

Keywords: Cross-linguistics · Causal Connective Expressions · Interpretive
Ethno-grammar

1 Introduction

Communication competence encompasses not only linguistic and grammatical compe-
tence, but also cultural competence. In order to communicate properly in a particular
language society, speakers must not only understand basic linguistic structures such as
vocabulary, phonemes, and grammar, but also know how to speak appropriately in a
given social and cultural context (Saville Troike 2003). This is because a language is

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. C. Hung et al. (Eds.): IC 2023, LNEE 1044, pp. 26–34, 2023.
https://doi.org/10.1007/978-981-99-2092-1_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2092-1_4&domain=pdf
http://orcid.org/0000-0002-0424-880X
http://orcid.org/0000-0002-7177-0235
https://doi.org/10.1007/978-981-99-2092-1_4


Korean Causal Connective Expressions in a Cross-Linguistic 27

shaped by the culture. Depending on the culture, there may be differences in the way of
expressing the same subject in each language.

For example, the Hanunoo language of the Philippines has dozens of words for
different kinds of rice (Conklin 1957) and Russian has several different everyday words
for different kinds of friends rather than one basic everydayword like the term friend used
in English (Wierzbicka 1997), and this phenomenon is not limited towords. Compared to
other languages, in Korean, there are a lot of connective expressions that express a cause
or reason. This phenomenon can be analyzed along the same lines as the phenomenon
in which rice in the Hanunoo and friends in Russian appear significantly more than in
other languages. In other words, it can be said that the expressions that indicate the cause
or reason appear very diverse due to the cultural characteristics of Koreans’ tendencies
or communication.

This study aims to explore the reasonwhy there are various causal connective expres-
sions in Korean from a cultural point of view. For this, first, Korean causal connective
expressions are linguistically analyzed from the cross-linguistic perspectivewith English
expressions. Then, the differences between Korean causal connective expressions and
the corresponding English expressions are interpreted from a cultural point of view. If
speakers are aware of the reasons for the variety of expressions representing the cause
or reason in Korean from a linguistic cultural perspective, it will be possible to help
foreign learners avoid misuse of language in a cultural context and achieve successful
cross-cultural communication.

2 Korean Causal Connective Expressions

Choi (2022) analyzed the grammar items from 10 classes of Korean textbooks and 3
classes of grammar books to categorize them based on their meanings. As a result, a total
of 68 semantic categories of grammar items were presented and a list of synonymous
grammar items was organized for each category. It was found that the meaning category
which has the greatest number of synonymous grammar items was the [cause] category.
According to Choi (2022), there are 24 synonymous grammar items expressing the
cause or reason in Korean: -a/eoseo, -(eu)nikka, -(eu)meuro, -gi ttaemune, -neurago, -
neun barame, -gilrae, -gie, -deoni, -at/eotdeoni, -(eu)n/neun mankeum, -a/eo gajigo, and
so on. These all have a common meaning, which is the cause or reason for the following
clause in the sentence. However, they differ in terms of syntactic conditions, contextual
formality, or semantic features.

For example, in Korean textbooks, the following causal grammar items are pro-
vided with descriptions as they have the additional semantic features compared to the
basic/neutral causal grammar items ‘-a/eoseo, -(eu)nikka, -(eu)meuro, -gi ttaemune’.

(1) Ast-(eun) tase, Vst-neun tase: It is a negative expression of cause or reason.
(2) Ast/Vst-(eun) nameoji: It is used when some action or situation in the first clause

becomes worse, and it leads to a negative result in the following clause.
(3) Vst-neurago: It indicates a cause, reason, or purpose getting a negative result.
(4) Vst-neun barame: It indicates a cause or reason. The preceding situation negatively

affects the following action.
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(5) Vst-neun tonge: It indicates a cause or reason that caused the negative situation or
result of the following clause.

(6) Ast/Vst-a/eoseo geureonji: It is used when the previous action or situation seems to
be the cause and reason for what follows but cannot be determined for sure.

(7) Ast/Vst-go haeseo: This is used to show that the preceding clause is one of many
reasons for the content in the following clause.

As underlined above, the causal connective expressions in (1) to (7) have additional
semantic features: the grammar items in (1) to (5) contain [+negative] features, the
grammar item in (6) has [+uncertainty] features, and the grammar item in (7) implies
[+plurality]. Like this, Korean causal connective expressions are not only able to express
the cause or reason for the following clause, but they can also imply additional semantic
features or nuances.

As such, it seems there are numerous grammar items expressing cause or reason in
Korean. At this point, the question of whether this phenomenon exists in other languages
as well, or whether this is a characteristic unique to Korean can be raised.

In order to explore the above question in this study, seven causal connective expres-
sions that contain additional semantic features are compared with the corresponding
English expressions. In addition, through these analysis results, we attempt to interpret
the reason why there are many causal connective expressions in Korean from a cultural
perspective.

3 Data and Methodology

The data of this studywas collected by theKorean-English parallel corpora developed by
AI-Hub. AI Hub is an AI integration platform operated by Korea’s Ministry of Science
and ICT and the National Information Society Agency. The Korean-English parallel
corpora were released as a part of the data construction project for artificial intelligence
learning. The Korean-English parallel corpora consist of three styles of corpus: literary,
colloquial, and colloquial conversation, covering 1,600,000 sentences.

In this study, 200,000 sentences (2,658,545 words) from the news article corpus in
the literary style and 100,000 sentences (779,541 words) from the conversation corpus
in the colloquial style were analyzed as follows (Table 1).

Table 1. Information of Korean-English Parallel Corpora

No. Style Context The Number of Sentences/Words

1 Literary News Articles 200,000 sentences
(2,658,545 words)

300,000 sentences
(3,438,086 words)

2 Colloquial
(Conversation)

Conversation in a
meeting, shopping,
school, restaurant, etc

100,000 sentences
(779,541 words)
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A total of 300,000 sentences (3,438,086 words) in the Korean-English parallel cor-
pora were examined in order to explore the corresponding English expressions with
Korean reason/causal connective expressions.

Fig. 1. An Example of Data Analysis

As shown in Fig. 1, 479 sentences using the seven Korean causal connective expres-
sions were searched from the Korean-English parallel corpora and the corresponding
English expressions for each Korean causal connective expression were extracted from
the English sentences.

After examining all the corresponding English expressions, they were categorized
into two groups: reason/causal expressions and non-reason/causal expressions. If the
English expressions are used to indicate the reason or cause, they were included in the
reason/causal expressions. In contrast, if the English expressions are not used to indicate
the reason or cause, they were included in the non-reason/causal expressions.

4 Korean Causal Connective Expressions in a Cross-linguistic
Perspective

Table 2 shows the frequency and rate of Korean causal connective expressions and
corresponding English expressions in the Korean-English parallel corpora.

Table 2. Korean Causal Connective Expressions and Corresponding English Expressions

No Korean N English N %

1 Ast-(eun) tase,
Vst-neun tase

145 Reason/causal
expressions

because (of) 57 39.31

due to 32 22.07

as 25 17.24

(continued)
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Table 2. (continued)

No Korean N English N %

since 14 9.66

so 2 1.38

by 1 0.69

for 1 0.69

therefore 1 0.69

Non-reason/causal
expressions

cause 4 2.76

after 2 1.38

and 1 0.69

as a result 1 0.69

result in 1 0.69

lead 1 0.69

so … that 1 0.69

while 1 0.69

2 Ast/Vst-(eun) nameoji 24 Reason/causal
expressions

because 5 20.83

as 3 12.50

for 2 8.33

Non-reason/causal
expressions

and 5 20.83

so… That 3 12.50

∅ 5 20.83

by ~ ing 1 4.17

3 Vst-neurago 13 Reason/causal
expressions

because 4 30.77

due to 1 7.69

from 1 7.69

as 1 7.69

with 1 7.69

~ ing 2 15.38

Non-reason/causal
expressions

and 1 7.69

bring 1 7.69

on 1 7.69

4 Vst-neun barame 153 Reason/causal
expressions

because 61 39.87

so 24 15.69

(continued)
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Table 2. (continued)

No Korean N English N %

as 14 9.15

since 11 7.19

due to 6 3.92

from 1 0.65

Non-reason/causal
expressions

and 12 7.84

∅ 9 5.88

cause 6 3.92

, which 2 1.31

after 2 1.31

when 2 1.31

drive 1 0.65

disrupt 1 0.65

get 1 0.65

5 Vst-neun tonge 4 Reason/causal
expressions

since 1 25

due to 1 25

Non-reason/causal
expressions

and 1 25

confuse 1 25

6 Ast/Vst-a/eoseo
geureonji

124 Reason/causal
expressions

because 31 24.80

maybe (it’s) because 28 22.40

so 13 10.40

probably because 11 8.80

perhaps because 7 5.60

since 7 5.60

due to 3 2.40

maybe that’s why 2 1.60

maybe the reason 2 1.60

not sure if it is because 2 1.60

with 2 1.60

guess it’s because 1 0.80

perhaps… so 1 0.80

perhaps due to 1 0.80

(continued)
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Table 2. (continued)

No Korean N English N %

whether it’s from 1 0.80

Non-reason/causal
expressions

∅ 8 6.40

and 2 1.60

as to whether 1 0.80

no wonder 1 0.80

so… That 1 0.80

7 Ast/Vst-go haeseo 9 Reason/causal
expressions

because 2 22.22

so 2 22.22

since 1 11.11

due to 1 11.11

as 1 11.11

Non-reason/causal
expressions

∅ 2 22.22

As described in Sect. 2, the Korean causal connective expressions (1) to (5) con-
note [+negative] meaning, the expression in (6) has [+uncertainty] meaning, and the
expression in (7) contains [+plurality] meaning additionally. We analyzed whether these
additional semantic qualities appear in the corresponding expressions in English, and
the results are examined by each additional semantic quality below.

4.1 [+Negative] Feature in Causal Connective Expressions

The English expressions that correspond with the Korean causal connective expressions
Ast-(eun) tase, Vst-neun tase, Ast/Vst-(eun) nameoji, Vst-neurago, Vst-neun barame,
Vst-neun tonge, which imply the [+negative] feature, were analyzed. As a result, in
English there were no causal expressions that have the [+negative] feature noticed in
Korean expressions, and only basic/neutral causal expressions such as because, due to,
as, since were used as the corresponding expressions.

In English, it was found that there was a large tendency to use direct negative vocab-
ulary when trying to connote a negative meaning rather than implying such negative
meaning through grammar items. In that, in English, words with negative meanings
are used directly when expressing negative intentions, whereas in Korean, grammatical
expressions implying the negative meaning are used somewhat indirectly. It means in
Korean, even if the speaker does not use direct vocabulary to express negative intentions,
negative nuances can be indirectly delivered through grammatical expressions. The phe-
nomenon of speakers indirectly expressing their intentions in Korean can also be found
when they express their thoughts or opinions with conjecture expressions such as –
(eu)n/neun/(eu)l geot gat- or when they express their plans with –(eu)lkka ha-, -(eu)lkka
sip-, and so on.



Korean Causal Connective Expressions in a Cross-Linguistic 33

4.2 [+Uncertainty] Feature in Causal Connective Expression

The English expressions that correspond with the Korean causal connective expression
Ast/Vst-a/eoseo geureonji, which implies the [+uncertainty] feature, were analyzed. In
English, conjecture expressions such asmaybe, probably, and perhapswere not included
in as many as 50% of the corresponding English expressions with Ast/Vst-a/eoseo geure-
onji in the reason/causal expression category. In that, cases involving speculation in the
causal expressions appeared much more in Korean.

As mentioned above, this coincides with the phenomenon of using a lot of guessing
expressions in Korean. In Korean, when expressing a cause or reason, there is a strong
intention to express it mildly rather than strongly and clearly, and this is also related to
showing politeness toward the listener.

4.3 [+Plurality] Feature in Causal Connective Expression

The English expressions that correspond with the Korean causal connective expres-
sion Ast/Vst-go haeseo, which implies the [+plurality] of the reason, were analyzed.
In Korean, this expression shows that the preceding clause is one of many reasons for
the content in the following clause. However, in English, this connotative meaning was
not expressed. Unlike English, the causal expression implying that it is one of vari-
ous reasons frequently appears in Korean because it implies that the speaker intends to
avoid conclusive expressions by emphasizing that it is one of several reasons rather than
concluding a single reason. This can also be said to be a way to keep from expressing
one’s intentions too strongly. This is used in a context where the speaker wants to avoid
definitive reasons: when the speaker has to refuse the other’s request or suggestion, the
speaker dooes not want to cause the other person to lose face by giving the connotative
meaning that there aremany reasons for being unable to accept the request or suggestion,
or when the speaker does not want to explicitly express their actual reasons.

4.4 Additional Findings

Through the analysis, a few findings can be discussed further.
First, the corresponding English expressions with Korean causal expressions were

mostly one of four expressions such as because, since, due to, and as, and it shows that
in English various grammar items expressing the cause or reason are not used as much
as in Korean.

Second, even though there are some different causal expressions in English, their
difference is the degree of formality rather than semantic features. However, in Korean,
there are various causal expressions, and their difference can be explained in many
aspects: formality, syntactic condition, and semantic features.

Third, there are cases in which Korean causal expressions do not correspond with
the non-reason/causal expressions in English. This indicates that causal expressions are
used more frequently in Korean, and sometimes the causal expression is used for other
intentions such as supporting their thoughts rather than expressing the actual cause or
reason in a logical context.
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5 Conclusion

It is generally recognized that languages differ in the amount – and kind – of attention
given to different aspects of reality through their lexical systems: Arabic has numerous
words for sand, Hanunoo for rice, and so on (Wierzbicka 2002). This study consid-
ered that it also applies to grammatical expressions and not only to the lexical system.
Thus, this study focused on the phenomenon that there are various causal connective
expressions in Korean in comparison with English from a cultural perspective.

As a result of the linguistic analysis from the cross-linguistic perspective between
Korean causal connective expressions and corresponding English expressions, it was
found that the following three aspects were characteristics unique to Korean and these
were interpreted in a cultural perspective.

First, there are various causal connective expressions implying a negative meaning
in Korean, whereas there are no such expressions in English. In Korean, the negative
nuance can be indirectly delivered through grammatical expressions.

Second, in Korean the causal connective expression that includes the conjecture
meaning is much more frequently used compared to English. As mentioned above, the
phenomenon of using a lot of guessing expressions in Korean can be interpreted as
Korean speakers exhibiting a tendency to express their thoughts or opinions mildly and
indirectly rather than strongly and clearly, and this is also related to showing politeness
toward the listener.

Third, there is the causal connective expression implying that it is one of various
reasons in Korean, whereas no such expression is used in English. It implies that Korean
speakers intend to avoid conclusive expressions by emphasizing that it is one of several
reasons rather than concluding a single reason. This can also be said to be a way to keep
from expressing one’s intentions too strongly and avoid causing another person to lose
face.

The results of this study from the linguistic-cultural perspective will be able to help
foreign learners choose the proper causal connective expressions so that they can express
their intentions with a cultural understanding and avoid misuse of language in a cultural
context.
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Abstract. The solution of electromagnetic field boundary value problem is the
difficulty and key point in the teaching of electromagnetic theory. Taking the sim-
ple static two-dimensional electric field boundary value problem as an example,
the research group adopts the analytical method and numerical method to solve
it at the same time. It is programmed based on the MATLAB simulation plat-
form, and designs the experiment level by level from the point of view that the
conclusions of the analytical method and the numerical method echo each other,
so that the students can have a perceptual understanding of the solution method
of the electromagnetic field boundary value problem, the abstract and complex
mathematical conclusion and the uniqueness theorem.

Keywords: Electromagnetic Field Boundary Value Problem · Uniqueness
Theorem · Analytical Method · Numerical Method

1 Introduction

“Electromagnetic field theory” or “electromagnetic field and electromagnetic wave” is
an important basic course for electronic information and radio technology majors in
engineering colleges [1]. It involves many vector calculus formulas and abstract con-
cepts. It requires students to have a solid foundation in mathematics and physics. It
is difficult for students to generally reflect. Although the teaching of “electromagnetic
field theory” should focus on the basic theory of electromagnetic field and electro-
magnetic wave, it should also focus on the combination with engineering practice, so
as to provide more direct theoretical guidance for students in engineering colleges in
related courses and directions. Among them, the solution of electromagnetic field bound-
ary value problem is a bridge connecting basic theories such as electromagnetic field
Maxwell equation with various complex engineering practices, such as antenna design,
electromagnetic interference and electromagnetic compatibility, radar cross-sectional
area and other related applications. However, because it involves complex mathematical
theories such as mathematical equations, it has become a difficulty in undergraduate
teaching [2].
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The boundary value problem of electromagnetic field refers to the mathematical
equation that satisfies the specific partial differential equation and boundary value con-
dition. The solution of the boundary value problem of static electricity andmagnetic field
refers to the solution of the mathematical equation that satisfies the Poisson equation
or Laplace equation and the specified boundary value condition. The solution methods
of electromagnetic field boundary value problems are mainly divided into two cate-
gories: analytical method and numerical method. Analytical method is a method that
can directly obtain the exact expression of the problem from the electromagnetic theory
through formula derivation. This kind of method is usually only suitable for solving
some special boundary value problems with simple boundary shape, such as the bound-
ary shape is regular planar, spherical or cylindrical. Numerical method is a series of
methods that divide the solution area into discrete grids and discrete the continuous vari-
ables to be solved into a series of discrete points in the solution area [3]. The common
finite difference method, finite element method and moment method. Because this kind
of method can deal with various complex boundary problems flexibly, it is widely used
in practical engineering calculation. At this stage, undergraduate teaching generally only
emphasizes the analytical solution of some special boundary value problems, such as
the separation of variables method and the mirror image method. Due to the limitations
of teaching hours, the more general numerical methods are not explained thoroughly, or
even passed by, so it is difficult to achieve the real purpose of serving the engineering
practice.

In this paper, taking the solution of two-dimensional electrostatic field boundary
value problem as an example, a self validating experiment combining analytical method
and finite difference numerical method is designed to improve students’ understanding
of the solution method of boundary value problem and the uniqueness theorem of the
solution of boundary value problem.

2 Boundary Value Problems to Be Solved and Their Analytical
Solutions

The two-dimensional electrostatic field boundary value problem to be solved is shown
in Eq. (1), which satisfies the first kind of boundary value condition, and the surface
charge density in the solution region is ρ, The lengths of x-axis and y-axis are a and B
respectively, and U0 is a constant. The partial differential equation and boundary value
condition satisfied by solving the potential in the region are written as follows:

∂2ϕ

∂x2
+ ∂2ϕ

∂y2
= −ρ(x, y)

ε
(1)

ϕ(0, y) = 0, ϕ(a, y) = 0(0 ≤ y ≤ b) (2)

ϕ(x, 0) = 0, ϕ(x, b) = U0(0 ≤ x ≤ a) (3)

According to the uniqueness theorem of static electromagnetic field, as long as the
potential function satisfies the corresponding Poisson equation or Laplace equation and
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the given boundary conditions, the potential function is the only correct solution. The
boundary value problem can be decomposed into two boundary value problems by
superposition. As shown in Eqs. (2) and (3), there are ϕ = ϕ 1 + ϕ 2.

Under the unified framework of the uniqueness theorem, the above solutions are
jointly solved by the separation of variables method, superposition method and series
expansion method. The orthogonality principle of trigonometric function is used in
the coefficient solution. The derivation process is complex and there are many formulas,
whichmakes it difficult for students to accept. Therefore, the solution of electromagnetic
field boundary value problems has always been a difficulty in undergraduate teaching
[4].

3 Principle of Numerical Method

This experiment uses the finite difference method to solve the problem. The code imple-
mentation of this method is relatively simple, which is more suitable for undergraduate
students to write their own code [5]. They can not only understand the essence of the
numerical calculation method, but also do not occupy too much energy in the implemen-
tation. In addition, the different solutions for solving simultaneous equations can also
reflect the demand for accelerating the convergence speed while ensuring the calcula-
tion accuracy in numerical calculation, so that students can have a more comprehensive
understanding of numerical solution methods.

Firstly, the solution area is divided into square grids. The subscripts I and j represent
the sequence numbers of the nodes in the X and Y directions respectively. The grid
length is h. then the difference equation of Poisson equation is shown in Eq. (4).

ϕij = 1

4

(
ϕi−1j + ϕij−1 + ϕi+1j + ϕij+1 + h2

ρ

ϕ

)
(4)

If the number of nodes in the domain division is n, then n simultaneous equations
are obtained. Further considering the known boundary conditions, the main solution
methods include matrix inversion, Gauss elimination and iterative method. The iterative
method is to assign an initial value to each node to be solved, and gradually update the
potential of each node according to a certain sequence and formula (4) until the error of
the updated value before and after each node is within the given accuracy range. Because
the iterative method is more suitable for solving large-scale boundary value problems,
more versatile, and simple to implement, the iterative method is used in this experiment.
The iterationmethod is divided into simple iterationmethod and over relaxation iteration
method. If the update order is from left to right and from bottom to top, the nodes on the
left and bottom have been updated each time in the simple iteration method, so the over
relaxation iteration method is introduced to improve the convergence speed.

4 Experimental Design

This experiment requires students towrite their owncode to achieve analytical conclusion
analysis, numerical method solution, etc. MATALB provides an efficient simulation
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environment based on matrix operation, with rich function library and drawing function,
simple code writing, and is widely used in theoretical research. This experiment is based
on theMATLAB platform to compile the finite difference code and draw and analyze the
later data. The experimental design is from the perspective that students can self verify
the calculation conclusion. The experimental process and requirements are designed as
follows, As shown in Fig. 1 below [6]:

1) Based on formula (4), analyze the analytical solution based on superpositionmethod,
separation of variables method and series expansion method;

2) The simple iterative finite difference method is used to solve the problem. Different
grid sizes are used. The numerical solution is compared with the analytical method
to analyze the accuracy of the solution results;

3) Use the over relaxation iteration method to determine the optimal relaxation factor
with the fastest convergence speed under different mesh sizes, and compare it with
the empirical value.

This experiment takes the solution of boundary value problem (1) as an example, and
the boundary value problem to be solved can be adjusted according to the actual needs.
By adjusting the grid size, students can understand the influence of grid dispersion on the
accuracy of calculation results and the requirements for computing resources in numeri-
cal calculation; The solution of the over relaxation factor also makes students realize the
practical requirements of ensuring the solution accuracy and improving the convergence
speed in numerical calculation. At the same time, the experiment follows the unique-
ness theorem of solving the boundary value problem of electromagnetic field, that is,
the same boundary value problem can be solved by different methods, but the obtained

Fig. 1. The experimental process and requirements are designed as follows
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solution must meet the specified partial differential equation and boundary value condi-
tions. The uniqueness theorem usually passes by in undergraduate classroom teaching,
and students are difficult to realize its important position in solving electromagnetic field
boundary value problems. Through this experiment, students can deeply understand the
significance and importance of the uniqueness theorem, which really plays the purpose
of experiment assisted teaching.

5 Anaysis of Experimental Results

Let the size of the solution area a = 10 m, b = 8 m, u0 = 100 V, and the charge area
density ρ = 10× (y−1)/ ε 0 pC/m2; Three grid sizes h= 0.1m, h= 0.5m and h= 1m are
used in the numerical calculation. The maximum difference between the two iterations
is required to be 10–10 v. the following is the corresponding analysis conclusion. (a)
(b) (c) and (d) are the color map of potential distribution in the whole calculation area
obtained by the analytical method and the finite difference method with grid sizes of
h = 1 m, h = 0.5 m and h = 0.1 m. The finite difference method adopts the simple
iterative method. If (a) and (b) are the relative errors of the numerical solution relative
to the analytical solution under three grid sizes along the two lines y = 1 m and y =
5 m, respectively. It can be seen that with the decrease of the grid size, the numerical
solution gradually tends to the analytical solution, which indicates that the finer the
grid is, the higher the calculation accuracy is. At the same time, it also proves that under
strictly consistent boundary conditions and partial differential equations, the conclusions
of multiple solutions to the same boundary value problem tend to be consistent, that is,
the unique correctness of the solution [7].

Table 1. Comparison of Iteration Times of Over relaxation IterationMethod and Simple Iteration
Method

H(m) Simple iteration (times) Optimization relaxation iteration
(times)

Ratio% αopt

1 393 45 11.45 1.5

0.5 1508 90 5.97 1.7

1 32771 478 1.45 1.94

The comparison of iteration times between the final simple iteration method and
the optimal over relaxation iteration is shown in Table 1, where the ratio represents
the ratio of the minimum iteration times of the over relaxation iteration method to the
iteration times of the simple iterationmethod [8]. It can be seen that by adjusting the over
relaxation factor, the calculation efficiency can be greatly improved on the premise of
ensuring the calculation accuracy, and the more the number of nodes, the more obvious
the improvement effect is, which is of great significance for the numerical solution of
large-scale boundary value problems.
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Fig. 2. The main content of the article study

6 Conclusions

The solution of electromagnetic field boundary value problem has always been a dif-
ficult point in the undergraduate teaching of electromagnetic field and electromagnetic
wave because of the complexity of mathematical formulas and the diversity of methods
involved. In this paper, the solution of a two-dimensional electrostatic field boundary
value problem is taken as an example. Firstly, the analytical solution is derived based on
the superposition method, the separation of variables method and the series expansion
method; Then, the finite differencemethod is further used for numerical solution, and the
influence of the size of discrete grid on the accuracy of numerical calculation is discussed
[9]. The over relaxation iteration method is used to make students realize the problem of
improving the efficiency of numerical algorithm. As shown in Fig. 2 below. Each step of
the conclusion of this experiment has a reference conclusion, which students can self ver-
ify; the algorithm code based on MATLAB is relatively simple. Students have deepened
their understanding of the algorithm by writing the code themselves [10]. The experi-
mental design deepens the students’ understanding of the abstract uniqueness theorem
and its important position in solving electromagnetic field boundary value problems from
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the perspectives of analytical method and numerical method, helps the students under-
stand the numerical calculation method of electromagnetic field, and further promotes
the students’ flexible learning and application of basic equations, boundary conditions
and various second-order partial differential equations in electromagnetic field theory.
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Abstract. With the rapid rise of rural e-commerce and the steady increase in the
level of rural distribution demand, due to the weak rural logistics infrastructure
and imperfect distribution infrastructure and distribution system, the traditional
conditions of rural logistics and distribution include uneven resource allocation,
information asymmetry, and enterprises. Inability to communicatewith each other,
lack of knowledge sharing network and other issues. The lack of system integration
and distribution has led to problems such as low efficiency, high cost, and poor
performance at the logistics end, which have not been effectively solved in rural
areas for a long time. Based on the ant colony algorithm, this paper studies the
organizational layout and optimizationmodel of the agricultural logistics industry.
This paper analyzes the cost of rural express logistics distribution, and analyzes the
design goals and principles of the optimization model. The experimental results
show that the scale of rural netizens and the rural Internet penetration rate have
continued to increase in the past five years, reaching 293 million and 44.71% of
the population and popularization respectively. With the rapid popularization of
the Internet in rural areas, rural logistics products have high expectations and great
potential.

Keywords: Ant Colony Algorithm · Agricultural Logistics · Industrial
Organization Layout · Optimization Model

1 Introduction

In the process of implementing the rural revitalization strategy, rural express logistics
undertakes the important historical mission of activating the rural economy. With the
rapid rise of rural e-commerce and the steady increase in the level of rural distribution
demand, it has become a key link in the “connecting the past” in rural economic and social
development. An important indicator to measure the quality of online shopping is the
speed of logistics distribution, and the speed of logistics distribution is determined by the
pros and cons of logistics route selection. A fast logistics route selection scheme can give
customers a good shopping experience and reduce The overall cost of an e-commerce
platform or my country’s logistics and distribution [1, 2].
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In the relevant research, Tadi mentioned that logistics is the main means to effec-
tively realize the flow of people, goods and information in the rural tourism supply chain
(RTSC) and improve the competitiveness of tourism products [3]. Logistics provides
material and non-material basis for rural tourism services. The author analyzes the key
issues and structures of RTSC, constructs the logistics structure of agritourism, and ana-
lyzes specific fields from the perspective of logistics processes, processes and activities.
Vakhidov et al. proposed a model for calculating the braking parameters of transport
and technical agricultural machinery equipped with ultra-low pressure wheels [4]. The
difference between this model and the previous model is that its output parameter is not
the braking efficiency, but the time difference between the front and rear axles locked.
The results show that satisfying the advance locking condition of the front axle ensures
the stability of the tractor movement during emergency braking, which has a positive
impact on road traffic safety.

The main purpose of this paper is to study the organizational layout and optimization
model of the agricultural logistics industry based on the ant colony algorithm. This paper
analyzes the cost of rural express logistics distribution, and analyzes the design goals
and principles of the optimization model. In this paper, the ant colony algorithm is used
to solve the VRP problem, and the parameters are set based on the current status of the
system. The research is of great significance for improving the process of rural logistics.
In practice, the rural logistics distribution model developed in this paper provides a
model for the development of rural logistics distribution; the control measures obtained
from the study have important reference value for promoting rural logistics and policy
making.

2 Design Research

2.1 Analysis of the Cost of Rural Express Logistics Distribution

(1) High transportation cost
The rural express logistics infrastructure is weak, its transportation organization is

unreasonable, the network layout and rural residents are widely distributed, and the
number of express parcels in the same area is unstable, which leads to roundabout trans-
portation, repeated transportation and empty vehicle transportation of delivery vehicles
to the countryside.At the same time, the unloaded rate of delivery vehicles to the country-
side is high, resulting in high transportation costs for express delivery to the countryside
[5, 6].

(2) High transit costs
The rural distribution area is wide, but the rural express logistics distribution system

is imperfect compared to the city, and a professional and stable distribution system has
not been formed. Usually, it needs to go through multiple transfers to reach the terminal
distribution network or agent. The operation leads to an increase in the transfer cost and
the storage and transportation cost during the transfer process; and the problems such
as the prolonged distribution time caused by this increase the time cost of distribution.

(3) The delivery cost is high
Due to the small and scattered demand for rural end distribution, the establishment

of distribution outlets will increase the cost of outlet construction. In practice, most
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companies are unwilling and unable to set up rural distribution outlets, resulting in
reduced “last mile” distribution efficiency in rural distribution; Or affected by other
factors, it is often difficult to complete a one-time pickup, which leads to an increase in
the cost of secondary distribution.

(4) High cost of operation and implementation
Restricted by the objective environment in rural areas, the resources of rural express

logistics and distribution are limited, the hardware foundation is poor, and the “poor,
narrow, and weak” rural roads in remote areas lead to low road accessibility and high
vehicle depreciation costs; To achieve interconnection, the phenomenon of waste of
distribution resources is serious.

2.2 Design Goals and Principles

The design goal of this system is to improve the parts that do not conform to the business
process based on the existing system functions of the distribution center. At the same
time, an intelligent dispatching module is added to realize the system automatically
dispatching vehicles and planning the distribution path, so as to provide the distribution
center with the business process and operation. Simple informationmanagement, vehicle
scheduling services [7, 8].

In order to achieve the systemgoals, the systemshould follow the followingprinciples
when designing:

(1) Security principle
There is a large amount of enterprise internal information stored in the system, so

information security is very important. The vehicle dispatching platform of the distri-
bution center is used in the intranet of the enterprise, and the data transmission is also
connected with the internal system of the enterprise, and the security is relatively strong.
When the user logs in to the system and performs operations, the user’s identity should
be verified, and the user’s password should be irreversibly encrypted, and the setting of
multiple input wrong passwords to lock access should be activated to prevent software
attacks that crack the password. The system administrator should clean up the user infor-
mation of the resigned staff in a timely manner to prevent the information from being
stolen.

(2) The principle of reliability
The system needs to work 24 h a day to process orders from various e-commerce

platforms at any time. If there is a failure, it can be recovered within 12 h, and the backup
data can be used to ensure the normal operation of the system [9, 10].

(3) The principle of scalability
With the continuous improvement of the business scale, the business scale of the

distribution company will also continue to expand. To meet business requirements at
the same time, the design of the system should enable integration between small and
functional units.

(4) The principle of portability
There are many urban distribution centers in logistics enterprises, and the system

should be designed to be as universal as possible, so that the system can be used in local
distribution centers after briefly modifying some parameters or adding or subtracting
business modules.
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(5) The principle of ease of use
The purpose of using the system is to improve work efficiency, and the vehicle

dispatchers and managers faced by the system are usually not computer professionals.
Therefore, the system needs to provide a user-friendly operation interface, minimize
manual operations, and facilitate learning and use [11, 12].

2.3 Algorithm Operation Process

The steps to solve the VRP problem using the ant colony algorithm are as follows:
(1) Parameter initialization
m is the number of insects, α is the main pheromone factor, β is the heuristic activity,

ρ is the vaporized pheromone, Q is the total amount of pheromone released, and n is the
maximum number.

(2) Constructing the solution space
All insects are placed in a distribution center, and each insect selects the next distri-

bution point for distribution based on the concentration of “pheromone”. The calculation
process is:

pkij =
⎧
⎨

⎩

[τij(t)]α ·[ηij(t)]β∑

s∈Ik
[τij(t)]α ·[ηij(t)]β , s ∈ Ik

0, s /∈ Ik

(1)

where τij(t) is the pheromone concentration. At the beginning of the analysis, the
pheromone concentration is the same between receptor sites, so assuming τij(0) = 0, is
a set of receptors that do not transmit k, a heuristic function calculated by Eq. (2).

ηij(t) = 1
√

(xi − xj)2 + (yi − yj)2
(2)

The larger the number of heuristic activities, the higher the probability of insect
selection until all insects have completed the delivery of all collection points and returned
to the distribution center.

(3) Update pheromone
After the search is completed, the path length of each insect is calculated, the shortest

path in the current iteration is recorded, and the pheromone concentration TAry(i,j)
between each receiving point is updated according to formula (3):

⎧
⎨

⎩

τij(t + 1) = (1 − RHO)τij(t) + �τij

�τij =
n∑

k=1
�τ kij

(3)

�τkij represents the pheromone concentration, k is the number of animals, and i, j are
the receiving points.

The calculation formula (4) of the antcyclesystem model is as follows:

�τkij

{
Q/Lengthij,The kth ant visits j from the receiving point i

0, other
(4)
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(4) Judging termination conditions
When the number of iterations reaches the preset maximum number of iterations,

stop the work and obtain the optimal solution; otherwise, delete the insect path record
and resume the second step.

3 Experimental Study

3.1 System Status Analysis and Parameter Setting

Through investigation, it is found that the distribution center has a complete logistics
informationmanagement system, and the informatization level is higher than the industry
average. First, the existing systemof the distribution centerwill be analyzed. If the system
calls the algorithm proposed above for vehicle allocation, the following parameters are
required:

(1) Address number
(2) The latitude and longitude coordinates of the delivery address
(3) The total volume of goods to be delivered at the receiving point
(4) Available fleets, number of available franchise vehicles and corresponding models

However, during the investigation, it was found that the data management functions
of the existing system have the following defects:

(1) The address library is not fully utilized
According to the survey, the system is embedded with a GIS system, which can

automatically obtain the information of provinces, cities, districts, counties, and latitude
and longitude of the receiving address and mark it on the map. However, in the actual car
distribution process, the address database information is only used to divide the order
area according to the administrative district and county where the delivery address is
located, and the rest of the data is not fully utilized.

(2) Special orders cannot be marked through the system
In the process of allocating vehicles, the dispatcher is sometimes required to handle

orders with special needs alone, but such orders cannot be identified by the system,
and can only be obtained by the dispatcher recording the order number through manual
inquiry, and corresponding processing. Therefore, the system cannot judge the order
entering the automatic vehicle distribution process (normal order), and thus cannot cal-
culate the total volume of the goods to be delivered at the corresponding receiving
point.

(3) The vehicle management is chaotic and the information is not updated in time
The distribution center carrier is divided into two categories: fleet and franchised

vehicles, but the system has loopholes in the management of the two. First of all, the
basic information is incomplete, and the system cannot reflect the actual docking sit-
uation of the fleet and the franchised vehicles. Secondly, the system cannot reflect the
real-time status of the vehicle, and cannot know through the system whether the par-
ticipating vehicle is currently on the way or idle, and whether the fleet can undertake
the delivery task. The above information is obtained by the dispatcher through offline
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inquiry. Therefore, the system cannot provide the available fleet, the number of available
franchise vehicles and the corresponding model.

The above problems all lead to the inability of the system to provide corresponding
parameters for automatic vehicle allocation, and are also the key problems to be solved
in the following system analysis and design.

3.2 Functional Module Requirements

According to the business requirements and role analysis of the distribution center,
the vehicle scheduling platform should include the following six functional modules,
namely: login module, user management, static data management, order management,
vehicle scheduling, and document management. The specific functional requirements
are shown in the following Fig. 1:

Vehicle dispatching platform
User 

management

login module

static data 
management

order 
management

vehicle 
scheduling
document 

management

Fig. 1. The overall functional module requirements of the vehicle dispatching system

(1) User management
User management is mainly used to record and verify the identity of the system user,

and the user needs to log in with the user name and password. The account number and
initial password are uniformly assigned by the system administrator, and the user can
change the password after logging in for the first time.

(2) Static data management
Static data management is mainly used to record data with high frequency and low

update frequency in the system, including fleet information, franchise vehicle informa-
tion and address database (for B2B business, customers are relatively fixed, so addresses
are regarded as static data). The administrator can add, modify, delete and query the data
of the joined car, fleet and address database. In order to ensure the stability of the sys-
tem operation, the vehicle dispatcher can only query static data as required, and cannot
perform other operations.
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(3) Order management
The orders of the distribution center come from major e-commerce websites, which

are uniformly processed by the order processing system and converted into standard for-
mats and then directly imported into the vehicle dispatching platform. Therefore, there is
no need to do anything with the generated order unless there are special circumstances.
If there are special circumstances (such as expedited delivery, etc.), the system admin-
istrator and the vehicle dispatcher can mark the order specially, and the dispatcher will
arrange it separately when arranging the vehicle delivery.

(4) Vehicle scheduling
The vehicle dispatchingmodule is the core of thewhole platform and is only operated

by the vehicle dispatcher. The vehicle dispatcher needs to manually allocate vehicles for
the specially marked orders according to the original operation process. For ordinary
orders, no redundant operations are required, and the platform automatically allocates
the delivery vehicles according to the algorithm and issues the rush orders. After the
order grab is over, the system will automatically generate a dispatch order, a delivery
order and a delivery order, and the dispatcher can confirm and print it after confirming
that it is correct.

(5) Document management
Document management is mainly used to record the execution of the order. After

the driver completes the delivery work and returns the delivery order, the system will
confirm it, forming a closed-loop operation. The dispatcher can query the carrier and
delivery status of the order according to the document management.

3.3 Non-functional Requirements

(1) Response speed requirements
Since the distribution center has strict requirements on delivery timeliness, the

response time of the system should be fast, and it should not take more than 10 min
from order input to completion of vehicle distribution.

(2) Input and output requirements
The system input mainly comes from two aspects, one is the order information

entered by the order management system and the order grabbing result returned by the
order grabbing system, and the other is the administrator and operator, which requires a
system interface and a friendly input interface.

The system output mainly includes printing documents, sending orders for grabbing
orders and sending order distribution results to the WMS system, so the system needs
to have a system interface and connect to a printing device.

4 Experiment Analysis

4.1 Characteristics of Rural Express Logistics and Distribution

It is mainly reflected in the huge market potential and the booming of rural e-commerce.
The following are the statistics on the scale and popularization of rural netizens in the
past five years as shown in Table 1:
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Table 1. Statistics on the scale of rural netizens and the Internet penetration rate in the past five
years

years 1 2 3 4 5

Scale of rural netizens (100 million people) 2.11 2.27 2.55 2.71 2.93

Internet penetration rate in rural areas (%) 36.10% 37.23% 39.54% 41.21% 44.71%
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Fig. 2. Analysis of the scale of rural netizens and the Internet penetration rate in the past five
years

Analysis of Fig. 2 shows that the scale of rural netizens and the rural Internet pen-
etration rate have continued to increase in the past five years, reaching 293 million and
44.71% of the population and popularization respectively; The use of retail, whether it
is rural online retail sales and market share, is also increasing year by year, and rural
logistics products have high expectations and great potential.

4.2 Delivery Service Issues

(1) Problems occur from time to time
Due to the low level of specialization in the logistics distribution of rural express

terminals and the uneven quality of human distribution, component problems often occur
in the distribution of rural logistics terminals. The parcels of express parcels are damaged,
the quantity of goods is in short supply or even lost. The percentage of problem pieces
in the survey is as follows Table 2 and Fig. 3.
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Table 2. Proportion of problem parts of express shipments and statistics of complaint handling
of problem parts

express problem attitude towards results

problems and
attitudes

lost damaged none dissatisfied generally satisfy

proportion 5.9% 26.2% 67.9% 33.7% 39.2% 26.1%
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Fig. 3. Analysis of the proportion of problem pieces of express shipments and the results of
complaint handling of problem pieces

Due to the large number of delivery links at the end of rural express logistics, inef-
fective transit links and long delivery time, it is difficult to divide the boundaries of
responsibilities in the delivery process. Complaint handling issues with low satisfaction.

5 Conclusions

Rural express logistics is a concept of reduced regional logistics. Rural express logistics
is to serve the vast number of rural residents in rural areas, including cargo handling,
packaging, storage, sorting, distribution, delivery, distribution processing and informa-
tion services. And a series of logistics activities tomeet the fast demand of rural residents
for the growing production and living materials. With the popularity of online shopping,
more and more people choose to buy the goods they need online, but the speed of receiv-
ing the goods will directly affect the user’s choice direction. The quality of the logistics
path selection is an important factor in determining the delivery speed of the goods. How
to establish an optimized logistics distribution route selection scheme is an important
issue.
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Application of Image Recognition in Equipment
Monitoring
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Abstract. To solve the incomplete remotemonitoring status of equipments, video
streaming is used to monitor the indicators of equipment in the front panel. With
the help of image recognition technology, the working status of equipments can
be automatically get. By using methods such as image binarization, grayscale
processing, positioning and calculation, the status of the equipment indicators
are analyzed. The corresponding working status of equipments is automatically
determined to further improve the equipment status monitoring. The effectiveness
of image recognition technology in equipment statusmonitoring is verified through
practical tests in this paper.

Keywords: Image Recognition · Statement Monitoring · Automatic · Video

1 Introduction

Due to the inadequate remote monitoring data of some devices, it is difficult for the
managers to judge the working status of this device, which in turn affects the verdict on
the working status of the whole system. Such problems occur from time to time, which
is not conducive to the unattended demand of the machine room. Take a certain type
of inverter as an example, its remote monitoring data does not show the working status
of the equipment, but only provides the working parameter settings of the equipment.
In case of equipment failure, it requires management personnel to dispose of it on site,
which seriously affects the efficiency of problem disposal. However, the content of the
panel indicator of the device is relatively rich, including information such as power
indication, this vibration alarm, alarm storage, etc. From the field working status of the
indicator of the device panel, you can basically judge the working status of the device
quickly. If the panel indicator field work status, in the form of data communication to
remote management personnel, can greatly enhance the system fault disposal efficiency.

Given the richness of current video surveillance means and the development of
target recognition technology based on video surveillance, its application to practical
problems can improve the processing efficiency [1]. In this paper, we intend to use video
surveillance to monitor the status of equipment panel instructions in real time, and then
realize the remote monitoring function of the working status of some equipment through
automated technologies such as image recognition and data processing. This helps to
improve the efficiency of equipment management and to provide technical support for
the realization of unmanned server rooms.
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2 System Architecture

The system is implemented by a combination of hardware and software. The status
indicator information of the device panel is collected through a webcam and transmitted
to the computer at the remote end. Then, through software programming, the recognition
area of the captured image is cut out and processed as much as possible without missing
key information. Then the status indicators in the cut image are segmented by edge
recognition and other technologies, and the indicatorworking status library is established
and the indicator status judgment threshold is calculated. Finally, the current working
status of the device is determined by combining the status information of all indicators.
The specific implementation architecture is shown in Fig. 1.

Fig. 1. Architecture of the system

3 System Key Technology

Based on image recognition technology, the equipment working panel status monitoring
system needs to solve the technical problems of equipment panel area recognition and
panel indicator area segmentation, indicator status recognition and equipment working
status determination, and so on.

3.1 Identification Area Determination

By installing identification tags on the equipment identification area, it is easy to quickly
determine the identification area [2, 3]. For fixed video surveillance, the corresponding
equipment panel is relatively fixed, so the recorded equipment working panel image is
also fixed. That is, the relative position of the equipment panel in a monitoring picture
is fixed. After the precise measurement of the acquired image, we can get the relatively
accurate equipment working panel area, and remove the irrelevant area to improve the
efficiency of subsequent image processing.

3.2 Image Segmentation

There are many indicators in the working panel of the equipment, so it is necessary
to segment them according to the work requirements to improve the image calculation
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speed. Fortunately, the shape of the indicators of the equipment panel in this system is
relatively regular, usually mainly round indicators, and the boundary of the area between
indicators is relatively obvious. According to the rules and characteristics of image
processing, this paper adopts the image segmentation method based on edge detection
to realize the image segmentation of panel indicators [3–5].

3.3 Image State Recognition

The state of the device panel indicator is only bright and off, but its color distribution is
richer, commonlyused are red, green, yellow,white, orange, etc.. To accurately determine
the state of the indicator, it is necessary to first determine the value of each color indicator
in the current lighting situation in the off state as the reference value 1, and then take the
value of each color indicator in the on state as the reference value 2, with the difference
between the two reference values to determine the threshold value [6]. The subsequent
judgment of the working status of all indicators is based on the judgment threshold
determined by their respective positions. The basic algorithm is as follows:

a. Determine the reference value of the indicator off state 1. For the N images acquired,
calculate the mean values ri, gi, and bi for each indicator in the area R, G, and B
channels that are off, and then calculate the mean values rm, gm, and bm for these
three channels as the reference value 1.

ri = mean(mean(alpha_r(pos_on))) (1)

gi = mean(mean(alpha_g(pos_on))) (2)

bi = mean(mean(alpha_b(pos_on))) (3)

(rm, gm, bm) = 1

N

∑N−1

i=0
(ri, gi, bi) (4)

b. Determine the reference value for the indicator on state 2. For the N images acquired,
calculate themean valuesRi,Gi, Bi for each indicator in the areaR,G,B channels that
are off, and then calculate the mean values Rm, Gm, Bm for these three channels as
the reference value 2. Since the calculationmethod is the same, this step can continue
to use the four calculation formulas in the above step, only the distinction needs to
be made for the off state indicator light value.

c. Determine the judgment thresholds (Rt, Gt, Bt). The difficulty of this step is that each
indicator due to color differences and the impact of various possible relationships at
the scene, resulting in their respective judgment thresholds have a large difference,
so in determining the threshold value, the need to have tolerance considerations. The
respective calculated base value 1 and base value 2 can be used as the final qualitative
judgment indicator by taking the median value of both for the judgment threshold.

(R t, G t, B t) = mean ((rm, gm, bm), (Rm, Gm, Bm)) (5)
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d. The result is obtained by comparing the current state value with the judgment thresh-
old. If the current value is greater than the judgment threshold, the indicator will be
turned on, otherwise it will be turned off.

state = ((R,G,B) > (Rt,Gt,Bt)?1 : 0) (6)

3.4 Equipment Status Determination

The determination of the operating status of the device requires a comprehensive judg-
ment combined with the operating status values of each indicator as described above.
The basic working logic of the program is shown in Fig. 2.

Fig. 2. Flow chart for determining the working status of the equipment

After the program is started, it will ask for the input of the picture to be processed,
and after the detection of the positioning of the relevant working area in the picture is
completed, the recognition program is started to judge whether the equipment is already
in working state [7–9]. If the result is judged to be true, it enters the monitoring stage
of the equipment status indicator, focusing on whether there is any abnormality in each
key status indicator, and then outputs the status determination result of the equipment in
this way [10].

4 System Test

Taking an inverter as an example, the site uses a webcam from Beiqingshitongwith an
effective pixel of 3 million. By calculating the working indicator area of the device and
then cutting the picture, the working area of the device panel indicator is obtained, as
shown in Fig. 3(a). As can be seen from the figure, the power indication, remote control
and internal reference source indicators are green [9, 10], while the local vibration alarm
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Fig. 3. (a) Working area map (b) Splitting effect map (c) Test map

and alarm storage indicators are red, and the color of each indicator differs slightly due
to its location, so it needs to be segmented. After using the edge detection method, the
segmentation effect is shown in Fig. 3(b).

As Fig. 3(a) is the device shutdown status indicator display, after taking the value
of each indicator separately, we can get its respective base value 1. Similarly, take the
value of each indicator after it is lit, and then calculate the respective base value 2, and
then use it to calculate the judgment threshold. For example, if the “Benzene Alarm”
indicator has a reference value of 55 and a reference value of 125, then the threshold
value for determining its operating status is 90.

When the test chart is shown in Fig. 3(c), after processing and calculation, the system
comes up with the current device status: the equipment is on and working normally.It is
in line with the actual situation.

5 Conclusions

By using of image recognition technology, with the status recognition of the indicatorin
front of equipment panel, the status of the equipment can be checked. It can help the
management to effectively dispose of the equipment problems in a timely manner and
improve the system operation and maintenance efficiency. The system employs frame-
splitting processing of the video images captured by the webcam to cut the effective
positions in the images in order to improve the efficiency of subsequent image process-
ing. An edge detection algorithm is used to extract the position of each indicator, and then
calculate the respective state value separately, compare it with the corresponding judg-
ment threshold, and finally determine the working status of the device. The method has
good generality and has a certain degree of generalization. Subsequently, the research
on state monitoring in different environments and under different lighting influences
should be enhanced to improve the applicability of the system.
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Abstract. In order tomaintainmaritime safety, marine physical exploration plays
an important role in it. For the specific application of marine physical detection,
marine monitoring sensors are deployed in the extremely complex and variable
marine environment to realize real-time monitoring of the ocean. Therefore, the
combination of artificial intelligence technology is of great significance to the
design and stability research of marine physical detection sensors. The purpose of
this article is to study the stability of marine physical detection sensors based on
artificial intelligence technology. This article introduces the functional modules
and software system of the sensor, and analyzes the stored data of each sensor.
This article tests the stability of the entire marine physical detection sensor, sim-
ulates the actual environment to measure temperature and electrode information,
compares and analyzes the experimentally measured data, and draws a response
conclusion. Experimental test results show that during 1–30 min, the temperature
measured by the sensor fluctuates between 4.70031 °C–4.69890 °C, and the reso-
lution of the temperature detection module can reach at least five decimal places.
It can be seen that the performance of the sensor is stable, and the measurement
accuracy basically meets the requirements of use.

Keywords: Ocean Exploration · Seabed Observation Network · Sensor
Stability · Artificial Intelligence

1 Introduction

Ocean development is inseparable from the development of ocean exploration tech-
nology [1, 2]. The marine industry is rising day by day, and the research on marine
physical exploration is also receiving more and more attention [3, 4]. Among them, the
oceanmagnetotelluricmethod reflects the distribution of subseamedia through electrical
parameters, which can provide more valuable information [5, 6]. However, the marine
environment is complex and changeable, and the seawater has great interference to elec-
tromagnetic signals, making it more difficult to obtain valuable signals [7, 8]. Therefore,
it is of great significance to develop a high-performancemarine physical detection sensor
and complete its performance stability test.

Regarding the research of ocean exploration, many scholars at home and abroad have
conducted multi-directional and in-depth discussions on it. For example, Liu CH uses
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optical video image processing technology to intelligently identify and classify weak
targets on the sea and non-ocean waves [9]; Bell K proposed a detection scheme that
combines coarse and fine detection of ship targets [10]; Wagner combines radar digital
signal processing with machine learning to realize an efficient algorithm for exploring
marine targets [11]. It can be seen that since the development of ocean exploration
technology, the scientific development of its related technologies has been concerned by
the majority of researchers. Therefore, this article combined with artificial intelligence
technology is of great significance to the subject of marine physical detection sensor
stability research.

This article aims to study the stability of marine physical detection sensors based
on artificial intelligence technology. This article first introduces the functional modules
and software of the sensor, including the processing module, sensor module, positioning
module and other hardware. Then the stability of the sensor is tested. The experimental
test results verify that the sensor has stable performance, and the measurement accuracy
basically meets the requirements of use.

2 Stability of Marine Physical Detection Sensors Based on Artificial
Intelligence Technology

2.1 Marine Physical Detection Sensor Hardware and Functional Modules Based
on Artificial Intelligence Technology

(1) Processing module
The processing module includes functions such as power management, distributed
processing and storage. The power management optimizes the sensor node in
design, extends its life cycle, and manages the power supply. The main controller
of the processing module adopts the CC2531 processing chip, which has the char-
acteristics of low power consumption. Distributed processing is the processing of
data. When the collected data suddenly becomes larger or smaller, the data will
be collected many times by itself, and then the average value will be taken. The
function of storage is to save certain parameters and key data in the sensor node.

(2) Sensor module
The sensors in this study, whether they are analog sensors or digital sensors, can be
connected to the node through a common interface. The design of the universal port
is to design the analog interface, serial digital interface and parallel digital interface
into a universal module in the interface [12].

1) Positioning module
Inmarine physical exploration, the sensorwill drift due to the interference ofweather
and natural factors. Therefore, the position of the sensor node must be known in
advance during deployment, that is, the relative position of the sensor node is entered
into the node or the ID number record of the node is translated into a valid position.
This can effectively reduce the power consumption generated by the sensor node’s
own positioning, reduce the cost, and make the positioning accuracy more accurate.
Therefore, in this module, the GPS/mobile base station is omitted.
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2) Power management
The power supply mode of the sensor node is: a rechargeable lithium battery is
combined with a solar battery. When the solar energy is sufficient, it will supply
power to the sensor node and charge the lithium battery at the same time.When solar
power is insufficient, it is powered by a rechargeable battery. The powermanagement
in the processor reads the energy of the power module at intervals to determine
the power status. This design method can effectively solve the problem of energy
limitation, greatly extend the life cycle, reduce the frequency ofmanualmaintenance,
and save labor.

3) Serial communication circuit
Using RS485 transmission technology, the data is output from the serial port and
transmitted to the deck via the ready-made RS232 to RS485 module, and then sent
to the client software via the RS485 to RS232 module.

(3) Scheme design of temperature detection module
This design uses two-wire molybdenum resistors to form a Wheatstone bridge
circuit. The voltage reference chip AD780 of this system is used as the power
supply of the bridge, so that the current through the uranium resistor is not more
than 1mA. The ADS1256 analog-to-digital converter is selected, which has the
advantages of low noise, high resolution, high performance, high precision bits
with built-in gain, and perfect self-correction and system correction functions.

(4) Scheme design of in-depth inspection module
The rated power supply current of the selected pressure sensor is 0.5–2 mA, and
the constant current of the designed constant current source is a typical value of 1.5
mA. Because the pressure sensor has a built-in Wheatstone bridge, no additional
circuit is required. The analog-to-digital converter is also used It is a high-precision
24-bit A/D analog-to-digital converter ADS1256.

(5) Magnetic strength detection module
The magnetic strength detection module mainly includes a constant voltage source
circuit, a magnetoresistive sensor, and an A/D mode converter with built-in gain.
The constant voltage source module and the analog-to-digital conversion circuit
all use the same device model in the temperature and depth detection module. The
resistance sensor is a three-axis magnetoresistive sensor, which can measure the
parameters of geomagnetic intensity.

2.2 Software Design

(1) Data storage
When data is stored, the experiment-related information and sensor voltage signal
data transmitted from the acquisition module are respectively saved. The file format
of the data stored in the SD card is TXT, and each file is named by time. Each time
the file is opened for writing, the address pointer stays at the end of the last written
file. Each write operation sequentially writes a 150-bit array, storing 60-bit GPS
information, 48-bit attitude sensor data, 36-bit AD conversion data and 6 newline
escape characters.
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(2) Data browsing
The main function of this module is to read the files saved by the data storage
module. Through the channel selection button, the data of different channels can
be displayed in the waveform graph. At the same time, two cursors are set in the
waveform graph. By dragging the two cursors to select the head value and the tail
value as the selected interval, the waveform in the specified interval can be cut out to
enlarge the display, and the relevant information of the waveform can be obtained,
such as maximum, minimum, mean and variance.

(3) Magnetic sensor data processing
The magnetic sensor has a zero adjustment resistance in each measurement direc-
tion. After power on, the AD differential channel is connected to the direct differen-
tial output of the magnetic sensor to set the zero adjustment, that is, it is considered
that the magnetic field strength is zero in the current state, and the magnetic sub-
stance appears the change in the magnetic field caused by time is the measured
value. Due to the working environment of the buoy, the energy detector is used
to determine the threshold change for the Z axis and XY axis, and the change
is recorded as 1, and the corresponding azimuth angle is calculated. At the same
time, the vector sum is calculated to eliminate the energy change caused by its
own rotation. The magnetic sensor data processing process occurs after the data is
transmitted via the wireless transceiver module.

(4) Vector hydrophone data processing
The working principle of the vector hydrophone is that when a sound wave reaches
the sensitive structure, the plastic cilia cylinder will vibrate and resonate with the
acoustic signal, and the cilia cylinder will slightly swing in four directions, which
in turn drives the cantilever beam below to deform. Due to the piezoelectric effect,
the resistance value on the cantilever beam will also change, so that the underwater
acoustic signal is converted into an electrical signal.

This study selects the power spectrum analysis method to process the hydrophone
data. The process is as follows:

First performFourier transformon the signal, then square themodulus of the obtained
amplitude spectrum, and then divide by the duration to estimate the power spectrum of
the signal, as shown in formulas (1) and (2):

X (ejω) =
∑N−1

n=0
x(n)e−jwn (1)

P(ω) = 1

N

∣∣∣X (ejω)

∣∣∣
2

(2)

In the formula, x(n) represents the time domain vector of the signal,X (ejω) represents
the frequency domain of the signal, and P(ω) represents the power spectrum.

3 Experimental Research Design

3.1 Experimental Equipment and Environment

Signal acquisition instrument: DAQ2010 multifunctional data acquisition card; Experi-
mental environment: refrigerator.
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3.2 Experimental Project

(1) Experiment 1: Electrode sensitivity test
In a normal temperature environment, keep the distance between the two electrodes
constant, and pass signals with amplitudes of 5 mV and 30 mv into the water tank
with a frequency of 1 Hz. Use Ag/AgCl electrodes to detect this signal and display
the output result on an oscilloscope. This experiment uses two eDAQ potentiostats,
one as a signal generator and the other as an oscilloscope.

(2) Experiment 2: Temperature measurement and debugging experiment
In the refrigerator constant temperature experiment environment, place the con-
tainer full of water in the refrigerator for a whole day. After the water temperature
is consistent with the temperature in the refrigerator, put the hardware circuit in
the refrigerator, and then put the sensor in the water for temperature measurement
experiment. After 30 min, take out the hardware circuit and record the collected
data.

4 Analysis of Experimental Results

4.1 Sensor Electrode Stability

Experiment 1 was performed 8 times. Table 1 shows the results of the signals detected by
the electrodes in different signal amplitudes. It can be seen that the signals detected by the
electrodes are relatively stable in the environment of 1 Hz and 5 mV; in the environment
of 1 Hz, 30 mV, the signal detected by the electrode fluctuates up and down.

Table 1. Electrode detection signal

Experiment number 1 Hz, 5 mV 1 Hz, 30 mV

1 150 198

2 147 210

3 149 225

4 151 212

5 150 200

6 144 214

7 149 229

8 147 224
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Fig. 1. Electrode detection signal

It can be found from Fig. 1 that due to the limitation of the test instrument, the signal
generated by the signal generator is interfered by the power frequency signal. Under the
environment of 1Hz and 30mV, the signal detected by the electrode has aDC drift of 200
mV. However, no matter the amplitude or phase, the detection signal has no distortion.
Therefore, the sensor electrode proposed in this study can sensitively detect the strength
of the signal, and can be used to detect the abundant electric field signals existing in
seawater.

4.2 Data Analysis of Temperature Measurement and Debugging

In the second experiment, the unreasonable data generated by manual operation was
eliminated, and the results are shown in Table 2: during 1–30 min, the temperature
measured by the sensor fluctuates between 4.70031 °C and 4.69890 °C. The temperature
data in Table 2 shows that the resolution of the temperature detection module can reach
at least five decimal places, which meets the design requirements of the system.

Table 2. Temperature data measured within 30 min (°C)

time temperature time temperature time temperature

1 4.70031 11 4.69921 21 4.69899

2 4.70054 12 4.69918 22 4.69904

3 4.70054 13 4.69914 23 4.69910

4 4.70056 14 4.69909 24 4.69921

5 4.69983 15 4.69904 25 4.69842

6 4.69951 16 4.69892 26 4.69947

7 4.69924 17 4.69894 27 4.69951

(continued)
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Table 2. (continued)

time temperature time temperature time temperature

8 4.69930 18 4.69890 28 4.69964

9 4.69914 19 4.69891 29 4.69971

10 4.69920 20 4.69893 30 4.69997

1 2 3 4 5 6 7 8 9 10

un
it:

 ℃

Time: m

First ten minutes Second ten minutes Third ten minutes

Fig. 2. Temperature data measured within 30 min (°C)

It can be seen from Fig. 2 that in the first ten minutes, the temperature data collected
changes less than the curve, and the curve changes in a wave shape. This is affected by
the working mechanism of the refrigerator, and its work is intermittent. When the tem-
perature reaches the set value, the refrigerator stops cooling. After that, the temperature
in the refrigerator rises until the refrigeration work restarts. At the same time, due to
the larger specific heat capacity of water, the temperature change of the water body is
smaller.

5 Conclusion

With the development of artificial intelligence technology, sensormonitoring technology
combined with artificial intelligence technology is a new driving force for the develop-
ment of this field. Due to the unique characteristics of the marine environment, it is
necessary to study marine physical detection sensors based on artificial intelligence
technology suitable for the marine environment. Through research, this paper has com-
pleted the following tasks: introduced the functional modules and software system of
the sensor, analyzed the stored data of each sensor; tested the stability of the entire
ocean physical detection sensor, and verified the stable performance of the sensor. The
characteristics and measurement accuracy also meet the requirements of use.
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Abstract. Microorganism is an important part of geochemical cycle and plays an
irreplaceable role in ecosystem. Optimization of microbial assay is very impor-
tant. In this paper, genetic algorithm is used to optimize the microbial test. Using
the operating mechanism of genetic algorithm, that is, imitating the basic laws of
nature, carrying out natural selection and survival of the fittest, using this princi-
ple to treat the detection of microbial detection optimization. Through the natural
selection and survival of the fittest, genetic algorithm weight adjustment, so as to
achieve more accuracy of the test. By referring to the mathematical formulas (1)
and (2) in Part 3 of this paper, the requirements of determining the definition of
microbial detection can be achieved by initializing the population of microorgan-
isms and analyzing the global convergence of the samples that meet the standards
and do not meet the standards. This paper studies the knowledge of microbial
test optimization system based on genetic algorithm, and describes the methods
and principles of microbial test. The results show that the optimization effect
of microbial test is improved significantly by the optimization system based on
genetic algorithm.

Keywords: Genetic Algorithm · Microbial Test · Test Optimization ·
Optimization System

1 Introduction

Because microorganisms are ubiquitous in the air, land and water, the inspection results
of microorganisms not only represent the quality of the product itself, but also reflect
the sanitary conditions of the product processing environment, the health of the process-
ing personnel, the safety of the product transportation and the reasonable conditions of
storage. In addition, microorganisms are highly adaptable and easily mutated, and some-
times the mutated individual will have biochemical reaction characteristics completely
different from the original individual, so the qualitative test results are also very impor-
tant. The optimization system of microbial test based on genetic algorithm is beneficial
to the optimization treatment of microbial test.

As for the research of genetic algorithm, many scholars at home and abroad have
studied it. In foreign studies, Ortiz S proposed a genetic algorithm. Compared with exist-
ing path planning methods, the proposed path planning method has many advantages,
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combining sliding mode control with classical simultaneous localization and mapping
(SLAM) method. This combination can overcome the bounded uncertainty problem in
SLAM [1]. Et. Proposed a new fine-grained sentiment analysis model combining convo-
lutional neural network and random forest classifier. The continuousWord bag (CBOW)
model is used for vectorizing text input. The most important features are extracted by
convolutional neural network (CNN). The extracted features are used for emotion clas-
sification by random forest (RF) classifier [2]. Al-obaidi MA proposed an optimization
framework based on species conservation genetic algorithm (SCGA) to optimize pro-
cess design and operational parameters. In order to enable readers to have a deeper
understanding of the process, the effects of membrane design parameters on xylenol
retention rate, water recovery rate and specific energy consumption level under two
different process conditions were studied [3].

In today’s society, computer technology continues to develop rapidly, and computers
have become necessary equipment for every scientific research institution. Many prod-
uct inspection items are more or less began to introduce computer software to assist or
replace manual operation [4, 5]. However, manual operation is still used in the micro-
biological testing using the microbiological testing methods formulated by the Ministry
of Health. The identification results are obtained through multi-step operation and the
judgment results are compared with the manual standards. Of so result issue often time
is long, return easy occurrence error, because this artificial judgement result begins to be
challenged greatly. The optimization system ofmicrobial test based on genetic algorithm
promotes the efficiency and accuracy of microbial test.

2 Design and Exploration of Microbial Test Optimization System
on Account of Genetic Algorithm

2.1 Genetic Algorithm

Genetic algorithm is one of the important algorithms, whose basic principle is to imitate
the basic laws of nature, natural selection and survival of the fittest, and optimize the
algorithm through these two laws [6, 7]. Genetic algorithm has good application in
many fields, but the application requirement is very low. It is a very effective global
optimization algorithm with good adaptability when solving fuzziness of data.

Fig. 1. The basic building blocks of genetic algorithms
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The basic elements include genetic operation, coding mode, parameter selection and
fitness function [8, 9]. The basic solution process of this algorithm is as follows, refer
to Fig. 1:

1) Genetic algorithm firstly transcodes data and performs binary codes, which are
like gene fragments and constitute elements of genetic algorithm [10, 11]. These
elements are grouped into algorithmic populations by certain rules, and the process
is like survival of the fittest.

2) Perform genetic manipulation on these gene fragments
3) To deal with the individual, using the selection strategy;
4) After algorithm iteration, a population will be initialized, and the global optimal

solution is formed at this time.

When genetic algorithm performs iterative optimization, it must be modeled, which
is a complex network model. In this paper, multiple analysis strategies are applied to the
complex network model so that the inhomogeneity can be defined more accurately.

Two classical network topology models were widely used in the early stage of
complex network research, as follows:

Fig. 2. Classic network topology model

1) As shown in Fig. 2(a), in the networkmodel, each node only establishes edge relation
with its adjacent nodes, and each node has the same number of edge.

2) As shown in Fig. 2(b), in the network model, any two nodes have established edge
relations, so this model is conducive to information exchange between nodes.

2.2 Optimization System of Microbial Test Based on Genetic Algorithm

Microbiological test optimization system, first of all, to conduct microbial test results
analysis [12, 13]. The management system needs to meet the laboratory requirements
based on microbial testing methods.
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(1) User demand analysis
The analysis and management system of microbial test results is mainly man-

aged by the sample receiver or adoption personnel, the inspection personnelmanage
the sample test results, and other authorized personnel manage the test conclusions
[14, 15].

(2) Functional requirement analysis
Microbial inspection conclusion need to analyze the test results can be, usually

a sample need many steps of operation, and each step will get a result step by
step, finally according to these results comprehensive analysis to determine the
final conclusion step by step, so the microbial inspection conclusion analysis of the
workload is bigger, the staff to come to the conclusion that often requires repeated
comparison standard Therefore, it is very important to make an analysis system of
microbial test results to liberate labor force.

(3) Feature requirement analysis
A system with dual functions of analysis and management of inspection results

is required. Especially for arbitration inspection institutions, it is very important
to issue inspection conclusions quickly and accurately [16]. In addition, the data
confidentiality of the inspection conclusion is very high, and the arbitration inspec-
tion generally requires more than 3 years to keep files. Once the data is leaked, it
sometimes not only damages the interests of the prosecution, but even causes social
chaos. For enterprises, microbial test data not only reflect the quality of products
themselves, but also reflect the environmental quality of factories and warehouses,
so it belongs to the category of trade secrets. Therefore, the data security ofmicrobial
test results analysis and management system is better.

Microorganisms need to be tested before the test results can be obtained, and only
after the test results are analyzed and judged can conclusions be obtained. The whole
inspection process, result determination and data management must be carried out in
accordance with laboratory regulations. According to the business process, the central
laboratory adopts the management mode of sampling and separation. After the sample is
registered and processed in the sample room, the sample taker takes it to the laboratory.
After the samples are tested in the laboratory, the inspection personnel shall draw the
inspection conclusion and form the inspection report, which shall be approved by the
technical director, the laboratory director and the center leaders in turn and then form
an official document to be sent to the person/institution being tested.

3 Exploring the Effect of Optimization System for Microbial
Testing on Account of Genetic Algorithm

According to the analysis of functional requirements, the system is divided into five
subsystems: systemmanagement, standard management, inspection results analysis and
inspection conclusion management, as shown in Fig. 3.
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Fig. 3. Microbial test optimization system based on genetic algorithm

(1) System management subsystem
The system management subsystem mainly manages the user information and

the database of the system to ensure the security of data. The system management
subsystem mainly includes two functional modules: user management and system
security management.

➀ User Management
User information is designed to add, delete, modify, permission Settings, in

order to unified management of users. The user information is unified input by the
system administrator, who takes the real name, sets the login password, sets the
permissions according to the department, and the permissions are set according to
the four subsystems.

➁ System security management
The backup and recovery function of the existing database is designed to prevent

the loss and damage of the database caused by human and non-human factors.

(2) Standard management subsystem
The standard management subsystem is mainly used to input product standards

and provide judgment basis for analyzing test results. To ensure the authenticity
and effectiveness of the input standard, it is operated by the inspection person-
nel. Standard management has designed the input, modification and deletion of
standard information. Standard information mainly includes: standard name, stan-
dard number, internal control code, product category, standard value, release time,
implementation time, status.

(3) Test result analysis subsystem
The inspection result analysis subsystem is mainly to analyze and judge the

results obtained from the inspection of the sample input by the sample management
system. Process: according to the management requirements of our center, the
inspection personnel input the inspection results, and other personnel have no right
to carry out this operation.

(4) Test conclusion Management subsystem
The inspection conclusion management subsystem mainly realizes the issue of

inspection reports to the inspection results after analysis, and queries and prints
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related reports according to different requirements. At present, according to the
common inquiry methods of our center, it can be divided into: inquiry by prod-
uct category, inquiry by task source, inquiry by inspection item and inquiry by
inspection conclusion. The report is printed in a fixed format according to the query
mode.

z ∈ x is the population with a size of N, and the population fitness can be calculated
according to Eq. (1):

f (x) = max
z∈x {f (z)} (1)

For any initial population B(0), if

lim
t→∞ p{f (B(t)) = yh} = 1 (2)

It indicates that the algorithm has global convergence, where P (*) represents the
probability of occurrence of event *, t represents the t-generation population, and yh
means that the set is divided into H subsets.

4 Investigation and Analysis of Optimization System for Microbial
Testing on Account of Genetic Algorithm

This software chooses Windows XP as the design platform, uses Visual Basic 6.0 as the
design language, and uses Microsoft SQL Server 2000 as the database.

Test method:
Database arbitrary CRUD operations and execution of their respective SQL queries.

The database CRUD operation refers to:

C: Create: Creates a user.
R: Retrieve – Performs the retrieve view operation.
U: Update – Updates database information.
D: Delete: Deletes the database.

Test results:
Database main code is not empty; The outer code is equal to the corresponding main

code or is null; The construction of data type, length and index is reasonable to meet
the requirements of data and database integrity. All access methods and processes can
operate as designed without data damage.

As shown in Fig. 4, the system test data is displayed in the system test checklist.
The first row of The table contains Number and up to Standard, and The first column
contains The test cases. The test case contains four kinds of data, namely, Design Total
number of test case sets (DS), The Number of test case sets passed completely (NP),
Number of failed test case sets (NF) and Set of test cases to be tested (SCB). The table
means that the Design total number of test case sets (DS) is 205 times, and the number
of test case sets passed (NP) is 189 times. The Number of failed test case sets (NF) is
16, and the Set of test cases to be tested (SCB) is 0.
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Fig. 4. Test quantity chart

As shown in Fig. 4, In the figure, the Design Total number of test case sets (DS) and
the number of fully passed test case sets (NP)were 205 times and 189 times, respectively,
far exceeding the up to standard line. The test results show that the optimization system
of microbial test based on genetic algorithm is very effective.

The data show that the optimization system of microbial test based on genetic
algorithm has high performance in the optimization of microbial test.

5 Conclusions

This article through to the microbiological determine trival, fees, only a few expensive
analysis instrument science problems were discussed, think development suitable for
microbial detectionmethods formulated by theministry of health ofmicrobial test results
analysis and management system to manage digital analysis and test results is necessary.
This can not only reduce the working pressure of inspectors, but also can systematically
manage the sample information and test results, but also can quickly, accurately and
selectively query the test conclusion, can accelerate the pace of office automation center
to a certain extent. The optimization system of microbial test based on genetic algorithm
is beneficial to improve the efficiency and quality of microbial test.
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Abstract. Virtual reality (VR) is changing the way we perceive and interact with
various digital information, so that many scenes can place users in an ideal visual
sensory environment through head mounted devices. In recent years, the research
of VR in the field of ophthalmology is mainly reflected in clinical application
and teaching. This paper analyzes the relevant research in the fields of vision
training and amblyopia treatment, myopia prevention and control, eye adjustment
and convergence function, strabismus diagnosis, ophthalmic surgery assistance
and ophthalmic teaching, and introduces the application of VR technology in the
field of Ophthalmology.

Keywords: Virtual reality technology · Ophthalmology ·Medical treatment ·
Amblyopia ·Myopia

1 Introduction

With the continuous development and progress of computer hardware and software,
computer human-computer interaction interface technology based on computer image,
multimedia andmulti-sensor has also developed rapidly. VR and augmented reality (VR)
technology aremore andmore applied and studied in the fields of entertainment, medical
treatment, education and so on. With the innovation of technology, VR equipment has
been paid more and more attention in the clinical and teaching fields of Ophthalmology.

2 Overview of VR and Ophthalmology

VR uses computer simulation to generate a virtual world in three-dimensional space,
which provides users with visual and other sensory simulation, so that users seem to
experience their environment and can observe things in three-dimensional space in real
time and without restrictions. When the user moves the position, the computer can
immediately carry out complex calculation and transmit the accurate three-dimensional
world image back to make the user feel telepresence [1], as shown in Fig. 1

The three-dimensional display of VR is based on the principle of binocular parallax
and realized by means of head mounted display equipment. From the perspective of
technology,VRsystemhas three basic characteristics: Immersion interaction conception.
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The details are as follows: (1) immersion: it means that the user is in a completely virtual
environment from the first perspective, rather than watching from the third perspective
like other 3D display devices, so he has a stronger sense of scene; (2) Interactivity: it
means that users can interact with the built virtual environment, such as performing
surgical operations on a virtual human body; (3) Imaginative: with the help of those
conventional unreachable or abstract scenes, users can be in any environment, so as to
expand their vision and imagination. For example, viewing the anatomical structure of
the eyeball from the inside of the eyeball, following the atrial flow to feel the aqueous
circulation, and displaying the complex visual path from different angles [2].

VR technology can use head dynamic instrument, eye vision sensor, hand touch
sensor and so on to generate feedback of simulated operation information in virtual
space in real time, to improve the user’s experience of the reality of three-dimensional
space.

Fig. 1. VR and ophthalmology

3 Application of VR in Ophthalmic Clinical Field

3.1 Research in the Field of Myopia

Previous studies found that watching VR stereo video can simulate far and near vision
activities, so as to train ciliary muscle function and relieve ciliary muscle spasm, so as
to alleviate visual fatigue and the progress of myopia. Ha et al. [3] found that wearing
VR equipment for 30 min will briefly lead to the progression of myopia, but this effect
can be completely recovered after 40 min. In recent years, it has been reported that
VR equipment may be used to control myopia. Turnbull and Phillips [4] found that the
diopter and binocular visual function (such as stereopsis and adjustment amplitude) of
human eyes have no significant change after wearing VR equipment, while the choroidal
thickness of human eyes will become thicker. Choroidal thickening may be related
to myopic defocus, so it may delay the development of myopia. From the findings
of basic research, in the animal model of myopia, hyperopia defocus can accelerate
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the development of myopia, and myopia defocus can slow down the development of
myopia. At the same time, increasing outdoor activities can slow down the occurrence
of myopia. For example, children can effectively slow down the occurrence of myopia
by moving for 3 h under the light intensity of >10000 illuminance every day. For
the reasons why outdoor sports can alleviate myopia, there are two aspects recognized
internationally: one is that high-intensity light promotes dopamine secretion and then
delays the development of myopia; Second, because high-intensity light can induce the
pupil to shrink, and then increase the depth of field, so as to improve the visual blur, so
as to delay the emergence of myopia. Therefore, in the next step, it is possible to better
control the defocus of the surrounding retina through eye tracking technology, fixation
point rendering technology and focal plane display technology in VR equipment, and
then combined with VR equipment to control the brightness and spectral components,
so as to control the progress of myopia, as shown in Fig. 2.

Fig. 2. Application of VR in myopia

3.2 Research in the Field of Eye Regulation and Convergence (Divergence)
Function

At present, many scholars have proposed that when wearing VR equipment, the incon-
sistency between accommodation and convergence may lead to functional eye diseases
such as visual fatigue, dry eye, transient accommodative strabismus, video terminal
syndrome and so on. Mohamed Elias et al. [5] wore VR glasses to 34 young people.
Theymeasured the binocular adjustment force and convergence and divergence function
before wearing and 30 min after wearing. They found that the use of VR equipment will
lead to the advance of eye adjustment. At the same time, the ratio of accommodation
convergence/accommodation (AC/a) will be reduced, and the binocular convergence and
divergence function will be weakened. They also found that if VR equipment is used to
see virtual close range for too long, it will lead to mild exotropia, As shown in Fig. 3.
Godinez et al. [6] compared and studied the different reactions of 20 young people (aged
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18–24) to wearing VR equipment and traditional computer display. It was found that
VR equipment would lead to the increase of Bo direction blur point (near and far vision)
and the slight increase of accommodation amplitude in the examination of convergence
and dispersion range, but the difference was not statistically significant. Yoon et al. [7]
also found that after wearing VR equipment for 30 min, although the ocular diopter will
not change, the never point of convergence (NPC) and never point of accommodation
(NPA) will increase. Although the impact of VR use on visual function is not clear, the
impact on human eye adjustment function and convergence and dispersion function after
wearing VR equipment is still an important direction of its safety detection in the future.

Fig. 3. Role of Vr In Ocular Accommodation and Dispersion

3.3 Research in the Field of Strabismus

Compared with amblyopia, VR is rarely used in strabismus research. In 2018, Thomsen
et al. [8] found that after 6 months of training for 25 patients with intermittent exotropia
(5 adults and 20 children), their strabismus degree decreased or disappeared, stereopsis

Fig. 4. The role of VR in strabismus
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was established, and there was no change in diopter degree. Miao et al. [9] found that
VR equipment can better evaluate the degree of ocular strabismus, which is basically
consistent with the diagnosis results of doctors and affirmed the accuracy and effective-
ness of VR equipment by comparing the diagnosis of ocular strabismus of 17 different
patients (5 orthosis and 12 exotropia) by VR equipment and doctors.

At the same time, the research of moon et al. [10] found that VR training can improve
the clinical diagnosis skills of ophthalmologists for esotropia and exotropia in a short
time, and affirmed the effectiveness and convenience of VR application, as shown in
Fig. 4. Therefore, VR equipment is expected to be applied to the auxiliary diagnosis of
strabismus in the future.

4 The Role of Visual Rehabilitation Training in Children
with Visual Impairment

Visual impairment includes blindness and amblyopia. In the early stage of children’s
visual development, active and correct amblyopia treatment will produce good results.
However, children in this period have poor cognitive ability, so it is difficult to cooperate
with and adhere to the traditional therapy with monotonous and long training cycle.
Therefore, in recent years, ophthalmologists have tried to find a new VR treatment
method that can not only stimulate children’s interest in training, but also improve the
treatment effect.

4.1 Amblyopia Treatment Based on VR

VR technicians from the University of Nottingham and ophthalmologists from Queen’s
Medical Center have developed an interactive “binocular processing system” to provide
interactive 3D games and videos for children with amblyopia. Research shows that the
system can provide a relaxed and pleasant treatment method, which can enable children
to obtain ideal curative effect in a short time. Chinese ophthalmologists have also made
similar explorations and developed the “vision enhancement” system software, which
integrates amblyopia treatment with virtual scenes, as shown in Fig. 5.

The system adopts a variety of stimulation modes. On the one hand, it improves the
visual acuity of amblyopia and makes up for the shortcomings of traditional therapy; On
the other hand, help children establish normal binocular visual function and promote their
visual function and healthy development of body and mind. According to the clinical
report ofMianYao, the system software of “increasing visual energy” has the advantages
of strong pertinence, easy operation, diversification, and children’s willingness to accept.
Its training effect is better than that of traditional therapy, especially for ametropic
amblyopia and mild amblyopia. When using the system software to treat amblyopia
children of different ages, it is pointed out that children need to have certain hand eye
coordination ability because they need to control the mouse by hand in the training
process, Therefore, too young children are not suitable for using the system. In another
study, they emphasized the early detection and treatment of amblyopia, and suggested
that qualified families use the software for training as soon as possible.
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Fig. 5. Application of VR in amblyopia treatment

4.2 Research on the Types of Visual Function Defects Based on VR

The traditional types of visual impairment are divided into three types: ametropic ambly-
opia, anisometropic amblyopia and strabismus amblyopia based on the examination of
visual acuity chart, and are divided into three grades: mild, moderate, and severe. Using
the “children’s vision and intelligent VR database system based on perceptual learning”,
323 children with amblyopia were examined for visual function defects. According to
the types of visual information processing defects, amblyopia was divided into “low-
level visual function defect”, “high-noise visual function defect” and “high-level visual
function defect”, and a good distinction effect was obtained. When diagnosing ambly-
opia children, we should increase the evaluation of their visual status on the basis of
measuring their visual acuity level with the traditional visual acuity chart, and take this
as the basis for targeted treatment to repair their visual dysfunction, as shown in Fig. 6.

Fig. 6. VR is used for visual function adjustment
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5 Research on VR in Ophthalmology Teaching

Using VR technology to build a simulation system of normal human eye anatomical
structure, the created image has both three-dimensional and realistic feeling. At the same
time, it can also rotate, zoom in, zoom in, zoom out, etc., which can more intuitively
observe the internal structure of the eyeball. At the same time, the research of Jin et al.
[11] also pointed out that using VR technology can build various three-dimensional
scenes, and then simulate the symptoms and signs of various ophthalmic diseases, such
as visual blur, visual object deformation, visual field defect, etc., which is helpful to assist
the teaching of students’ ophthalmology courses. As long-term use of VR equipment
may lead to visual fatigue, improving VR technology and equipment to reduce students’
visual fatigue after use is an important direction of development in the future.

In the future, VR technology has a wide application prospect in the teaching of
simulated ophthalmic diseases. It can also be used to establish a standardized patient
database for ophthalmic teaching and assessment. The eye Si (vrmagic, Germany) sur-
gical simulator is most used in ophthalmic surgery teaching. This simulator can simulate
three-dimensional images in surgery under the microscope, simulate and train cataract
and vitreous surgery. It has the advantages of simple and controllable use, high degree
of simulation and reverse operation. It can significantly improve the technical level of
ophthalmic inpatients in cataract surgery, especially capsulorhexis and anti-shaking, and
has a significant correlation with the actual operation. The surgical simulation system
can also support the training of vitreous surgery. Through this system, users can carry out
basic intraocular micromanipulation training, such as vitrectomy, intraocular laser, pos-
terior vitrectomy, stripping of internal limiting membrane and so on. Through training,
surgical skills can be improved to varying degrees, but whether it can be successfully
converted to real patient surgery remains to be further studied.

6 Conclusions

With the rapid development of modern medicine science and technology, more andmore
medical technology achievements benefit mankind. However, in the field of ophthalmic
medicine education, students have some problems in the process of learning ophthalmic
medicine, such as boring theoretical knowledge, shortage of experimental sites, unsatis-
factory practical operation and so on. From the perspective of Ophthalmology, this paper
studies the application of VR in the fields of vision training and amblyopia treatment,
myopia prevention and control, eye regulation and convergence function, strabismus
diagnosis, ophthalmic surgery assistance and ophthalmic teaching. At the same time, it
expounds the advantages of VR technology in physics and cognition and puts forward
suggestions on the application of VR technology in this field, so as to provide more
references for the effective implementation of ophthalmic medical education.

Acknowledgments. School-level project: “Integration of socialist economic construction, polit-
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Abstract. Cost management, with the information technology used frequently, is
the most important link in the process of engineering construction. It is, however,
no longer able to adapt to the trend of information technology development by
using traditional work methods. The whole process cost focuses on the whole
construction process and the overall interests of the project. BIM technology, as
an electronic information modeling, provides an efficient information exchange
platform, on which the cost management work can be connected at any stages in
series with the result of repetitivework reduced andwork efficiency increased. The
improvement of work efficiency and way can be realized by applying the suitable
BIM software to each stage of cost management can improve work efficiency. The
paper studies specifically the integration of the whole process cost management
on construction engineering. There is a commercial residential project in the case
part in the use of relevant BIM software to realize the systematic collaborative
management for the whole process of engineering cost. On the basis of the transfer
of the cost data to the whole process of construction by using the BIM software,
it concludes the route and method of the whole process cost management in the
use of relevant software.

Keywords: BIM Technology ·Whole Process ·Whole Process Cost
Management

1 Introduction

With the increasingly development of the scale and the output value in recent years,
the construction market has reached a high proportion of GDP in China, and even up
to 12% in 2021 [1]. Nowadays, the development of new technologies is rapidly in all
walks of life, so the construction technology has been updated and improved to a certain
extent. The efficiency on the construction technology, nevertheless, is still at low level,
because of the properties of the products and the trend of industry development. There
are problems in thework, including every link in the construction process fails to transmit
information efficiently, and participants of the construction work fail to cooperate with
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each other, and the repetitive work is emerged at each stage. It will not only lead to low
efficiency in the construction process, but also cause serious waste of resources [2].

BIM technology is an effectiveway to improve the informatizationof the construction
industry. It turns the construction process into a modern industrialized production model
of an assembly line, in which BIM forms a digital production line with a powerful
data in all related software and models through a shared work platform, upgrading the
production process of construction products to a modern industrial-grade production
model. At this stage, the cost management methods of construction engineering are
neither able to adapt to the current trend of informatization development, nor to control
construction investment effectively. Thepaper effectively integratesBIM technology into
the costmanagement of all aspects of engineering construction based on a comprehensive
and systematic analysis of the whole process engineering cost management and BIM
technology [3].

2 Hole Process Cost Management of Construction Project

The whole process cost management of construction engineering includes total cost
management, whole lifecycle management, total factor cost management, and whole
process cost management. The whole process cost management place emphasis on the
work of the cost management which should be involved in advance. It runs through
the whole range of construction engineering with the starting point of the construction
engineering planning and decision-making stages to the end point of the completion [4].

2.1 Cost Management in Each Stage

First of all, the investor of the construction project needs to take such factors as the amount
of capital to be invested, opportunity cost, and actual technical level into consideration
so as to make a decision on the scale and usage of the project at the investment decision-
making stage. Project cost management staff should grasp the investment of the project
as a whole and prepare investment estimation [5].

The design stage is the key point for the actual formation of the project cost and
the most effective control. At this stage, the design unit often calculates the project cost
according to its proposed construction scheme or construction drawings.

The project price calculated in the bidding stage is not only the basis for both parties
to determine the contract price, but also the basis for settlement between both parties in
the later stage [6].

The project construction stage is the central link in the whole project life cycle of
the construction unit and the contractor. The contractor completes an actual building
through the construction process, and most of the project investment will be spent at this
stage. This stage is the formation process of the actual project cost [7].

The completion settlement of the project is the process inwhich both parties calculate
all the completed construction products and pay the project price according to the specific
provisions of the construction contract after the completion acceptance is qualified. The
completion settlement received by the construction party is generally composed of the
contract price plus or minus the adjustment amount recognized by Party A and Party B
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as well as the deduction of project progress payment and quality warranty deposit paid
during the construction process [8].

2.2 Difficulties in the Implementation of the Whole Process Cost

(1) It is difficult to gather professionals to support the whole process cost management
at the full stages of the construction process with the result of the small scale in the
cost industry.

(2) The key point of cost management focuses on the project pricing business. The
quantity surveyors always take themeasurement and valuation, rather than focusing
on the value management of the entire life cycle of the construction project [9].

(3) There is the situation with slow update speed for the measurement and valuation
basis is not fast enough in the whole process of cost management. There is insuf-
ficient amount of similar engineering cost data in the estimation and budgetary
estimation stage.

(4) At present, theworkmode ofmost quantity surveyors is to take themeasurement and
valuation in the use of the project cost software and quota data set by government,
which is apt to fail to be in accordance with the actual situation [10].

Firstly, on the basis of the combination of the above-mentioned difficulties in project
cost management, the quantity surveyors need to use electronic information tools to
improve the accuracy and efficiency of engineering measurement; secondly, the infor-
mation platform should be built for idea exchanges between different professional staff
at each stage to record and analyze the whole process cost data; finally, a record carrier
of engineering cost data which is practical and reliable is needed to analyze and store
the engineering cost data in a structured manner [11].

3 Bim Technology is Applied in the Whole Process Cost to Do Bim
Fusion Analysis

3.1 Investment Decision-Making Stage

The application of BIM includes initial modeling, model maintenance, cost estimation,
etc. in the project planning stage. According to the existing data, the current 2D draw-
ings are imported into software with BIM technology to build a 3D modeling. Generally
speaking, it is the initial project modeling created the early stage. The investment esti-
mation is taken in the use of the BIM technology with a powerful information statistics
function based on this modeling. At this stage, relatively accurate engineering quantities
can be obtained according to the model, and the further calculation can be taken on the
installation costs of the building. At the same time, the project cost data can be used to
weigh the pros and cons of different schemes, compare and optimize the schedule, so as
to prepare and provide an important basis for project decision making.
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3.2 Design Stage

In the past, the drawings were made by different designers with different majors such
as civil engineering, water and electricity, and fire-fighting pipelines. Conflicts and col-
lisions as well as size deviation is easy to occurs between different majors and different
views of the same major. The designers, auditors and other parties are unable to com-
pletely find and correct the unreasonable points, even if they spend a lot of energy to
check and compare the drawings. These conflicts are manifested in the construction
process, which has caused great uncertainties to the cost management, even quality and
safety of the project, and result in an increase in costs. When it comes to the estab-
lishment of 3D models, the collaborative design of various professional designers, and
the visual analysis of different professional components adopted in the process of the
design, the conflicts caused by the drawings will be resolved in time, and the interactive
check can reduce errors in the design.

The various dimensional information provided by the BIM model will also simplify
the calculation of the engineering quantity in the design stage. It can be directly calculated
for the engineering quantity in the use of the BIM model. The data of each component
in the model is related to the calculation process of the engineering quantity. When the
components in the model are changed, the engineering quantity will also be updated,
so that the engineering cost data can be updated in real time. In the design stage, the
cost personnel can use the BIM technology to greatly shorten the time for calculating
the project quantity, realize the rapid and accurate preparation of the project estimate,
and can also discover some conflicting problems that were only discovered during the
construction in advance, and reduce the later engineering changes.

3.3 Tendering and Biding Stage

For the tenderer, BIM can truly provide the engineering entity information required in the
calculation of the engineering quantity to automate the calculation, improve the accuracy
of the calculation, and allow the cost staff to change from repetitive calculation work to
thinking and controlling the factors that affect the price of the project, a more scientific
budget can be prepared. If bidders want to have their own bidding data, they need to
introduce BIM to quickly calculate and fully store the consumption standards during
the construction process. Through reuse or rapid establishment of 3D models, fast and
accurate calculation of engineering quantities will no longer be a problem. In addition,
the bidder can use the 3D design model to quickly locate the structural information of
heavy and difficult areas, determine and adjust the construction plan according to the
actual situation of the project, correctly evaluate the difficulty of the project, and make
accurate quotations.

3.4 Construction Stage

The key point of construction units on costs management is the management of the
project construction costs. The cost targets are mostly compared with the unit price and
amount of the signed contract. Generally speaking, the post-event analysis is been taken.
There is a lack of cost control in the process. The construction schedule only contains the
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size of the project and the completion time information, instead of changing the project
plan and actual completion; most of the construction schedule of the project department
is determined by the sophisticated construction management personnel. There will be
deviations between the engineering quantity and the amount of labor, materials, and
machinery resources calculated by the project manager and the actual value, with result
of the increasing on the engineering cost in the actual construction process. It is usually
more accurate for the construction schedule preparation completed by BIM technology.
The time information is added to form a 4D model in the use of the 3D model of BIM.
The resource consumption required by each construction process and construction node
can be accurately calculated, and then cost information is added to form a 4Dmodel. The
5D model of the project, using quota consumption data, etc., accurately calculates the
number of labor and construction machinery required for each construction process. In
order to prevent insufficient resource input, it is feasible to add progress information, cost
information, and construction organization information into the 3D model to calculate
the consumption of people, materials, and machines for the entire project.

3.5 Project Acceptance Stage

The settlement data of the project can be obtained by collecting and arranging the project
information and data during the design and construction of the construction project.
Using BIM technology to collect the information of the building in a complete and
structured manner, the completion and settlement of the project can be quickly counted.
It can quickly compare and calculate with the contract price, and finally form an accurate
settlement price.

4 CASE

We take a commercial real estate project as an example. According to the whole process
cost management process, we adopt the bill of quantities valuation method to calculate
the engineering cost of the civil works. In the process, BIMMAKE, a kind of Glodon
modeling software, is used to establish BIM model, Glodon GTJ is used to calculate
engineering quantity, Glodon cloud pricing platform (GCCP) is used to calculate list unit
price and project cost, and Glodon BIM5D is used to take construction simulation. At
first, Glodon BIM software is used to build a 3D model in this project. The established
model is imported into theGlodonGTJ2018 to calculate the construction project volume.
Next, the Glodon pricing platform is used to apply the list quota, so as to, on the one
hand, avoid the data loss caused by the REVIT model in the process import procedure
or the errors caused by manual copying of CAD drawings, on the other hand, it is, in a
large extend, to reduce the workload of the cost engineers for modeling.

Here are the specific work of in the use of BIM and related softwares to carry
out the whole process cost management of the case project: at the planning stage, the
total investment of the project should be estimated; at the design stage, it is mainly
for the preparation of budget estimates; at the tendering and bidding stage, the bidding
control price is prepared; in the mid-construction settlement, the engineering quantity
calculation and engineering change control are carried out; in the completion settlement,
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the engineering quantity is calculated and the claim management is carried out; and
finally the cost data, the extraction and preservation of the cost target are completed.

In the investment decision-making stage, Glodon software is used for 3D modeling,
on which the engineering volume is quickly calculated, and then the Glodon Index Net-
work is used to query and check investment estimation indicators, which is quickly and
accurately achieved on the investment estimation documents. This will greatly improve
the accuracy of estimation and provide an accurate data source for subsequent cost
management work.

At the design stage, the exact engineering quantities should be calculated on the basis
of the designed construction drawings, and the cost of the project should be calculated
in the use of the current bill of quantities valuation specifications and local quotas. At
this stage, BIM software can be used to perform some direct conflict checks of various
disciplines. For example, when we check the collision of the drainage pipes, it can be
judged whether the engineering pipes collide with the frame beams; when it comes to
every view, we would wonder and check that the discrepancies between the structural
drawings and the architectural drawings.At the design stage, themistakes in the drawings
should be corrected as much as possible, so as to avoid the occurrence of rework and
changes during the later construction, thereby avoiding the increase of the engineering
cost.

In the bidding stage, the tenderer needs to use the BIM model to quickly calculate
the quantities when preparing the cost documents. The software has built-in list spec-
ifications to form a complete bill of quantities; the calculation rules of list and quota
have been set. There is no need for cost personnel to remember the calculation rules.
The software will automatically deduct according to the drawing of component elements
and use them at the same time. The quantities of two calculation rules can be obtained
from the same model; the software provides multiple engineering quantity codes, which
can be combined and extracted freely; we can use the Glodon cloud pricing platform to
calculate the unit price of the bill of quantities, take the fee, summarize and calculate
the bidding control price.

The bidder adopts the three-dimensional model provided by the tenderer to calculate
the quantities faster and uses the pricing software to prepare the bidding price. The
BIM model established by the bidder at this stage can be imported into Glodon BIM-
5D software to prepare the schedule, and carry out engineering change cost, monthly
settlement and quarterly settlement at the construction stage.

The cost management to be carried out in the construction stage includes change
management, process payment management and progress management. The premise
of using Glodon’s change software to record the design change is to have a model file
approved by both Party A and Party B to draw the changed components on the basis. It
is convenient to use the change software to see the increase or decrease of the changed
parts. At present, the quantities of the general list are settled according to the facts, or the
changed parts can be drawn directly. The actual quantities can be counted in the progress
settlement or completion settlement. Process payment management and progress man-
agement can be realized through Glodon BIM-5D. During settlement, Party A and Party
B shall calculate the actual quantities on time according to the comprehensive unit price
or price adjustmentmethod signed in the unit price contract. The calculation of quantities
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can use the three-dimensional model that has been used in the process to find differences.
After modifying the components, you can update yourself and related quantities. With
regard to the change of the comprehensive unit price in the list of quantities, the price of
materials can be calculated by using Glodon Assistant to calculate the weighted average
of the monthly information price or market price. The comprehensive unit price of the
list can be calculated automatically by using the pricing software and then the settlement
documents can be prepared according to the contract.

In this process, the same three-dimensional model has been used for data flow, which
can reduce the modeling time of cost personnel in each stage and avoid data loss and
error caused by repeated modeling.

5 Conclusions

This paper introduces BIM Technology to realize the whole process cost management
of construction engineering, and mainly obtains the following research results:

(1) Through qualitative analysis, it proves that BIM Technology has the characteristics
of simulation and visualization, which can greatly improve the speed and accuracy
of cost personnel in calculating quantities, shorten the time of calculating project
cost and provide an effective and advanced working method for cost management.

(2) Through quantitative analysis, the initial BIM model is established by using BIM
make software, which transforms the traditional two-dimensional drawing into the
three-dimensional physical drawing of what you see is what you get, strengthening
the intuitiveness of the drawing and easy to understand and find design errors; the
BIM calculation model is established by using Glodon GTJ2021, which realizes
the rapid and accurate calculation of quantities and can correlate the design change
with the calculation results of quantities in real time. After the change, the quantities
can be calculated and counted quickly.

(3) This paper analyzes the BIM software used in each stage of project construction and
the use process, methods and important functions of the software, which provides
practical experience for similar projects to use BIM Technology for cost manage-
ment in the later stage. Using BIM Technology can greatly improve the efficiency
and accuracy of cost management.

From the perspective of cost management in the whole process of construction engi-
neering, the application of BIM should focus on the overall construction process rather
than just considering a certain stage. BIM model should be continuously transferred to
the whole process of cost management in order to achieve the best use effect.
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Abstract. Bridges play an irreplaceable role in the structure of modern trans-
portation system and play an important pivotal role in the development of poli-
tics, economy and culture. In the development of bridge engineering, the modal
parameter identification (MPI) of bridge structure is particularly important. There-
fore, this paper studies and analyzes the MPI of bridge structure based on hybrid
genetic algorithm (HGA). Firstly, the identification method of bridge structural
modal parameters and the identification content of bridge construction parame-
ters are briefly analyzed, and the HGA is proposed. It is analyzed that the HGA
mainly plays the role of fitting and Optimization in the identification of bridge
structural modal parameters; Finally, based on the monitoring project of a Provin-
cial Railway temporary bridge, combined with the finite element theory analysis
of ANSYS, the genetic algorithm is applied to MPI by combining signal filtering
and random decrement method. The test results show that the minimum frequency
error is 1.93%, the maximum error is 9.33%, and the first three frequency errors
are within 6%. When the genetic algorithm is applied to MPI, the modal order
determination problem has a great impact on the results of parameter identifica-
tion, The feasibility and effectiveness of HGA applied to bridge structure MPI are
verified.

Keywords: Hybrid Genetic Algorithm · Bridge Structure ·Modal Parameters ·
Parameter Identification

1 Introduction

In the process of bridge construction, in addition to considering the influence of non-
uniformity of materials on structural stress, climate humidity, temperature and other
uncertain factors also need to be considered. In addition, the constructionmethod adopted
is generally multi process and multi-stage construction. With the progress of construc-
tion, these factors often make the displacement and internal force of each construction
stage gradually deviate from the theoretical value. The parameters adopted in the design,
such as the rigidity of the cradle, the deadweight of the structure, themodulus of elasticity
of materials, the shrinkage and creep coefficient of concrete and the temporary construc-
tion load, will be different from those in the actual project, which will make the state of
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the actual structure in each construction stage different from the theoretical calculation.
Therefore, the main parameters of the bridge structure should be calculated according
to the measured data during the construction process, and then the modified parameters
should be fed back to the actual construction control calculation. In order to ensure the
quality and safety of bridge construction, the identification of bridge parameters in the
construction stage is indispensable.

MPI of bridge structure based on HGA has been studied and analyzed by many
scholars at home and abroad. Matsubaram proposed a method for identifying the param-
eters of passenger car tires based on the three-dimensional flexible ring model. This
method can identify the modal parameters through experimental modal analysis, and
compare the model parameters with the modal parameters by using the model calcula-
tion. The recalculated results using the model parameters show a good correlation with
the experimental results [1]. Schfletr proposed a new off-line optimization method to
solve the coverage path planning problem. For grid based environment representation, a
new HGA is proposed, which uses turning start point and backtracking spiral algorithm
for local search. The calculation results show that, comparedwith the traditional method,
the path improvement rate of HGA is as high as 38.4%, and it has the same adaptability
to different starting positions in the environment [2].

In this paper, a HGA is proposed by combining genetic algorithm with random
decrement method and signal filtering. TheMPI method based on HGA is discussed and
analyzed. The performance of HGA (HGA) in avoiding the trap of local optimization
and finding the global optimal solution is studied; How to identify the modal parameters
of linear time invariant structural system by using the optimization function of genetic
algorithm is discussed. The application of MPI based on HGA in engineering practice is
discussed. Through the analysis of various analog signals and measured bridge signals,
it is proved that the bridge structure MPI method based on hybrid algorithm proposed
in this paper can process the bridge test signals in various environments and identify the
bridge structure modal parameter information [3, 4].

2 MPI of Bridge Structure

2.1 Bridge Structure MPI Method

Frequency domain method: most frequency domain identification methods are based on
fast Fourier transform. They have the advantages of mature theory, simple operation,
fast identification speed and high identification accuracy. However, due to its limited
frequency resolution, it is not enough to decouple the dense modes. The principle that
the structural frequency response function has a maximum value at the natural frequency
is used to identify the natural frequency. This method does not need to set parameters,
and has the advantages of convenient operation and fast recognition speed. However,
the dense modes cannot be decoupled, and the mode shapes cannot be obtained directly.
Instead, the working deflection line shape is used to approximately replace the mode
shapes [5].

Frequency domain decomposition method: the frequency domain decomposition
method is an extension of the peak picking method. This method has certain anti noise
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ability and high identification accuracy, but its decoupling ability of low-frequency dense
modes is still not high.

Polynomial fitting method: polynomial fitting method generally carries out high-
order polynomial fitting for each frequency response function, and then uses some form
of averaging to obtain the overall modal parameters of the structure. But this method is
easy to lead to ill conditioned matrix, and can not get high-precision fitting. In order to
solve this problem, an orthogonal polynomial fitting method is proposed to improve the
accuracy of modal identification.

Time domain method: the time domain method directly uses the system response
time history signal to identify the modal parameters, and does not need to use Fourier
transform to transform the signal into the frequency domain for analysis. Therefore, there
is no problem of frequency resolution. However, the time domain method is difficult
to determine the system order, sensitive to noise and prone to false modes. The time
domain method uses the response data obtained by the random decrement method or the
natural excitation technique to establish the mathematical model of the characteristic
matrix equation, and uses the relationship between the system modal frequency, modal
damping and the eigenvalue of the characteristic matrix to solve the modal parameters.

The random decrement method eliminates the structural response caused by random
load through the sample averaging method, so as to convert the random response signal
into a free attenuation signal [6]. The natural excitation technology uses the cross-
correlation function of the response signals of two arbitrary measuring points on the
structure to have a similar mathematical expression with the impulse response function
under impulse excitation, so the cross-correlation function is used to replace the impulse
response function.

Random subspace method: the random subspace identification method is a com-
pletely data-driven parameter identification algorithm. It does not need to obtain the free
attenuation signal or impulse response function of the structure through random decre-
ment method and natural excitation technology, and has certain anti-interference ability
to noise. Stochastic subspace algorithm has been widely used in engineering because of
its clear concept, perfect theory and easy programming. Generally, the stability diagram
method or singular value entropy method is used to judge the system order, and the sta-
bility diagrammethod can also help eliminate false modes and improve the identification
accuracy [7, 8].

Time frequency domain method: since both frequency domain method and time
domain method assume that the test process is a stationary random process, it can-
not meet the requirements of non-stationary signal and time-varying system parameter
identification.Modern time-frequency analysismethods provide ameans to analyze non-
stationary signals. In addition, these methods also have excellent low-frequency dense
mode decoupling ability, which is of great significance to practical projects, especially
long-span bridge structures.

Wavelet transform method: the basic process of the wavelet transform identification
method of modal parameters based on environmental excitation is as follows: firstly,
the random decrement method or natural excitation technology is used to preprocess the
structural response under environmental excitation to obtain the free attenuation signal or
impulse response function; Then the wavelet base is constructed by using the appropriate
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mother wavelet, and the processed signal is transformed by wavelet to obtain the time-
frequency distribution of wavelet coefficients, on which the wavelet ridge is extracted;
Finally, the modal parameters of the structure are extracted from the wavelet coefficients
of the wavelet ridge. This method has excellent anti noise ability, low-frequency dense
mode decoupling ability and analysis ability for non-stationary signals [9]. However,
this method still needs to be further improved, such as the extraction of wavelet ridge,
the elimination of endpoint effect and the design of optimal wavelet basis function.

2.2 Parameter Identification During Bridge Construction

Parameter identification content: parameter identification is to first determine the bridge
structural parameters that have a great impact on the bridge response, then based on
the error between the measured response data and the theoretical calculation data, and
finally feed back the actual structural parameters to the construction control calculation,
so as to timely adjust the theoretical values required for the bridge construction in the
next stage. For the identification of bridge structural parameters, the main structural
parameters causing the structural state deviation must be determined by some analysis
method, and then the appropriate parameter identification theory or method should be
used to identify the structural parameters [10]. For the general bridge structure, the main
structural parameters refer to the factors that can significantly cause the change of the
bridge structure state.

MPI of vertical Bridge
Signal processing: through the preliminary analysis of the test data, it can be seen

that the vertical sensors arranged at the north side span of the bridge have failed, the test
results are not ideal, and the test data are unavailable. The data collected by the vertical
sensors at other positions are ideal, which can be used for the analysis and calculation of
MPI.Due to the large span of themain span, the vibration amplitude under environmental
excitation is large, and the sensor has obvious perception of vibration, so the reliability
of the collected vibration data is high. For the long-span bridge constructed by phased
cantilever, the numerical analysis and construction control during construction play an
irreplaceable role in the smooth construction, and the parameter identification is the
difficulty and focus of numerical analysis and construction control [11]. The parameter
identification in the bridge construction stage is to first analyze the main parameters
that have a great impact on the bridge structure state through the parameter sensitivity
analysis, and then use certainmethods to estimate the error between the actual parameters
and the theoretical parameters according to the error between the measured data and the
theoretical data during the bridge construction, so as to identify the bridge parameters in
the actual construction state, and use the identified parameters to guide the subsequent
construction stage, Finally, the bridge completion state of the structure is consistent with
the ideal bridge completion state [12].

3 Frequency Domain MPI Based on HGA

As a new optimization method, HGA (HGA) is attractive for its excellent computational
performance and remarkable application effect. The combination of genetic algorithm
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and computer technology has created a new research field, and constantly infiltrated into
other fields to give full play to its excellent performance.

HGA (HGA) mainly plays the role of fitting and Optimization in MPI of bridge
structures. The vibration of the multi degree of freedom system is assumed to be the
superposition ofmultiple impulse responses. Through the random decrement technology
and signal filtering technology, the free attenuation signal is fitted with the determined
impulse response function. When the signal contains fewer frequency components, the
easier the fitting optimization is and the more accurate the result is. Therefore, before
using the HGA, filtering the high-frequency noise components in the signal can effec-
tively improve the accuracy of the recognition results. At the same time, when using
HGA, the setting of parameters plays an important role in the accuracy of the results.

Because the solution obtained by HGA always makes the objective function tend to
the minimum value when optimizing problems, it is necessary to transform the objec-
tive function when using this algorithm. The frequency response function model of the
structural system is:

Klp(γ ; e, δ, γr) =
N∑

r=1

1

er(1− (γ /γr)2 + 2δγ /γr)
(1)

er, δ r, γ R (r = 1, 2, . . .N) is the modal parameter to be identified. K̂lp is the measured
frequency response function, and the theoretical frequency response function is KL, P.
the identification problem is transformed into minimizing the difference between K̂lp
and KL, P. Namely:

minX = min
T∑

i=1

[K̂ lp(γi) −
N∑

r=1

1

er(1− (γi/γr)2 + 2δrγi/γr)
]2 (2)

The fitness function is:

j = jmax − X

= jmax −
T∑
i=1

[K̂lp(γi) −
N∑
r=1

1
er(1−(γi/γr)2+2δrγi/γr)

]2 (3)

JMax is a known quantity set before identification to ensure j > 0.

4 MPI of Bridge Structure Based on HGA

Based on the monitoring project of a Provincial Railway temporary bridge, this paper
studies the applicationofMPIbasedonHGAin engineering.Through the detailed project
overview, the risks existing in the project construction are understood, which reflects the
necessity of monitoring. Through the improvement of time domain MPI method based
on modal decomposition, the identification method suitable for engineering practice is
obtained, so as to improve the accuracy of identification results.

In order to monitor and evaluate the health status of the bridge during its operation, a
health monitoring system was designed during the construction of the bridge. A variety
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of sensors were installed at the main positions of the bridge girder, tower, stay cable, etc.
if the annual data were analyzed and processed, the workload would be huge. Therefore,
the data volume of a day with ideal test data quality was selected as the analysis object,
with a total of 24 time history files, The sampling time of each time history data is 3600
s and the sampling frequency is 20 Hz.

4.1 Finite Element Theoretical Analysis Based on ANSYS

ANSYS large-scale general finite element software is widely used in structural engi-
neering, bridge engineering, geotechnical engineering, water conservancy engineering
and other fields because of its powerful function and versatility. In order to master the
dynamic characteristics of the temporary railway bridge, the finite element theoreti-
cal analysis of the temporary railway bridge is carried out by using the finite element
software ANSYS, so as to compare with the identification value of the measured signal.

The bridge deck is made of in-situ reinforced concrete continuous slab, and the
pier body is made of angle steel lattice column pier. The first five natural frequencies
and vibration modes of the temporary bridge before horizontal and vertical bending are
calculated by subspace iteration method. See Table 1.

Table 1. Natural frequency andmode shape of temporary bridge in transverse andvertical bending

Transverse bending Vertical bend

stage Frequency /HZ Frequency /HZ

1 1.752 7.455

2 1.877 7.462

3 2.271 8.116

4 3.381 8.121

5 7.134 8.190

4.2 MPI Based on Genetic Algorithm

Signal preprocessing: the measured signal is generated by environmental excitation. The
vibration signal under environmental excitation is used to identify the modal parameters.
Data preprocessing is required to make the signal conform to the form required by the
time domain identification method. Usually, the random decrement method is used to
extract the free vibration signal, or the next method is used to take the cross-correlation
function as the time domain identification input data. Firstly, the signal is filtered and
denoised, and then the free vibration response signal is extracted from the original signal
by random decrement method, and the modal parameters of the preprocessed signal are
identified.
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After preprocessing the measured signal, the free attenuation vibration response of
each channel is obtained, and the input data required by the real-time domain identifica-
tion method is obtained. A genetic algorithm parameter identification program based on
MATLAB is developed to identify the modal parameters of horizontal and vertical mea-
sured signals respectively. The parameters of HGA are set as follows: population size
600, initial range [1:9], crossover probability 0.95, mutation probability 0.015, iterative
evolution times 100, stop criterion using maximum evolution times, and coding method
using binary coding. See Table 2 and Fig. 1 and Fig. 2 for the identification results of
damping ratio and ANSYS theoretical values.

Table 2. Ratio of transverse bending MPI result to ANSYS theoretical value

stage Natural frequency (Hz) Damping ratio (%)

GA Identification
value

ANSYS Theoretical
value

relative error(%) GA Identification
value

1 1.720 1.754 1.92 14.9078

2 1.932 1.877 2.91 13.8950

3 2.155 2.269 5.08 11.8640

4 3.223 3.381 4.59 5.7279

5 6.466 7.133 9.32 2.8179

Based on time domain method and frequency domain method, this paper applies
genetic algorithm to MPI of single degree of freedom and multi degree of freedom
simulation signals. The results show that the maximum error of frequency and damping
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Fig. 1. Identification results of transverse bending modal parameters and ANSYS theoretical
values
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ratio is 1.84%and 3.1% respectivelywithout noise.When the noise is 20%, themaximum
frequency error is 24.04% of the maximum damping ratio error. It can be seen that the
frequency identification accuracy is high and the damping ratio identification accuracy is
relatively low. When using genetic algorithm to identify modal parameters, it has strong
anti noise ability, which reflects its strong robustness. However, the algorithm has many
parameters and needs more debugging in use to minimize the error.

Comparing Fig. 1 and Fig. 2, it can be found that in the first five natural frequencies,
the natural frequency of vertical bending is larger than that of horizontal bending, and
the damping ratio of vertical bending is smaller than that of horizontal bending. This is
mainly because the lattice columns are dense, and the transverse stiffness is smaller than
the vertical stiffness, making the temporary bridge more prone to transverse vibration.
Comparing the identification value of HGA with the theoretical value of ANSYS, it can
be found that the relative error increases with the increase of order. Using the optimiza-
tion function of genetic algorithm to identify the natural frequency, the identification
accuracy of low-order frequency is higher than that of high-order frequency. As the
actual structural stiffness is less than the modeling stiffness, the identification result is
also less than the ANSYS theoretical calculation result.
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Fig. 2. Ratio of identification results of vertical bending modal parameters to ANSYS theoretical
values

In this paper, by combining signal filtering and random decrement method, genetic
algorithm is applied to MPI, that is, HGA is applied to bridge MPI. It can be seen from
Fig. 1 and Fig. 2 that the minimum frequency error is 1.93%, the maximum error is
9.33%, and the first three frequency errors are within 6%, but the error increases with
the increase of modal order, so the accuracy problem when used to identify high-order
modes is worth considering. Genetic algorithm is applied to MPI, and modal order
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determination has a great impact on the results of parameter identification, which shows
the feasibility and effectiveness of HGA applied to bridge structural MPI.

5 Conclusions

Atpresent,many scholars at home and abroad have done a lot of research onMPImethods
and achieved rich results. However, each identification method has certain limitations.
It is particularly important to apply a new method to MPI to overcome the limitations of
existing methods. For this purpose, this paper combines genetic algorithm with random
decrement technology and signal de-noising technology to propose a bridge structure
MPI method based on HGA. Although some achievements have been made, there are
still many shortcomings worth further study: MPI is based on test signal analysis, so the
identification results are greatly affected by the quality of test data, The quality of the
data even directly affects the development of the identification work. How to process the
signal to extract the effective information of the structure in the case of weak vibration
signal and general test data quality still needs further research; In this paper, due to the
limited resources, the research object is a single bridge type. Both the model bridge
and the actual bridge are cable-stayed bridges. Whether other types of bridges can also
achieve good identification results needs further research and verification.
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Abstract. Neural network is a new theoretical model. It has the ability of parallel
processing. It can classify, define and optimize information and knowledge by
simulating biological neural system. In this paper, a typical nonlinear deformation
and damage monitoring method is trained by BP algorithm, which is based on
neural network to detect the axle overload strength. Firstly, the fatigue response
characteristics of the corresponding working conditions (such as low speed) under
different stress states on the axle when the method is running in the motor car are
studied by experimental method. Secondly, the actual working environment is
simulated as the process of high-speed driving through the design model, and the
detection degree of axle overload damage in this scenario is tested by the model.
Finally, the test results show that the running time of the motor car axle overload
damage detectionmodel based on neural network algorithm is relatively short, and
the delay time is also relatively short. The probability of checking the overload
damage is basically more than 90%, which shows that the motor car axle overload
damage detection rate of this model is very high and can meet the needs of users.

Keywords: Neural Network Algorithm · Motor Car Axle · Overload Load Loss
and Damage Detection

1 Introduction

With the rapid development of social economy and technology, highway traffic plays a
more and more important role in cities, and traffic accidents are also increasing [1, 2].
Therefore, it is particularly urgent to evaluate the safety of vehicles. In order to minimize
the personal and property losses and maximize the driving speed, it is necessary to
develop an action efficiency that can accurately predict the accident probability, and
take corresponding measures in time to ensure that the personal and property will not be
damaged. Neural network is a nonlinear system formed by a large number of neurons
through simulation. It has the advantages of good approximation performance and strong
fault tolerance, and is widely used in the field of traffic safety [3, 4].

Many scholars at home and abroad have done relevant research on neural networks.
Neural network is a new computer-aided system. It has been widely used in the field of
biological intelligence and human brain, and has been widely used in various scientific
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and engineering designs [5, 6]. The research on sports injury detection technology started
early in foreign countries. The United States, Germany and other developed countries
have begun to use this technology for fault diagnosis and maintenance. American schol-
ars have proposed artificial neuron simulation method to predict the damage degree of
vehicle axles. Japanese scholars have developed a nonlinear finite element simulation
software based on BP algorithm - fuzzy bases and artificial neural network to deal with
the stress distribution and size change law of the top of the car model, and optimize
the model on the computer [7, 8]. There are also some mature companies in China that
are developing integrated intelligent vehicle component detection methods and research
work based on artificial neural network (annr), BP algorithm and other artificial intelli-
gence systems, and have achieved some results. The above research has laid the research
foundation for this paper.

Neural network is a nonlinear system analysis method, which has the characteristics
of high parallelism and good robustness. It is widely used in solving complex problems.
In this paper, the intelligent traffic monitoring platform is modeled based on the prin-
ciple of neural network algorithm. Firstly, the overload damage detection technology
and working process of intelligent axle are introduced. Then the linear crack initiation
mechanism is established based on BP algorithm under a certain working condition, and
the corresponding diagnosis model and method are proposed. Finally, using the research
results, the influence factors of different parameters on the deformation characteristics,
contact stress distribution and crack propagation of vehicle journal are analyzed.

2 Discussion on Overload Damage Detection Method of Motor Car
Axle Based on Neural Network Algorithm

2.1 Overload Measurement Method of Motor Car Axle

The overload load detection method of vehicle axle is mainly based on artificial neural
network, which designs and learns the structure of cerebral cortex by simulating human
brain neurons and external signal stimulation, so that it has better anti fatigue and strong
robustness. It also includes the direct contact method [9, 10]. The test is to calculate
whether the deformation occurs at the corresponding parts by manually collecting the
radial tensile stress, rotation angle and other data at different positions of the upper body.
However, this method can only obtain a point strain diagram with a direction parallel
to the centerline of the wheel axis, and can not obtain the displacement curves and
corresponding angle values of all cut-in points on the centerline diagram in the axis top
plane. Because the traditionalmanualmeasuring equipment has certain limitations in on-
line vehicle monitoring, and its work efficiency is also low, it requires a lot of manpower
to complete data collection and other operations. At the same time, manual ranging can
not meet the requirements of real-time dynamic monitoring and the defects of slow data
processing speed and low accuracy. It is also common for vehicles to suffer from axle
overload damage caused by various factors during driving Random occurrence.

2.2 Influence of Axle Overload on Motor Car

Axle damage refers to the deformation of vehicle body caused by external force during
driving, resulting in the bending of vehicle body surface or interior, wheel locking
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(depression), roll and tire wear. What affects the overload fatigue life of the axle is that
the changes of its main braking performance and structural parameters interfere with the
test results to a great extent [11].When there is a certain error between the vehiclemotion
track and the actual situation, the measured value will deviate, resulting in inaccurate
measurement. During the running process of the motor car, the axle is subjected to the
force between the wheel and the track, resulting in bending deformation, torsion and
compression. When the vehicle body is damaged by the ground applied to the vehicle
(such as the front wheel) and the steering linkage (or the rear wheel), the vibration
waveform will be distorted and the vehicle body will shake or roll over. At the same
time, under the driving state of the vehicle body, due to the gravity of the vehicle itself,
the axle will also be bent, deformed, twisted and compressed due to excessive external
force.

2.3 Factors Affecting Overload of Motor Car Axle

The main factors affecting vehicle axle overload are: (1) operating conditions. This
includes driving speed, number of stops, etc. In practical work, the requirements for the
bearing force and stiffness of the frame are different under different working conditions.
At high speed, the braking pressure is large and the deceleration is slow. At low speed,
the vehicle speed is fast but the braking distance is long and there are some obstacles to
restrict its normalmovement or, if it is necessary to reduce the range, the detectionmethod
must be used to evaluate and determine whether there is necessary to leave enough
clearance between the vehicle axle and the rail to ensure safety. (2) Load characteristics.
The vehicle is subject to a variety of forces during driving, mainly gravity, wind, etc.,
and will also be affected by various power sources in different directions and angles.
Therefore, the bearing capacity of the axle to the track is different and variable. At the
same time, considering the friction resistance between the vehicle body and the bridge
wall and the structural stiffness problems, the deformation of the vehicle wheels may
cause the vertical vibration, bending, deflection or even fracture failure of the vehicle
body, resulting in serious consequences such as vehicle safety accidents or frequent
traffic accidents.

2.4 Neural Network Algorithm

Neural network is a new and widely used information processing model. It simplifies
and parallelizes the functions of neurons in the human brain connecting with the outside
world, so that it can achieve the maximum performance goal of human brain’s cognitive
ability when solving complex problems. It is designed to simulate the structure of bio-
logical nervous system.When processed in the computer, the input and output signals are
connectedwith different types of neurons. Through the storage of neural information and
learning rules to achieve the automatic adaptability of the artificial system. BP routing
protocol can be divided into three layers: perception layer, hidden layer and application
service layer. It has a strong self-learning, self-learning and automatic adaptation system.
This network is a mathematical algorithm model. By adjusting the connection weights
and other parameters between a large number of internal neurons, it can intelligently
learn and train the input and output sample data, mine the potential relationship between
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input and output, and have the ability to calculate and predict new samples to obtain
the prediction results. Neural algorithm can be used to predict the changing trend of
unknown parameters (inputs) in the model without any external factors to modify the
model parameters, so as to obtain the optimal results.

Input information Xi and threshold in neuron expression θ K constitutes a linear
combination, so the threshold can be regarded as a specific input information, then input
x0 = − 1, and the corresponding weight wk0 = k to obtain:

uk =
m∑

i=0

wkixi (1)

There are two kinds of nodes in the network: input node and calculation node. The
input node only receives signals, and the calculation node is the unit neuron. So the final
mathematical expression of unit neuron is:

yk = φ

(
m∑

i=0

wkixi

)
(2)

The single-layer neural network, which puts many neurons on the same computing
level, is just an output layer, which can solve the linear separable problem well, but it
can not deal with the nonlinear separable problem at the same time. Therefore, a single
neuron can be regarded as a multi input and single output system, while a single-layer
neural network can be regarded as a multi input and multi output system, but their
working mechanisms are not much different in essence.

3 Experimental Process of Overload Damage Detection Method
of Motor Car Axle Based on Neural Network Algorithm

3.1 Process of Axle Overload Damage Detection Method Based on Neural
Network Algorithm

It can be seen from Fig. 1 that according to the training and simulation results of neural
network, combined with the actual working conditions, the detection method of axle
overload damage has been deeply studied, and it is concluded that the neural network
model based on BP algorithm has good anti noise ability when the factors such as the
motion track, initial state and node position in the vehicle change. The intelligent traffic
safety systembased onBP algorithm can effectively prevent traffic accidents. The system
is composed of several subsystems. Firstly, judge whether each subsystem has fault (i.e.
whether it is an accident) through expert experience. Secondly, predict the axle overload
damage. During the detection process, the axle will be slightly damaged due to various
factors on the body surface, such as temperature, humidity, etc. According to the neural
network model, the deformation of vehicle body under different working conditions is
analyzed. It ismainly described by establishing the relative position relationship between
the corresponding nodes between the grid and the vehicle contact area, and then using
the geometric coordinate system of the grid and the contact surface to convert it into a
standard state vector, and calculate the corresponding input and output values.
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Fig. 1. Axle overload damage detection method and flow

3.2 Test Steps for Overload Damage Detection of Motor Car Axle Based
on Neural Network Algorithm

The basic idea of neural network algorithm is to classify the nodes in the system layer
by layer through input and output neurons, and aggregate the data sets of different types,
sizes and attributes according to certain rules to form a parallel processing function with
strong adaptability, rich information and good global optimization ability that can be
combinedwith other topological structures.When the artificial neural network algorithm
is applied in fault diagnosis, it should be determined according to the damage model
and system state, and the methods used in different cases will be different. Therefore, in
order to ensure the training success rate and data processing effect. First, initialize the
vehicle body. That is, the vehicle body starts to learn and complete layer by layer from
static to motion and from motion to stop. Secondly, the starting point of each iteration is
the input and output current sampling value at the nodes of each part on the axle. After
the corresponding damage model is established, it is necessary to collect the initial state
and operating environment of the system. The physical model in the process of vehicle
driving is established according to the kinematics theory. Secondly, the vehicle speed,
acceleration and other parameter values are obtained through the training set and used
as the prediction basis. The input and output are pre estimated by BP neural network
algorithm and the error signal correction is calculated and analyzed. Finally, the axle
overload damage detection task is realized.

4 Experimental Analysis of Overload Damage Detection Method
of Motor Car Axle Based on Neural Network Algorithm

Detection and Analysis of Overload Damage of Motor Car Axle Based on Neural
Network Algorithm

Table 1 shows the performance test results of the neural network algorithm.
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Table 1. Performance test results

Number of tests Intelligent
algorithm

System operation
time (s)

System delay
time (s)

Damage
detection rate

1 Artificial neural
algorithm

3 2 91%

2 Artificial neural
algorithm

5 1 94%

3 Artificial neural
algorithm

3 2 93%

4 Artificial neural
algorithm

2 2 96%

5 Artificial neural
algorithm

4 3 93%
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Fig. 2. System test

This paper mainly studies the basic principles and related theories of neural network
algorithm, and combines the actualmotor car axle overload damage detection experiment
to complete the intelligent traffic accident early warning, vehicle safety protection and
rescue based on BP neural network. After the whole vehicle simulation platform is built,
it is necessary to judgewhether there is a fault according to the actualworking conditions,
and then compare the collected data with the operating conditions of the standard sample
vehicle in the system to determine the detection method and performance indicators
under the overload state of the motor car, and diagnose and evaluate different working
conditions. It can be seen from Fig. 2 that the detection model of motor car axle overload
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damage based on neural network algorithm has a short running time and a short delay
time. The probability of checking the overload damage is basically above 90%, which
shows that the detection rate of motor car axle overload damage of this model is very
high and can meet the needs of users.

5 Conclusions

Neural network is a new and large-scale application field. It plays an important role in
solving complex engineering problems and improving system performance. It is espe-
cially suitable for dynamic characteristic analysis under some nonlinear or uncertain
working conditions. With the development and wide application of artificial intelligence
technology and computer soft science, and the deepening understanding of neural net-
work theory, an intelligent detection method for axle overload damage diagnosis based
on artificial neuron is proposed. This paper analyzes and summarizes the neural network
detection method of axle over strength damage. Firstly, the three-dimensional model
is established and the body structure characteristics and vehicle driving conditions are
modeled. Secondly, the nonlinear design unit is constructed by using BP neural network
theory and kinematics equations to improve the identification accuracy. Finally, the
fatigue response and strain degradation of the system under different types are verified
by experiments, which has good application prospects and practical significance.
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Abstract. The rapid development of my country’s economy has led to a contin-
uous increase in social electricity consumption. The increase in electricity con-
sumption in the society as a whole not only brings about economic prosperity, but
also increases the pressure on national transmission lines. Due to the increasing
shortage of land in big cities, overhead lines will pose a potential threat to the
safety of citizens’ electricity consumption, and the cluttered overhead lines will
have a greater impact on the appearance of the city, so more and more overhead
lines are underground replaced by cables. The main purpose of this paper is to
perform object detection on ground wire status based on cloud application. This
paper mainly analyzes the theoretical basis of on-line monitoring of high-voltage
cable grounding current, analyzes and solves the calculation method of ground-
induced circulating current, analyzes the factors affecting the circulating current of
cable sheath, and designs high-voltage cable grounding current hardware. Exper-
iments show that the RMS value of the N600 grounding wire current changes to
a maximum of 91% of the load current.

Keywords: Cloud Application · Ground Wire · Target Detection · Ground Wire
Status Detection

1 Introduction

In the city, the backbone cable in the power grid is responsible for the power supply of
a large area of the urban area, and the insulation problem of the cable must be highly
valued. In the process of operation andmaintenance of power cables, most peoplemainly
pay attention to their insulation characteristics, and strive to improve their insulation to
make the cable run more safely, but the insulation of its sheath is also very important,
once the main insulation fails or is damaged. In this case, the metal sheath will also
undergo changes in the electric field and generate a certain amount of induced electric
energy. Therefore, in the process of monitoring and maintaining high-voltage cables, the
problems reflected by the induced electric energy of the sheath should be considered at
the same time. It can show the insulation characteristics of the sheath and the insulation
characteristics of the entire cable at the same time. By monitoring the grounding current
of the cable It can carry out early warning in a targeted manner, avoid major accidents,
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and ensure the normal operation of high-voltage cables and the effective transmission of
electric energy. Therefore, it is a very reliable and efficient method to carry out its own
ground-induced circulating current monitoring for high-voltage cables [1, 2].

The methods and theories of ground wire detection have always been the focus
of research, and the research results are numerous. For example, Bui KT proposed a
monitoring device suitable for mines, which collects the induced current of the sheath,
performs reduction and comparison, and obtains abnormal information [3]; On-line
monitoring system of power cable sheath based on induced voltage and ground current
[4]. But not much for ground wire condition detection on cloud applications.

Themain purpose of this paper is to design and study the target detection systemof the
ground wire state based on the cloud application program. By monitoring the grounding
current of the cable, it can give earlywarning in a targetedmanner, avoidmajor accidents,
and ensure the normal operation of high-voltage cables and the effective transmission
of electric energy. Including the design of the cable circulation monitoring terminal, the
device design of the field data acquisition, the software design of the monitoring device,
etc. Design and implement the monitoring and management software of the upper com-
puter, and realize the remote online monitoring function of the system through remote
acquisition, which greatly facilitates the test of ground current and improves the safety
factor of high-voltage cable operation. Carry out all-round tests on the system, includ-
ing hardware and software, to make the system run and collect effective information to
verify the reliability and stability of the system. The circulating current generated on
the sheath is monitored to ensure the safe and stable operation of the main insulation
and sheath insulation. Once abnormal data or damage occurs, an alarm will be issued
to ensure the continuous and safe operation of high-voltage cables and greatly promote
the smooth operation of the power grid [5, 6].

2 Design and Research of Ground Wire State Target Detection
Based on Cloud Application

2.1 System Design

The system consists of on-site monitoring terminal, data relay device, radio frequency
communication network,monitoring centermonitoring and comprehensive analysis sys-
tem, and adopts distributed control structure. A data acquisition device with wireless
communication function is installed at each overhead line or indoor cable grounding
node to monitor the grounding cable and induced voltage. The data relay device receives
real-time data on site and manages multiple data acquisition terminals. Radio frequency
network communication, connecting remote computer systems [7, 8].

The monitoring and evaluation analysis software of the upper computer is installed
on the server of the monitoring center of the power company, and the upper computer
communicates with the wireless receiving device of the GSM network through the serial
port mode. The main functions and features of the system are:

Real-time monitoring of the voltage, circulating current and fault current induced by
the single and double-circuit cable sheath, and comprehensively grasp the impact of the
circulating current of the high-voltage cable sheath on the cable operation in real time.
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Refer to parameters such as time and load current to comprehensively judge the
characteristics of the cable grounding current.

The change law of the cable circulation under various load conditions, and the
analysis of the influence on the cable operation.

Carry out early warning and over-limit alarm for the change of the circulating current
of the cable operation, record the historical data of each contact on the whole point, and
form data reports, historical curves, etc.

The data is transmitted to the monitoring terminal and the remote computer system
by radio frequency communication technology or GSM/GPRS technology.

2.2 Analysis of Factors Affecting Metal Sheath Circulation

Because the grounding circulation technology of collecting high-voltage cables is a fea-
sible method to judge the operating environment of high-voltage cables, many scientific
research institutions have also explored this method. Before using the ground-induced
circulating current calculationmethod to collect the circulating current, the factors affect-
ing the circulating current generated by the metal sheath of the high-voltage cable must
be considered [9, 10]. There are three main reasons for affecting the circulation of the
metal sheath:

(1) Power cable laying parameters, including
Laying method. The most common ones in production and life are the three-phase
horizontal arrangement, the three-phase vertical arrangement, the right-angled tri-
angle arrangement, and the equilateral triangle arrangement. The equilateral triangle
arrangement can effectively reduce the induced circulating current. This is because
the position of the three-phase transmission lines is relatively symmetrical, so the
mutual inductance has a certain inhibitory effect. The three-phase arrangement,
due to its asymmetrical arrangement, will have a greater impact on the grounding
circulation of its high-voltage cables due to mutual inductance.

Metal sheath interconnection and grounding methods. In the process of laying the
cable, the metal sheath needs to be grounded and interconnected to ensure the stable
operation of the cable. Most high-voltage cables mainly choose the method of non-
interconnection, only grounding at both ends, or connecting after crossing and then
grounding, etc. In several cases, due to the large changes in the electrical parameters
of the high-voltage cable sheath, such as changes in grounding resistance and wire
parameters, the calculation methods will eventually be very different.

Line length. When the cable sheath is well grounded, the line length of the high-
voltage cable can be disregarded, but when an external resistor whose resistance value
cannot be ignored or the grounding resistance is large during the grounding process of
the cable sheath, the external series resistance or contact resistance will affect the whole
The resistance of the loop should be paid attention to to a certain extent, and the influence
of the grounding resistance must be considered, and the influence of the line length on
the circulating current cannot be ignored.
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Whether there is a return line. If the high-voltage cable has a return line, the envi-
ronment has little influence on the cable, and the current forms a loop through the return
line.

(2) The size of the electric energy transmitted by the cable and the mutual inductance
of each phase loop, mainly including
Load size. The three mutual inductances are related to their respective positions
and should have nothing to do with the electrical energy of the cables. However,
in the process of actually transporting electrical energy, due to different loads, the
currents flowing through each cable are not the same, so the mutual inductance
does not play a role in suppressing it. In the same way, the three mutual inductances
will affect their respective mutual inductances due to their own current differences,
resulting in greater inductive circulation.

Load unbalance. Load unbalance has multiple effects. For example, the choice of
laying method will have a significant impact on load unbalance, but the choice of laying
method is only one aspect of load unbalance. There aremany single-phase power systems
in the power system. Due to the existence of these irregular loads, the load will also be
uneven, and due to its unstable behavior, the unbalance of the load will also vary.

Environmental factors and laying methods of high-voltage cables:
At present, cables aremostly laid in direct burial. However, the impact of this method

is very significant. The cable sheath will directly form a loop with the ground through
the ground wire, resulting in a large current. There are other laying methods, such as
installing in the cable trench, so that the influence of the environment on the cable is
relatively reduced. There are many other methods, and different types of laying methods
have certain influence on the calculation [11, 12]. The error can be reduced by calculating
the influence on the induced circulating current under different laying situations, so as
to avoid misjudging the operation state of the high-voltage cable.

2.3 Algorithm Research of Ground Wire State Target Detection Based on Cloud
Application

(1) Calculation of ground induced circulating current
Most of the medium and high voltage cables in production are single-core, so the
induced electromotive force on the cable sheath is related to the thickness of the
wire, the distance between the multi-phase high-voltage cables, the size of the
high-voltage cables to transmit power, and the distance to transmit power.

In order to collect the grounding circulating current information of the high-voltage
cable, it is necessary to carry out analysis and calculation, guide the hardware design,
and concentrate the distribution parameters of the cable. Through the expression of
Kirchhoff’s voltage law, the specific formula is obtained as follows:

EA = ESA + ISA
⌊(
R + jX + Rg

)
L + R1

⌋

EB = ESB + ISB
⌊(
R + jX + Rg

)
L + R1

⌋

EC = ESC + ISC
⌊(
R + jX + Rg

)
L + R1

⌋ (1)
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R + jX is the impedance of the sheath of each cable wire, ISA, ISB, ISC are the
current flowing on the sheath of each wire, EA, EB, EC are the sheath and the ground
wire and the earth induced by each wire potential difference in this loop. R1 is the
ground wire resistance and the sum of the ground wire resistance and the ground contact
resistance.

(2) Fault line judgment
By calculating the integral of the AEO of each line in the time domain, the relative
energy value of each line from the time of the fault occurrence to the end of the
simulation can be compared as the line selection criterion, which can realize the
fault line selection more comprehensively and accurately. Assuming that there are
N outgoing lines in the resonant grounded distribution network, the atomic decom-
position method is used to decompose the transient zero-sequence current of each
line after the fault into m atomic components and a residual component. Then the
energy of the atomic component of the i-th line Li at the j-th decomposition is:

Eij =
∫ t2

t1
ψij(x) dt (2)

Among them, x is the optimal atommatched by the jth decomposition; j= 1,2,…,m;
Eij is the energy of the signal of the i-th line at the jth decomposition; m is the number
of atomic components, t1 is the start time of the fault, and t2 is the end time of the
simulation.

3 Experimental Study of Ground Wire State Target Detection
Based on Cloud Application

3.1 Self-inductive Power Supply Circuit

Various electronic equipment applied on the high-voltage side needs to be insulated from
the ground, and the safety of the equipment needs to be ensured during operation. The
measurement circuit cannot be simply led out directly through the line to avoid accidents.
Therefore, the power supply of the measuring equipment has become a key part of the
inspection and detection system. The application of the measuring device plays a role
in detecting the operation of the power grid, which is indispensable. Therefore, it is also
very important to consider the related circuit research on how to obtain electricity from
the high-voltage line.

The system adopts the transmission line to obtain electricity, obtains the voltage
through the coil, and outputs the DC voltage through rectification and filtering. This
method does not directly take electricity from the line, and has little impact on the
original high-voltage circuit.

Adding a supercapacitor monitoring terminal to the power circuit design will reduce
the use of the system, and replacing the battery will greatly reduce the automation of
the system, and because the cables are often located in remote locations, it is difficult
to replace the battery. The supercapacitor has a large capacity and can meet the power
demand of the system, which has more advantages than ordinary lithium batteries. The
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power supply of the monitoring terminal of the system adopts self-induction to obtain
electricity, and is connected to the circuit through the current transformer. Use super
capacitors to avoid instantaneous high-power power supply. Principle wiring diagram:

(1) Rectifier filter circuit
The switch-type power-taking access circuit, through the rectifier and filter

circuit composed of the stabilizer tube, converts the AC power into DC power, in
which D1 and C1 play the role of rectification, and L1 and C2 filter the current and
voltage with large ripple to make its applied.

(2) Transient protection
As the energy device of the entire system equipment, the power supplymust pay

attention to its stability, and can still ensure that it is reactivated and not damaged in
the face of various emergencies, and continues to supply power to the equipment.
In order to avoid accidental short-circuit and high current, the iron core emits ultra-
high voltage, which damages the circuit. In order to protect the circuit, the bipolar
TVS1 tube is connected before the rectifier and filter circuit to limit the output
impulse voltage.

(3) Voltage protection and energy discharge circuit
Since the power used by the system is roughly constant, the electric energy

obtained by the mutual inductance is not stable, and its voltage and current have
certain fluctuations. The filter back-end voltage Udc will increase with the increase
of the current. Considering the electricity safety of the entire system, it is necessary
to maintain the voltage within the range of electricity consumption standards, and
implement voltage protection and energy discharge on the basis of voltage. If the
voltage is too large, the voltage comparator output is turned on at a high level, and
the excess energy is directly discharged; when the Udc is low, the output is low, and
the bleeder circuit stops working, and there is no need to protect the subsequent
circuits.

(4) Energy storage circuit
Use the super capacitor SC as an accessory to store energy, avoid rapid charging

and discharging of energy, and ensure low temperature operation. The data trans-
mission adopts wireless communication, and the power is large, which affects the
normal operation of other circuits. Adding SC can effectively solve the problem.

3.2 Real-Time Data Monitoring System

Themaster station sends the data read from the slave station to the host computer through
the RS232 serial port, and the host computer displays it through a series of calculations.
Including real-time data, alarm information, historical records, settings four interfaces.

1) Real-time data: The real-time data interface is responsible for displaying real-time
data, real-time curves and operating status. The staff can understand the grounding
situation of high-voltage cables in various regions by viewing the real-time operating
status. The numerical display is clear and accurate, and the curve display can clearly
see the changes of high-voltage cables in various regions, which is more intuitive.
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(1) Real-time data display
The current value of each point of the detection line can be displayed, and the

data is updated every ten seconds.
(2) Real-time curve display

The current change of the current route can be detected in real time and updated
every ten seconds. Any circuit can be selected and its current data for one hour can
be obtained and displayed.

(3) Running status light
Communication indicator: The upper computer communicates with the master

station, and the green indicator flashes.

Communication alarm light: The line communication failure, the red communication
alarm light is on.

Fault alarm light: When the line is faulty, the red fault alarm light is on.

2) Alarm information: The alarm information bar is responsible for displaying the
running status of each line of each substation. If an alarm occurs, the corresponding
position will be displayed in red, and the event record box will record and display
the alarm information.

3) History: You can set the start time of communication, the completion time of com-
munication, the always time and fault time of each line, and the moving cursor can
also display the current current value.

4) Equipment test: The ground current online monitoring system designed in this paper
is mainly tested in the following aspects:

(1) Real-timemonitoring of the circulating current of the cable sheath and fault ground-
ing current, to grasp the influence of the circulating current of the high-voltage cable
sheath on the operation of the cable in real time.

(2) Refer to parameters such as time and load current to comprehensively judge the
characteristics of the cable grounding current.

(3) Change law of cable circulation under various load conditions, and analyze the
influence on cable operation.

(4) Carry out early warning and over-limit alarm for the change of the circulating
current of the cable operation, record the historical data of each contact on the hour,
and form a data report, historical curve, etc.

(5) The data is transmitted to the monitoring terminal and the remote computer system
using radio frequency communication technology or GSM/GPRS technology.

4 Experimental Analysis of Ground Wire State Target Detection
Based on Cloud Application

4.1 Induced Current Value of Cable Metal Sheath

The length of each section of the test cable at the test site is 500 m, and the distance
between the two phases is 35 cm.Under different load currents, two different three-phase
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Table 1. Time Circulation Current Values (A) At Different Arrangements

Iload Right triangle arrangement horizontal arrangement

ISA ISB ISC ISA’ ISB’ ISC’

150 8.1025 8.2373 8.8952 17.2432 17.0233 14.5474

300 16.2049 16.4747 17.7905 34.4865 34.0466 29.0468

450 24.3074 24.7120 26.6857 51.7297 51.0698 43.6422

600 32.4099 32.9493 35.5809 68.9729 68.0931 58.1956

arrangements are tested, and the detected induced current values are as follows. Table 1
Show:

It can be seen from Fig. 1 that under different load current values, the metal induced
current is always larger in the horizontal arrangement than in the vertical arrangement.
Therefore, the vertical arrangement is more conducive to protecting the metal sheath of
the cable.
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Fig. 1. Time circulation current values (a) at different arrangements

4.2 Analysis of the Influence of Load Unbalanced Current

In this paper, the 110 kV Shenghe Station, the Liangping Station and the 220 kV Qixing
Station are loaded with an unbalanced load current of 57.8V/5 k� = 11.56 mA, and
the grounding current of the N600 under the condition of the load unbalanced current is
calculated. The details are shown in Table 2 below:

As shown in Fig. 2, when there is an unbalanced load current, the variation char-
acteristics of the RMS current of the N600 grounding wire are calculated. In the 41
experiments carried out, there were 22 times when the rms value of the N600 ground
wire current changed more than 30% of the RMS load current compared with the nor-
mal situation, and 15 times when the ground current changed by more than 50% of the
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Table 2. N600 ground current with unbalanced load current

Substation name Shenghe station Ryohei station Qixing station

test count (times) 11 14 16

≥0.3 × 11.56 mA = 3.5 mA 6 9 7

≥0.5 × 11.56 mA = 5.78 mA 6 3 6

Maximum change value (mA) 8.6 10.6 8.6

unbalanced load current. In addition, in the experiment, the RMS value of the N600
grounding wire current has a maximum change of 91% of the load current.
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Fig. 2. N600 ground current with unbalanced load current

5 Conclusions

On the basis of drawing on similar domestic technologies, according to the actual situ-
ation of the site, based on cloud applications, using sensors, wireless communication,
inductive power acquisition technology, etc., through wireless radio frequency network-
ing, the online monitoring and analysis of the grounding current of urban cables is
realized.., The theoretical basis of on-line monitoring of high-voltage cable grounding
current is analyzed, the calculation method of grounding induced circulating current is
analyzed, and the factors affecting the circulating current of cable sheath are analyzed.
Design the grounding current hardware of high-voltage cables, including the design
of the cable circulating current monitoring terminal, the device design of on-site data
acquisition, and the software design of the monitoring device. Design and implement
the monitoring and management software of the upper computer, and realize the remote
online monitoring function of the system through remote acquisition, which greatly
facilitates the test of ground current and improves the safety factor of high-voltage cable
operation. Carry out all-round tests on the system, including hardware and software,
to make the system run and collect effective information to verify the reliability and
stability of the system.
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The system basicallymeets the power grid’s requirements formonitoring the ground-
ing current of high-voltage cables, and can analyze faults in a timely and effectivemanner,
providing necessary support for the safe and stable operation of the power grid.
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Abstract. In recent years, with the continuous development of economic glob-
alization, people’s exchanges at home and abroad have become more and more
extensive, international Japanese teaching has developed rapidly, and the num-
ber of people studying Japanese at home and abroad is also gradually increasing.
How to improve the quality of Japanese teaching and design auxiliary courses
is a major problem to be solved urgently in the development of Japanese teach-
ing career. Based on the related applications of immersion Japanese teaching,
this paper studies the design of multimedia-assisted courses. Immersion teach-
ing focuses on creating a target language environment, takes the course content
as the teaching goal, and the second language as the teaching tool, which real-
izes the simultaneous acquisition of course knowledge and language skills. The
advantages of immersion teaching mode help to solve the problems existing in
traditional Japanese teaching. The research on immersion teaching has important
theoretical significance and practical guiding significance for the development
of Chinese teaching in Japan. Therefore, teachers should be proficient in vari-
ous classroom teaching skills such as multimedia technology, and continuously
improve their teaching level and ability in Japanese teaching. The final result of
the research shows that when the number of participants in the platform five mul-
timedia assisted courses is 67, the proportion is 20.6%. The number of users of
multimedia-assisted courses in Japanese teaching is always larger than that of tra-
ditional courses, which indicates that the design of multimedia-assisted courses
based on immersion Japanese teaching is feasible and has promotion significance.

Keywords: Immersion Teaching · Japanese Language Teaching ·Multimedia
Assistance · Curriculum Design

1 Introduction

With the rapid development of science and technology, multimedia technology based
on computer and network technology has become an important tool for teaching and
learning. The country’s investment in language education is increasing, and Japanese
classroom teaching has also rapidly reformed teaching methods and teaching methods
[1]. Multimedia technology has been gradually popularized and applied in Japanese
teaching classrooms in my country. Multimedia technology can make Japanese teaching
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more intuitive, vivid, and more interesting. If multimedia technology can be reason-
ably applied in Japanese teaching, it can attract students’ interest in learning foreign
languages, effectively strengthen students’ understanding of Japanese knowledge, and
optimize students’ knowledge of Japanese learning effect.

In recent years, many researchers have explored the research related to multimedia-
assisted course design, and achieved good results. For example, Jong S Y believes that
the previous studies on oral Japanese courses lacked the combination of quantitative
and qualitative methods externally, and did not grasp the overall design framework of
oral language courses internally [2]. Samavati T believes that the analysis of curriculum
needs should highlight the needs of students, the design of curriculum objectives should
comprehensively consider the particularities of the country, localities and institutions,
and the selection of curriculum content and organizational design should be based on
reality and pay attention to academic truth [3]. At present, scholars at home and abroad
have carried out a lot of research on the application of multimedia-assisted curriculum
design. These previous theoretical and experimental results provide a theoretical basis
for the research in this paper.

Based on the relevant theoretical basis of immersion Japanese teaching, this paper
systematically designs the current Japanese multimedia auxiliary courses, and has
achieved relatively fruitful research results. Although the research of multimedia
technology-assisted teaching in China started late, the development progress and speed
are very fast, and the pertinence is stronger. There are not many specific studies on the
application of multimedia in Japanese teaching courses, nor is it in-depth enough. How-
ever, multimedia technology is an important part of modern information technology, and
its characteristics and achievable functions are very suitable for the needs of Japanese
teaching.

2 Related Theoretical Overview and Research

2.1 Research on Multimedia Assisted Course Design

(1) Multimedia Assisted Curriculum Development

Multimedia technology plays a very important role in information technology. It is
a technology that can process both text and data information, as well as images, audio,
video and other media [4, 5]. It can change the teaching content from simple teaching
materials to teaching materials, and cooperate with rich information resources. By using
multimedia to present teaching content, it provides a variety of methods and ideas for
analyzing and solving problems, making it concrete, simplified and easy to understand.
This can not only help improve the teaching effect of teachers, but also improve the
learning effect of students in the classroom.

(2) Teaching Technology of Multimedia Courses

Compared with traditional teaching, classroom education and teaching assisted by
multimedia information technology breaks the conventional classroom teaching. It not



122 X. Zhi et al.

only activates the classroom teaching atmosphere, but also uses multimedia technology
to create situational teaching to assist students in completing the knowledge system
construction of the content they want to learn [6]. To a certain extent, abstract knowledge
can be concretized, and through sound, light, color, shape, shadow and other senses of
hearing and vision, it can give enough stimulation to make students feel immersed in
the situation, so as to help break through teaching difficulties It also broadens students’
horizons; it also stimulates students’ interest in learning and allows students to learn
actively; its intuitive image features can reduce individual differences and take care of
students with different cognitive levels; in this way, we can give full play to the potential
of our teaching objects and enrich Teaching content improves its classroom efficiency.

(3) Construction of Multimedia Auxiliary Course Environment

From the perspective of language subjects, it is not like mathematics, physics and
other rational subjects that have complex formulas, principles and theorems, nor is it
like politics, history and other liberal arts subjects that require long-term understand-
ing and recitation of theoretical content [7]. Relatively speaking, the most prominent
performance of language teaching is the context. Teachers can choose different multi-
media technologies to assist teaching according to their different needs. Teachers can
display language content intuitively by playing media such as videos and pictures. In
the process of learning, help students to feel the different feelings brought by language
more vividly, and cultivate students’ sense of language [8]. Through various forms of
multimedia technology, the scenes and stories described in the language can be restored
almost completely, so that these languages can be presented to students more intuitively,
and learning with background and content will achieve a multiplier effect.

The multimedia-assisted course design based on immersion Japanese teaching, in
daily teaching, can be established by establishing exclusive classrooms for immersion
classes. Teachers can arrange classrooms full of Japanese characteristics according to
their own preferences, teaching needs, and students’ hobbies [9]. At the same time,
they will also post commonly used classroom terms, classroom rules, etc. in the form
of Japanese text or pictures in a fixed position in the classroom to facilitate regular
teaching and classroom management. In this way, students can be fully immersed in the
Japanese environment. In this way, we can optimize the content of immersion teaching,
help students build confidence, and arrange immersion teaching hours reasonably.

2.2 Theoretical Introduction to Immersion Teaching

From the perspective of different countries and regions, immersion teaching is devel-
oping all over the world, but North America has developed the most rapidly. As the
birthplace of immersion teaching, its teaching concept is authoritative and its teaching
model is relatively mature [10]. Immersion teaching aims to create a complete target
language environment, allowing students to immerse themselves in the target language
environment and acquire the second language naturally [11]. Its outstanding feature is
that the second language (target language) in the immersion teaching is different from
the traditional language teaching that regards the second language as a direct teaching
goal, but acts as a language tool for teaching the content of various courses. The teaching
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goal is based on the content of each subject (Mathematics, science, sociology, art) are
the main ones, while mastering the knowledge and culture, the language skills of the
second language are acquired subtly.

The core of immersion language teaching is implicit cognition. Compared with
the learning of course content, the process of language acquisition is more implicit. It
has similar characteristics of implicit cognition [12]. Mainly include: 1. The conscious
state of language learning is in an unconscious state. In immersion teaching, language
is the medium for learning course content, and it is automatically acquired along with
knowledge learning; 2. From the perspective ofwhether there is a purpose, the knowledge
of course content is the direct purpose, and language is the direct purpose. Learning is
an indirect purpose; 3. The key point of acquisition lies in the understandable input
of meaning, and the goal of acquiring the knowledge carried by the language is the
intelligible input of the meaning of the target language; 4. The method of acquisition
is mainly acquisition, but cannot be separated from it Learning; 5. The intelligibility
generation method of meaning is mainly based on the construction of scenarios, the
creation of tasks, and the method of solving problems; 6. The information processing
method is procedural, and the input and output of knowledge is mainly based on real
communication training; 7. The sense of language is in plays a leading role in language
acquisition.

3 Experiment and Research

3.1 Experimental Method

In the training process of the application and propagation path model in the Japanese
course, the process influencing factors in the training sample of the teaching process
working hours are input, and the calculation of the hidden layer neurons and the out-
put layer neurons is performed to judge the predicted teaching hours and statistics
obtained. Whether the error between the actual processing hours of the process meets
the requirements:

ωi =
λ

n∑

i=1
xi

n
(1)

Ii =
m∑

j=1

wijxj + θi (2)

In the above formula, F represents the total score, the data x represents the reference
evaluation, the indicator w represents the weight, the coefficient λ represents the existing
error, and the indicator n represents the total number. w is the weight between the input
layer and the hidden layer of the initial work-hour prediction model.
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3.2 Experimental Requirements

This experiment is based on immersion Japanese teaching, however, from the results of
the survey and analysis, there are some errors in the current Japanese teachers’ under-
standing of the status of multimedia education. For example, some experienced teachers
may think that their teaching mode is summed up after years of teaching experience.
Teachers will think that a set of relatively mature teaching methods has certain practi-
cality, so they will reject multimedia to assist Japanese classroom teaching. Some young
Japanese teachers have relatively high information literacy, but lack some teaching expe-
rience and need to use multimedia courseware to provide certain help. Therefore, young
teachers will overemphasize the status of multimedia in the classroom, resulting in the
abuse of multimedia, and students will feel the classroom. The larger the knowledge
capacity, the lower the student’s learning effect, but the poor student’s learning effect.

4 Analysis and Discussion

4.1 Analysis of Multimedia Auxiliary Course Layout

The experiment is based on the design of the multimedia auxiliary course for immersive
Japanese teaching. By testing the layout of the multimedia auxiliary course in each
teaching and research platform, the experimental data is as follows:

Table 1. Multimedia-assisted course layout analysis table

Item Quantity (indivual) Proportion (%)

Platform one 36 11.1

Platform two 81 24.9

Platform three 90 27.7

Platform four 51 15.7

Platform five 67 20.6

It can be seen from the data analysis in Table 1 and Fig. 1 that, it can be seen from
the results that when the number of participants in the platform 1 multimedia auxiliary
course is 36, the proportion is 11.1%. When the number of participants in the platform
2 multimedia auxiliary course was 81, it accounted for 24.9%. When the number of
participants in the platform three multimedia auxiliary courses is 90, the proportion is
27.7%. When the number of participants in the platform 4 multimedia auxiliary courses
was 51, the proportion was 15.7%. When the number of participants in the platform five
multimedia auxiliary courses was 67, the proportion was 20.6%.

4.2 Analysis of the Use of Multimedia Auxiliary Courses

By analyzing the use of multimedia auxiliary courses in Japanese language teaching in
colleges and universities, this experiment compares and analyzes the use of multimedia
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Fig. 1. Layout analysis diagram of multimedia-assisted courses

auxiliary courses in Japanese teaching in four colleges and universities and the use of
traditional courses. The experimental data is shown in the figure below:
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As shown in Fig. 2, through the data analysis of the use of multimedia auxiliary
courses in Japanese teaching in colleges and universities, it can be seen that the number
of participants in the multimedia auxiliary courses of Japanese teaching in four groups
of colleges and universities is 86, 92, 94 and 89 respectively. The number of users of
traditional courses was 64, 81, 83 and 78 respectively. In the data of the four groups of
colleges and universities, the number of users of Japanese teaching multimedia auxiliary
courses is always more than that of traditional courses, indicating that the design of
multimedia auxiliary courses based on immersion Japanese teaching is feasible and has
promotion significance.

5 Conclusions

Based on the research background of immersion Japanese teaching, this paper first
studies the design and application ofmultimedia auxiliary courses, and in the experiment
of analyzing the use of multimedia auxiliary courses in colleges and universities, the
number of users of multimedia auxiliary courses in Japanese teaching is always larger in
the data of the four groups of colleges and universities. In terms of the number of users
of traditional courses, it means that the design of multimedia-assisted courses based
on immersion Japanese teaching is feasible and has promotion significance. Practical
research should further explore the specific improvement path of Japanese teaching
mode and learning mode, further exert the auxiliary role of network technology and
mobile technology in course teaching and learning, further innovate specific auxiliary
methods, and strengthen the management and control of auxiliary effects. In terms of
researchmethods, it integrates the three perspectives of students, teachers and curriculum
environment, improves the position of qualitative research methods and action research
methods in curriculum design research, and combines quantitative research methods.
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Abstract. UAV (Unmanned Aerial Vehicle) delivery is one of the solutions for
logistics companies to improve delivery efficiency in recent years. The GPS and
optical motion capture or other positioning methods currently used by distribution
UAVs have some issues such as high cost and relatively fixed operating environ-
ment. The UAV system based on optical flow sensor can realize the functions of
autonomous positioning, real-time obstacle avoidance and hover correction with
high precision and low cost, which can solve the shortcomings of traditional posi-
tioning methods and can be widely used. Many scholars have already researched
UAV systems using optical flow sensors. We summarize the results of previous
research on these systems and analyze them in the hope that they can provide
development ideas for UAV delivery.

Keywords: Optical Flow Sensors · Smart Delivery · Distribution UAVs

1 Introduction

In recent years, China’s e-commerce industry has developed rapidly, courier business
volume has risen sharply. The 2022National PostalManagement Conference pointed out
that China’s express business volume in 2021 was 108.5 billion pieces and is expected
to be 122.5 billion pieces in 2022, which will increase by about 13% year-on-year.
However, Chinese logistics service industry shortcomings are serious, it is difficult to
meet the development needs of the e-commerce industry, the city’s last mile and other
issues still need to be resolved.

Compared with traditional delivery methods, delivery drones take up less space, and
have a higher degree of intelligence, are more flexible and have more mature technol-
ogy, which can have reduced transportation costs and improved delivery efficiency, so
they have also gained the favor of many logistics. As early as 2013, the U.S. company
Matternethad tested the drone delivery network. In China, JD, SF Express and other
companies also carried out tests of delivery drones in Suqian, Ganzhou and other places
respectively.
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Although delivery UAVs have many advantages, the problems faced in delivery such
as gathering flight and land in high-density buildings and targeted delivery to high-rise
households and remote areas are still pain points in development. To address these
problems, this paper researches and analyzes the control system of intelligent delivery
drones based on optical flow sensors [1, 2].

2 Concept and Application Examples of Distribution UAVs

Delivery UAVs (UAV Express) are unmanned low-altitude vehicles that can carry pack-
ages and automatically deliver them to their destinations using radio-controlled equip-
ment and self-contained program control devices. Most delivery UAVs are equipped
with a variety of high-precision sensors and advanced control algorithms and have a
black box to record their status information. Most drones also have a runaway protec-
tion function that automatically maintains a precise hover when the drone goes out of
control to ensure the safety of the UAV.

The automated drone courier system utilizes UAVs to replace manual courier deliv-
ery, aiming to automate, unmanned and informatized courier delivery and improve
courier delivery efficiency and service quality in order to alleviate the contradiction
between courier demand and courier service capacity. At present, numerous companies
have started to try to apply delivery drones.

2.1 Amazon UAV Delivery Express

Amazonmade its first commercial drone delivery flight in the countryside and suburbs of
Cambridge, England, after receiving permission from the U.K. Civil Aviation Authority
2016 in 2007, and it took a total of 13 min from the time of the customer completed the
order to the time the goods were received, with the entire process requiring no human
control and the drone returning automatically after completing the delivery is shown in
the Fig. 1.

Fig. 1. Amazon UK’s first single drone delivery courier



130 S. Sun et al.

2.2 Swift Ant UAV and China Post Joint

On September 19, 2016, the domestic startup company Swift Ant UAV and China Post
Zhejiang Anji Branch jointly opened China’s first drone express mail route. This express
mail route using UAV delivery can reduce both delivery time and cost to half of the
original. The UAV has a built-in self-developed intelligent control system, which can
achieve fully automatic flight path and accurate landing through high-precision sensors
and machine vision. The flight speed and angle will be automatically adjusted according
to the wind speed and weather conditions during the flight, and the whole process only
requires the staff to monitor the flight status and position of the drone through the cloud
system, which largely realizes the unmanned delivery is shown in the Fig. 2.

Fig. 2. China Post uses drones for delivery

2.3 Initial Applications in Emergency Blood Distribution

In the emergency situation where medical resources are insufficient, traffic is inconve-
nient and time dependence is very strong, the use of drones can achieve rapid delivery
of emergency equipment, drugs, blood and various specimens within the county, and the
medical security of large events, medical emergencies of emergencies, etc. can be used
to efficiently “grab time” by UAVs. For example, in the delivery of Zhejiang II Binjiang,
the one-way land transportation time is 10 min, the UAV is 6 min, which shows a better
timeliness. The time efficiency is good for the hospital round-trip emergency blood col-
lection mode, the overall timeliness of drone delivery is significant, and is conducive to

Fig. 3. Zhejiang Blood Center uses drones to deliver blood
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hospital manpower and transportation cost accounting, and the temperature fluctuation
of blood component has no significant impact on the medical effect is shown in the
Fig. 3.

3 Research and Analysis of Intelligent Delivery Drones Based
on Optical Flow Sensors

3.1 Optical Flow Positioning and Optical Flow Sensors

The concept of optical flow was first introduced by biologist Gibson in1950. When
we look at a moving object, the external environment creates a series of continuously
changing images on the retina. These images “flow” from the front of the retina (imaging
plane) as if light were “flowing through”, hence the term “optical flow”. Optical flow
is the apparent motion of the image with constant grayscale values of the image lumi-
nance pattern, which contains information about the motion of the pixels in the image,
including velocity vectors and coordinate positions. Since the optical flow contains the
approximate information of the target motion, it can be used by the observer to determine
the approximate motion of the observed target and thus achieve the basic localization
function of the moving target. Optical flow localization is usually performed with the
help of an image acquisition device (e.g. a camera), which captures images of the sur-
rounding environment. Assume that I(x, y, t) is a pixel point (x, y) at t time, the pixel
point has moved on two frames of the image , δy, δt, since the luminance information
of the same point is constant, the following equation can be obtained.

I(x, y, t) = I(x+ δx, y+ δy, t + δt) (1)

Based on this equation, the instantaneous velocity and direction ofmovement of each
pixel point of the image can be calculated (Lucas-Kanade algorithm). These instanta-
neous velocities constitute a two-dimensional instantaneous velocity field called the
optical flow field. The computed optical flow field vector enables precise positioning
of the observed target and more accurate and smooth control of the target, as well as
attitude control of the target object.

The optical flow sensor is a device that detects the movement of an object and
its position by capturing images of changes in the target operating environment and
inputting pixel movement information to the main control board. The conventional opti-
cal flow sensor consists of four parts: power supply, camera, ultrasonic sensor, and
microprocessor, and its working principle is shown in the Fig. 4.

3.2 UAS Based on Optical Flow Sensor

Autonomous positioning and real-time obstacle avoidance system
The UAV positioning problem mainly refers to the use of its own sensors to deter-

mine the position and attitude information of the UAV in the flight environment relative
to the inertial coordinate system. The widely used positioning method is mainly based
on the Global Positioning System (GPS) [3]. The principle of autonomous positioning is
different from that of GPS positioning, GPS sends the position information of theUAV in
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Fig. 4. Schematic diagram of the working principle of optical flow sensor

the BeiDou coordinate system to the UAV, which is an absolute coordinate positioning.
Autonomous positioning based on airborne equipment does not rely on the assistance
of external information, and it cannot obtain absolute position information, but can only
obtain relative position information of the UAV relative to the environment by captur-
ing environmental information through airborne sensing equipment. If environmental
information (e.g., environmental maps) is available, relative positioning can be achieved
relatively easily. However, in unknown complex environments, UAVs need to use simul-
taneous localization and map building method (SLAM) to recover the environmental
structure during motion, while using the recovered environmental structure to estimate
their own positional information. The accurate attitude estimation is the prerequisite
and foundation for achieving complex flight tasks such as UAV obstacle avoidance, tra-
jectory planning and target tracking, while obstacle avoidance capability is particularly
important for UAVs, and UAVs obstacle avoidance systems play an increasingly critical
role in UAV applications [4].

SLAM is widely used in various fields. Among them, in the field of UAVs, SLAM
can be used to build local 3D maps quickly and can combine with geographic informa-
tion systems (GIS) and visual object recognition technologies, which can assist UAVs to
identify roadblocks and plan paths for automatic obstacle avoidance. The sensors cur-
rently used in SLAM are mainly divided into two categories: Lidar-based laser SLAM
(LidarSLAM) and vision-based VSLAM (VisualSLAM).

MeihuiCao et al. of TianjinUniversity used optical flow sensors to obtain the velocity
and position information of UAVs for autonomous control of UAVs under the loss of
visual simultaneous localization andmap building (SLAM) to achieve autonomous flight
control of quadrotor UAVs. Although the visual SLAM algorithm has high accuracy, its
dependence on map information in the environment is strong, and it is easy to cause
the loss of map information in a structured environment [5]. In order to ensure the
autonomous control of man-machine in the case of visual SLAM loss, Meihui Cao et al.
introduced optical flow sensor as an auxiliary position informationmeasurement unit and
detected the matching ratio of feature points of visual SLAM algorithm by controlling
the program: when the matching ratio is lower than 30%, it will switch to optical flow
method to control automatically; and when the matching ratio is higher than 30%, it
will switch to visual SLAM again. In the experiment to verify the flight control under
the loss of visual SLAM map, the position control error of the UAVs automatic control
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direction is about ±0.1 m, which proves the effectiveness of the optical flow sensor as
an auxiliary position information measurement unit under the loss of visual SLAM.

On this basis, ZhengkangJinet al. from Jianghan University used the Lucas-Kanade
based optical flow algorithm to achieve UAV positioning control in environments that
are not covered by GPS signals, such as indoor environments, greatly reducing the
positioning error due to time accumulation with the help of traditional inertial navigation
systems only. The Lucas-Kanade algorithm is the most common and popular optical
flow algorithm. Since it is based on the Taylor series of image signals, this method is
called differencing, which is the use of partial derivatives for both spatial and temporal
coordinates.

A new monocular vision quadcopter obstacle avoidance method based on the fusion
of pyramidal LK (Lucas-Kanade) and translational optical flow is proposed by Hai Zhao
et al. at Northeastern University. Supposing there are relatively moving objects in the
scene, as shown in Fig. 5. The upper left part of the figure shows the real optical flow
generated by the pyramid LK, where the vertical upward optical flow is the suspected
obstacle, and the lower left part shows the translational optical flow derived from the
single-strain transformation, and the fused optical flow is formed by superimposing the
two onto the same image.

Fig. 5. Real optical flow and panning optical flow fusion

The angle of the fused optical flow on the obstacle (the offset between the pyramidal
LK optical flow and the translational optical flow) is obviously different from the other
unobstructed parts, and the characteristics of one fused optical flow can be deduced by
comparing the offsets. Therefore, by establishing the correspondence between the fused
optical flow and the obstacle, it is possible to determine the obstacle.

Using the above optical flow algorithm, UAVs can basically achieve autonomous
positioning and obstacle avoidance.

3.3 Hover Correction System

The stability of the aircraft hovering in the air is an important indicator of the performance
of this aircraft, and the main factors affecting the hover control are the low cost, the drift
of the laired measurement unit itself and the error generated by the mechanical structure
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of the airframe itself. And this error often leads to the vehicle can’t hover at the specified
position and height. In order to solve the problems of aircraft hovering, scholars have
conducted the following research.

Using the PX4FLOWoptical flow sensor and taking advantage of its high sensitivity,
high pixel count, high data update speed, and the ability to acquire data in real time
through the ground station softwareQGroundControl, QiangLu et al. proposed amethod
to detect the horizontal movement speed of a quadrotor relative to the ground based
on this sensor and use the MTI-G high-precision inertial measurement unit is used to
compensate for the attitude angle of the quadrotor, and finally realize the air hover
correction of the quadrotor. During the flight of the quadrotor UAV, ϕ is the pitch angle,
θ is the cross-roll angle and ψ is the yaw angle, as shown in Fig. 6. The attitude control
of the quadrotor in flight is the control of ϕ, θ and ψ. The hover control does not require
high accuracy of yaw angle ψ. The ϕ and θ acquired by MTI-G have some error with
the actual angle, so it will produce a slow drift in a certain direction. The optical flow
sensor can detect the speed of horizontal movement, which can compensate the attitude
angle measured by MTI-G. Experiments show that the control algorithm can increase
the attitude angle compensation according to the velocity feedback to overcome the drift
phenomenon. The experimental analysis shows that the optical flow sensor-based hover
correction method can effectively overcome the drift of the measurement unit itself and
the error generated by the mechanical structure of the fuselage and achieve stable hover
control of the quadrotor.

Fig. 6. Schematic of pitch angleϕ, cross-roll angle θ andyawangleψduring theflight of quadrotor
UAV

In response to the hovering instability of a miniature quadcopter caused by the larger
drift error of the low-cost inertial sensor measurement unit, Jie Xia et al. from Wuhan
University of Engineering proposed an optical flow sensor-based fixed-point and fixed-
height hovering correction system. Of these, the optical flow sensor PMW3901 is used
to collect the displacement of the aircraft in the x and y axes during hovering with respect
to the initial position as the error term and input to the corresponding series PID control
to correct the aircraft’s fixation error. Table 1 shows a comparison of the parameters
before and after the PMW3901 was involved in the fixing correction.
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Table 1. Comparison of parameters before and after PMW3901 participation in fixed-point
calibration

Parameter Variable

Before PMW 3901 participates in
fixed-point correction

After PMW 3901 participates in
fixed-point correction

Average offset pixel x: > 100
y: > 100

x: 48.1175
y: 47.1177

RMSE No valid estimate x: 0.1052
y: 0.1026

var No valid estimate x: 5.424 0e-04
y: 4.357 5e-04

Flight performance The relative fixed-point drift is
random, and the drift distance is
large, so that PMW 3901 cannot be
measured

The aircraft can basically realize
fixed-point flight without obvious
deviation

The experimental data shows that the PMW3901 optical flow sensor can effectively
solve the hovering instability problem of the miniature quadcopter after participating
in fixed point correction under the specified working conditions, and the vehicle can
basically achieve fixed-point flight with strong stability.

3.4 UAS Applications Based on Optical Flow Sensors

The traditional UAV positioning systems use two types of systems, GPS positioning
system and optical motion capture system. The GPS system is suitable for outdoor open
areas. Once indoors or in places with many buildings, the accuracy of positioning will be
affected due to signal blocking and interference. The GPS spatial positioning accuracy
is 1–2 m, which cannot reach the level of accurate positioning. Optical motion capture
is suitable for indoor positioning, which requires cameras to be installed in all corners
of the room to obtain the motion information of the UAV and feed it back to the drone,
thus achieving the purpose of positioning. This type of positioning is more costly and
only suitable for indoor use [6–8]. While systems equipped with optical flow sensors are
able to run in unknown and GPS-free environments, such as indoor, caves, tunnels, etc.
Compared to conventional sensor systems, camera-based optical flow sensing systems
are widely used due to their accurate positioning, lighter mass, lower cost and smaller
size [9]. The research on optical flow and optical flow sensors is relatively mature now,
and the above-mentioned UAS equipped with optical flow sensors have achieved good
results in their applications.

Among them, the UAV autonomous positioning and real-time obstacle avoidance
system equipped with optical flow sensors can achieve better results with or without
GPS. Yong Pang et al. constructed a Marine rescue system based on quadcopter by
realizing the autonomous positioning of UAV through the combination of GPS and
optical flow sensors. Zhou Zhou et al. used optical flow sensors to calculate the image
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displacement frame by frame, which in turn achieved high accuracy positioning of the
UAV in the absence of GPS signals indoors and achieved smoother control. Chaofan Yu
et al. used the optical flow sensor and the improved potential field method to calculate
the relative motion of the UAV and obstacles to plan the optimal flight path of the
UAV, and successfully achieved the autonomous obstacle avoidance flight of the UAV.
And ZengYou Han et al. used data from optical flow sensors and IMU modules to
achieve accurate estimate of UAV velocity and position when the flight environment
was unknown.

In terms of hovering control systems based on optical flow sensors, Wuyang Zhang
et al. fromShanghai University of Engineering and Technology used optical flow sensors
in combination with ultrasonic sensors to achieve autonomous fixed-point hovering of a
small quadrotor UAV in a GPS-free environment and achieved good control results, and
ArreolaL et al. also achieved low-cost hovering by fusing dense optical flow algorithms,
GPS and inertial components [10].

4 Development Prospects

In recent years, the development of the UAV industry has received a huge boost thanks
to both policy and funding. With the integration of new technologies, new products
with various functions will continue to emerge, and the potential and value of intelligent
deliveryUAVwill surely be gradually explored, even overturning the traditional logistics
industry pattern.

In the future, intelligent delivery droneswill develop in amore professional, scientific
and efficient direction. At the national level, unified industry standards and a perfect
delivery system will be developed. At the social level, publicity will be strengthened so
that the public canunderstand and accept the convenience and efficiencyofUAVdelivery;
At their own level, the software and hardware environment will be optimized to address
their own limitations. Although UAV delivery still suffers from many constraints, UAV
delivery will definitely bring a major contribution to social development, as long as we
seize the opportunity to develop properly.

Acknowledgment. Cooperative Education Program of the Ministry of Education
(220504011055045).
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1 Introduction

With the development of computer science and internet technology, UAV is playing a
more and more important role in people’s life. It can be used in many aspects such as
transportation and cargo transportation, agriculture, forestry and crop cultivation, and
military fields to a large extent.

Nowadays, UAVs are very effective in many industries, especially in logistics indus-
try and E-Commerce Platform. Base on the existing platform system, the E-Commerce
Platform complete this series of processes with the support of large data, robotic sort-
ing and, UAVs distribution. The usage of UAV in transportation industry mainly effect
of cooperation between cargo transportation and branch research. By using this, it can
improve the recognition ability in those remote area effectively. SF Express Company
and JD Logistics Distribution Center have played the role of UAV well, which not only
reduces the distribution costs, but also improves the efficiency of freight distribution.
Small multi rotor UAVs can take off and land vertically or hover with the powerful
maneuver ability. It is mainly applicable to low altitude, low speed, vertical take-off,
landing and hovering tasks. Therefore, it can be applied in the distribution of most
scenarios [1]. Small multi rotor UAVs can be remotely controlled by radio equipment
or cruise at a fixed point by relying on its own geographic information, which greatly
improves transportation efficiency. At the same time, aiming at the distribution problems
in some areas with poor road conditions, small multi-rotor UAV has great application
prospects and excellent application potential. In this paper, the visual recognition system
based on OpenMV will be combined with several new transportation schemes of small
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multi-rotor UAVs to solve the “last mile” problem which perplexes the logistics and
transportation industry.

2 Brief Introduction About Advantages of Small-Multi Rotor UAV
Cooperating with Visual Recognition in the Distribution Process

2.1 Introduction of Visual Recognition Landing System Based on OpenMV

Traditional UAV landing positioning technology depends on inertial navigation system
and global positioning system. However, with the development of UAV technology and
the improvement of UAV technical requirements, there are some problems in navigation,
such as accumulated errors of inertial components, too sensitive to initial values, and
GPS not always available. The traditional navigation accuracy can no longer meet the
requirements of the precise landing of UAVs.

Computer visual navigation is beginning to cut a striking figure of science and
technology. Computer vision technology uses installed cameras to obtain digital image
information from the external environment and uses computer algorithms to analyze the
effective information of the acquired image, such as shape, scale, etc. The UAV runs and
arrives at its destination based on this valid information. At this stage, there is a UAV
location method based on QR code recognition. The style of the April tag (as shown in
Fig. 1) is similar to a QR code and is not complicated. The processor can reduce the
amount of calculation required and satisfy the real-time requirements, so the accuracy
landing is greatly improved [2].

The main process of UAV loaded with such devices is to use GPS to let the UAV
land close to the charging base station, using the visual device to identify the April label
icon on the charging base station, and then realize fixed-point landing.

Fig. 1. April tag’s family

The main process of UAV loaded with such devices is to use GPS to let the UAV
land close to the charging base station, using the visual device to identify the April label
icon on the charging base station, and then realize fixed-point landing.

When the UAV reaches the location specified by GPS, GPS locates the first ground
wire near the target point and turns on the OpenMV camera. After successfully receiving
the OpenMV startup flag, the UAV enters the self-stabilizing mode (exit if the number
of retries is exceeded) [3]. In self-stabilizing mode, the throttle and angle control of the
UAV are not locked and can be controlled flexibly. The system analyzes the serial port
processing function, and PID calculation adjusts the UAV attitude in time. After landing
successful, turn off the motor to complete landing. If there is an error in data reception
during this process, then request OpenMV to reinitialize. Through this process, the UAV
can automatically land at a fixed point (refer to Fig. 2 for the detailed process).
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Fig. 2. UAV fixed-point automatic landing process

2.2 Advantages of the Combination of UAV and Visual Recognition

1) Higher positioning accuracy:Comparedwith ordinaryGPS, the positioning accuracy
of UAV equippedwith visual recognition is higher, even reaching tomillimeter level.

2) Faster recognition speed: The visual recognition system has the characteristics of
high efficiency and high degree of automation. It also has a very fast response speed
and can achieve a very high recognition speed.

3) Stronger security performance: The UAV equipped with visual recognition system
can maintain a safe distance when detecting the target, which greatly improves the
overall safety and prevents the occurrence of damage.

4) Stronger endurance and stability: The UAV equipped with visual recognition system
can work stably for a long time because it improves the charging efficiency.

5) More detailed software control: The location, batch and shelf life of inventory
goods can be carefully managed by using back-end management software such
as intelligent warehouse management platform.

3 Several New Automatic UAV Distribution Schemes

3.1 Star Structure Distribution Scheme

In this section, we will introduce a simple automated UAV distribution scheme. This
scheme is inspired by the star structure in the computer networks and the method ants
transport food in nature (as shown in Fig. 3).

Detailed process: When the goods arrive at the first-level transfer station (the initial
unloading transfer station when the express arrived in a city), the detection system
immediately detects the information in the QRcode on the goods, judges the delivery
location, and plans a nearest route through the internal intelligent algorithm. Before
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distribution, the UAV performs self-inspection. If there is no abnormality, the UAV
will send it to various secondary transfer station (some medium-sized transfer stations
in the city). After the goods are delivered, the time data is written in the QR code of
the goods, the storage area is addressed using the visual recognition system, and the
goods are temporarily stored in chronological order. After that, the UAV will be tested
for remaining power. If the power is sufficient, it will directly return to the first transfer
station. If the power is insufficient to support the return, it will use the positioning system
and the visual recognition system to find the wireless charging pile and stop accurately to
complete the charging. The equipment self-inspection and process are shown in Fig. 4.

The secondary transfer station assigns tasks according to the UAV equipment. At
this stage, the process is the same as above, and the UAV sends a message to the recipient
to prompt the delivery. After completing the overall dispatch process, the UAV returns
to the secondary transfer station.

Fig. 3. Overall layout of Star structure Distribution

Fig. 4. Schematic diagram of UAV status during transportation
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3.2 Truck Delivery and UAV Distribution Scheme

In general, end-of-line distribution will set up first-level distribution stations in major
regions. According to actual needs, set down market segments and multi-level distribu-
tion stations will be set up. Trucks will depart from sorting center to various distribution
sites and then distribute downward from these sites. This section will present a method
to improve traditional delivery by using trucks and UAVs to deliver multiple packages
[4].

There are now randomly distributed customer demand points within a defined flat
area. Considering the limitation of the UVA maximum load capacity and flight dis-
tance, replace multi-level distribution stations with regional optimal nodes, and com-
plete all distribution tasks with UAVs instead of distributors. For this reason, we make
the following assumptions:

Trucks have enough capacity to carry packages and small multi-wing UAV equip-
ment, all the UAVs are equipped with Prime Air, with a maximum load of 2.3 kg, the
full working radius is 8 km.

The UAV can only be released and retracted at the optimal assembly point but cannot
take off and land on a moving truck.

Without calculating the loading,maintenance, and launch timeof theUAV, the default
UAV unit can return to the charging point of the truck through the visual recognition
systemandGPS, then they are able to complete the nextmission (Note:No-fly restrictions
due to weather, policies, laws and regulations are not considered) Starting from the first
assembly truck, all distribution tasks are completed and returns to the first assembly
point to form a closed loop are shown in Fig. 5.

Fig. 5. Schematic diagram of truck transport method

There are many advantages: By using the truck to transport UAVs and using UAVs
to deliver goods can reduce a large number of construction costs associated with transit
stations. Users are classified by using intelligent algorithms, then assemble, and finally
the optimal delivery route is set using the dynamic planning system. It can reduce a lot
of labor costs and save the total delivery time. Moreover, installing wireless charging
devices on a specific section of the road will greatly improve its endurance. The UAV
carries a visual identification system, which will make it possible for the UAV to deliver
continuously.
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4 Development Trend and Prospect of Small Multiwing UAV
in Distribution

4.1 Development Trend of Small Multiwing UAV’S Distribution

The combination of electronic fence technology and logistics cloud monitoring system:
Electronic fences provide no-fly zones for UAVs, and logistics cloudmonitoring systems
provide routes, weather, and other services for UAVs. At the same time, real-time data
collected from the UAVs will be transmitted to the airline company as a supervisory
authority to supervise the logistics UAVs. In the future, the regulatory cloud systems
will be open and shared among different logistics companies. Through the monitoring
system, application of those data could be directly from the air traffic control department.
After the application is approved, the cloud system plans the route according to the actual
situation. UAVs from different logistics companies can access monitoring cloud systems
for information [5].

1) By using visual recognition system, the logistics and distributionUAVs have a longer
life, more accurate delivery, and more efficient operation.

2) In the future, the logistics UAVs can be charged and packaged by using the “UAV+
Mobile UAV Center” instead of being limited by endurance and load. Through the
tag system and the visual recognition system, package could be delivered accurately
and effectively [6], which solves the “last-mile” problem of UAV logistics really,
accelerates the integration of policy and technology.

3) At present, there are no applicable laws and regulations for UAV logistics and dis-
tribution, and most UAVs operations still follow the general aviation standards.
“Unmanned Distribution” has never been a simple technical issue, but a systematic
issue that requires the cooperation of the government, upstream and downstream
industry chains, and all sectors of society. Therefore, we should actively carry out
policy research, standardize UAV service and formulate targeted regulatory policies
[7]. At the same time, we would research and issue corresponding industrial poli-
cies to support production, sales, operation, and other aspects, and accelerate the
integration and innovations of policies and technology [8].

4.2 Prospects for Small Multi-rotor UAV Combined with Visual Recognition
System in Delivery

In recent years, people have seen the “magical power” of UAV from live TV broadcasts
many times.Despite in the situation that complete disruption of power, transportation and
network, the unmanned aerial vehicles hovering over the disaster area can always bring
back the local disaster situation, landform and other conditions at the first time. It not
only allows the masses to intuitively understand the situation of the people in the disaster
area, but also provides a large number of reliable basis of the relevant departments to
make decisions in the disaster relief and rescue work [9]. Now, the people’s travel and
driving route navigation, rainfall probability forecast, pollution index prompt and other
big data applications fromUAVs have become normal services that available to everyone
[10].
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Additionally, using aerial views, public entertainment can be enhanced. It is generally
believed that under the guidance of the country’s policy of opening up the low-altitude
flight, the area of unmanned aerial vehicle application will be further expanded.

Acknowledgements. Cooperative Education Program of the Ministry of Education
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Abstract. With the continuous development of the tourism industry, it has become
a crucial issue to grasp the needs of tourists and accurately select suitable tourist
attractions and related tourism services. The prediction model of popular tourist
attractions can well solve the problem of decision-making of attractions in tourism
activities. For tourists, it can help them choose the scenic spot products with
the highest tourism utility, and for travel agencies, it can also improve customer
satisfaction and efficiency. In this paper, a prediction system for popular tourist
attractions is established, and a big data fusion algorithm is introduced into the
system to collect users’ browsing data of scenic spots. By comparing the prediction
accuracy of the system designed in this paper with the gray prediction model, the
prediction system based on the big data fusion algorithm is verified. The prediction
accuracy of popular attractions is higher.

Keywords: Big Data Fusion Algorithm · Popular Tourist Attractions ·
Prediction Model · Prediction Accuracy

1 Introduction

As the core decision of a tourist activity, the choice of tourist attractions largely deter-
mines the quality of the tourist activity. Since tourism requires a relatively large invest-
ment of time cost, capital cost, physical cost, etc., the expectation of choosing the best
tourist attractions is stronger, and the selection method is particularly important. Rea-
sonable selection of scenic spots can enable tourists to choose tourist attractions that
meet their own needs, which is of great significance in all aspects.

So far, many scholars have studied the prediction model of popular tourist attractions
based on big data fusion algorithm, and achieved good results. For example, a scholar
designed a tourist attraction recommendation systemusing knowledge-based recommen-
dation. The system simulates the way of a tour guide and provides users with interesting
tourist information according to the historical behavior of user operations. However, if
you want to obtain accurate recommendation information, It is necessary to update the
knowledge base from time to time to adapt to the changing interests and preferences
of users, but it is difficult to implement [1, 2]. A scholar believes that online word-
of-mouth information has an achievement effect on tourism decision-making. Good

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. C. Hung et al. (Eds.): IC 2023, LNEE 1044, pp. 145–151, 2023.
https://doi.org/10.1007/978-981-99-2092-1_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2092-1_18&domain=pdf
https://doi.org/10.1007/978-981-99-2092-1_18


146 Y. Wang

word-of-mouth information can enable decision-makers to make decisions more accu-
rately and quickly. At the same time, it also establishes a good image for scenic spots
and promotes the optimal development of scenic spots. Information can change deci-
sion makers’ perception of scenic spots, eliminate the desire to travel, and reduce the
attractiveness and competitiveness of scenic spots at the same time [3]. Although there
are many related literatures on the prediction model of popular tourist attractions, the
prediction model established at present cannot meet the needs of tourists and travel
agencies.

This paper expounds the key steps of the prediction model of key tourist attractions,
and then proposes several big data fusion algorithms and gray prediction models. After
designing a prediction system for popular tourist attractions based on big data fusion
algorithms, the system is used to predict the gold of last November. Weekly word fre-
quency search rate of popular scenic spots, and comparing the prediction accuracy of the
system and the gray prediction model, the experiments prove that the system designed
in this paper is feasible to predict popular scenic spots.

2 Predictive Model Establishment and Big Data Fusion Algorithm

2.1 Construction of a Tourist Attraction Prediction Model

In some current studies, some scholars select the scenic spots and tour routes with
the highest evaluation scores from the perspective of scenic spot evaluation [4]; some
scholars have studied the optimization algorithm for maximizing the satisfaction of
customers’ personalized needs [5] Some scholars use the grey relational analysis method
to recommend tourist destinations to tourists based on their past tourist information and
data [6]. However, looking at the research results in recent years, scholars have studied
the selection of scenic spots from different angles, and there is no systematic method
and model. In this regard, in order to facilitate tourists to choose tourist attractions, this
paper summarizes several stages of establishing a tourist attraction prediction model:

Tourist demand expression stage. When tourists have travel motives, they will make
a preliminary judgment on their own needs. Therefore, when tourists first come to
travel agencies for consultation, they will first put forward some of their own estab-
lished constraints, and travel agency staff will recommend several types according to
the requirements of customers. Corresponding tourist attractions [7].

Tourist demand mining stage. After the tourist motivation is generated, tourists will
collect relevant information based on past experience or through various channels to
form a general set of demand conditions. However, tourists are often inexperienced or
have limited information, and the demand raised in the demand expression stage may
not be enough. To be comprehensive, it is necessary to tap the potential needs of tourists
at this time. According to the tourists’ personal information and past travel data, the
tourists’ preferences are analyzed, and the tourist attractions that the tourists may like
are recommended [8].

Requirement re-determination stage. When the set of alternatives filtered according
to the needs of tourists and the set of recommended alternatives are generated, the demand
data of tourists may be affected by the set of alternatives and make changes. At this time,
the needs of tourists need to be detailed finalized [9].
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The final selection stage. When all the alternatives and the final needs of tourists
are determined, the alternatives can be selected. The selection of tourist attractions can
be regarded as a multi-attribute decision-making process, according to the attributes of
each scenic spot and its importance. Select the best spots [10].

2.2 Big Data Fusion Algorithm

The generation and application of data fusion is based on multiple levels of theoretical
and practical knowledge, such as decision theory, network technology [11]. At this stage,
there are still many debates on the theory in this area, and the existing systems all have
loopholes to varying degrees. As the application scope of data fusion becomes more and
more extensive and its importance gradually becomes prominent, many scholars have
begun tomatch some specific fusion theories with real application scenarios and propose
feasible algorithms [12].

1) Reliability data fusion: According to the reliability of different data sources, assign
different weight values, rather than regard each data source as equally important.
That is, more weight is given to data sources with high reliability, and less weight
is given otherwise. This method is a reliable data fusion algorithm.

2) Bayes fusion: Bayes’ rule refers to updating the previous likelihood estimate if an
observation is added on the basis of determining the likelihood ratio. According to
Eq. 2.1, when new observations are added, the posterior probability can be obtained
based on the prior probability of a given hypothesis.

P
(
Ei

∣∣Aj
) = P

(
Aj

∣∣Ej
) · P(Ei)

P
(
Aj

) (1)

In the above formula, Ei(i = 1,2,…,n) represents the hypothesized event space, Aj

(j = 1,2,…,n) represents the event space constructed by the observed values, P(Ei)
represents the prior probability, the sum of the probability of obtaining event Ei in
different situations; P(Aj) represents the normalization constant, P(Aj |Ei) represents the
probability of acquiring the observed value Aj when Ei appears; P(Ej |Ai) represents the
probability that the hypothetical event Ei occurs while acquiring Aj.

Feature data fusion: Feature-level data fusion uses feature-based information extrac-
tion for monitoring each data node (such as the location, status, etc. of the extracted
object) according to the specific situation. After the extraction is completed, the vector
of the feature will be formed. The vector is fused, and then it is described to a certain
extent according to the fusion situation.

2.3 Grey Prediction Model

The gray system model uses a certain data column to predict the effect size of the future
time, and also has a good prediction effect on the data columnwith unknown information.
When analyzing the structure of the grey prediction system, it is found that many data
can only be verified by the experimenter’s own logic theory to prove the correctness
of the relationship. But in fact, the gray prediction model that can be established is not
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the only one, it can only be a model established by the experimenter from a certain
perspective or aspect, in order to establish the correctness of the model. The three basic
forecasting models based on gray system include GM (1, 1) model, DGM(1, 1) model
and Verhulst model.

The gray GM (1, 1) prediction model takes popular tourist attractions as model
samples, denoted as X(0), and its sequence form is shown in formula (2).

X (0) =
(
x(0) (1), x(0) (2), . . . , x(0) (n)

)
(2)

X (0) includes n popular attractions.

3 Design of a Prediction System for Popular Tourist Attractions
Based on Big Data Fusion Algorithm

When tourists choose tourist attractions, they usually browse the tourist attractions infor-
mation on the tourism APP first. The information is transmitted to the big data platform,
and the recommendation function of the APP can recommend the attractions for them
according to the user’s browsing traces. The prediction system designed in this paper
can collect the information of user browsing.

3.1 Design of Data Acquisition Module

There are twomain ways of data collection: API and crawler. The acquisition of network
data is generally realized by the method of web crawler, that is, the entry URL is set
in the program of the web crawler, and then the crawler program will store the desired
target webpage content locally through the designed data fusion algorithm. For other
valid URLs in the web page, it will be used as the entry address of the web page data to
be crawled next, and the web crawler will not terminate until the crawling ends or the
set end condition is met.

3.2 Extract the Design of Key User Modules

In the network search data, as long as you master the basic computer operations, you
can experience and apply it. Therefore, any user can publish information and eliminate
those data that are meaningless for our research, which can not only reduce the overall
data processing volume, It can also improve the correctness of the experiment.

3.3 Design of Tourism Information Dissemination Trend Analysis Module

The design of this module is based on the premise of obtaining high-frequency tourism
keywords. If we can analyze the way of information dissemination, then we can get the
specific situation of information dissemination. In this paper, according to whether the
obtained high-frequency tourism keywords are forwarded by a large number of users,
they will become highly popular keywords on the Internet in a certain period of time in
the future.
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4 Experimental Analysis

4.1 Application of Popular Attractions Prediction System

Many people will find a good strategy on the travel APP before traveling, then the big
data will record the user’s search and browsing records. In this experiment, the data
from September 21 to September 29 last year was intercepted on a travel APP, and the
data during this period was used to predict the popularity of tourist attractions in the
next period of time. The experiment predicts the data from September 30 to October
11 of the year. These data can be obtained through the data collection module in the
tourism popular scenic spot prediction system. We can directly read the data to process
the analysis.We take out the top five keywords from the high-frequency tourism keyword
collection, and the five keywords represent the five most searched attractions, that is,
popular attractions. Then calculate the percentage of the search term frequencies of these
five popular attractions in all searched attractions word frequencies in each time period.
The word frequency growth trend of each keyword is obtained as shown in Fig. 1.
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Fig. 1. Percentage of search term frequencies for popular tourist attractions

The abscissa of Fig. 1 is the date of every three days from September 21 to October
11 as a time period, and the ordinate is the percentage of the word frequency of high-
frequency tourismkeywords in all keywordword frequencies. FromFig. 1,we can clearly
see that the popularity of each scenic spot keyword during the period from September 30
to October 11. Attraction A is still the most popular tourist attraction, and its popularity
remains the highest. AttractionB andAttractionCThe popularity of these two attractions
is similar, and attractions D and E are the least popular among the 5 attractions. Secondly,
the popularity of these tourist attractions peaked from October 3rd to October 5th. In the
following period, the popularity of various tourist attractions has declined, which is also
in line with the reality that people travel during the GoldenWeek of November. Behavior
is consistent. The results of this prediction are consistent with the actual attractions that
people travel during the Golden Week. The prediction results can provide a reference
value for everyone to make travel decisions during the Golden Week. Try to avoid the
peak travel period and choose the appropriate travel time and attractions, which can not
only make oneself play happy but also bring certain convenience to others’ travel.
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4.2 Comparison of Prediction Accuracy

In this experiment, five levels of popular scenic spots were selected. The data samples
of each level of scenic spots are shown in Table 1. This sample is also the scenic spot
data searched by users on some travel apps. There are 60, 75, 60, 50, and 80 sample
data of popular attractions at level 1, level 2, level 3, level 4, and level 5, respectively.
Then compare the prediction accuracy of the prediction system based on the big data
fusion algorithm and the gray prediction model proposed in this paper, and the results
are shown in Fig. 2.

Table 1. Data sample of popular tourist attractions

Number of samples

Level 1 Popular 60

Level 2 Popular 75

Level 3 Popular 60

Level 4 Popular 50

Level 5 Popular 80
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Fig. 2. Prediction accuracy results

As shown in Fig. 2, the prediction accuracy of the popular scenic spot prediction
system based on the big data fusion algorithm proposed in this paper is higher than
that of the gray prediction model, and the prediction accuracy of the system increases
with the increase of the sample size of people’s scenic spots. The increase in scenic spot
information browsed on the APPwill allow the system to collect more tourist tendencies,
and then predict the tourist attractions trends. This also shows that the prediction system
designed in this paper is effective in predicting the tourism trend of popular scenic spots.



Prediction Model of Popular Tourist Attractions 151

5 Conclusion

In the era of big data, tourists can obtain a large amount of data through many channels
when choosing tourist attractions. Most of these data are meaningless or unhelpful.
However, this paper can collect tourists’ search records before traveling by designing a
prediction system for popular tourist attractions., and recommend attractions according
to the needs of tourists. The research on the forecast model of tourist attractions is
conducive to subdividing customer needs, matching the needs of tourists to the greatest
extent, and helping tourists make travel decisions.
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Abstract. Over the years, various countries have been committed to studying
how to optimize the entire monitoring system, especially for urban rail transit sys-
tems. At present, with the continuous development of rail transit, great changes
have taken place in its operating environment, working principles, and technical
indicators. Rail transit monitoring has played a large role in the development of
rail transit. It can effectively solve the problem of failures in the operation of
existing equipment and reduce the interference caused by the mutual influence
of various subsystems on the line. However, due to the complexity and dynamic
characteristics of rail transit, it is inevitable that there will be loopholes in moni-
toring. At the same time, genetic algorithm searches for the global optimal value
by simulating biological evolution and natural selection mechanism, and it also
has a good development prospect in the application of global optimization prob-
lem. This article adopts experimental analysis method and data analysis method to
better understand the data transmission flow of the integrated monitoring system
through experimental research, so as to analyze the performance of the system.
According to experimental research, the monitoring system used in this experi-
ment has the ability to process a large amount of information at the same time
under extreme conditions, and will not cause network paralysis; and while ensur-
ing the stable operation of the system, it also leaves a certain amount of space for
future operation transformation.

Keywords: Genetic Algorithm · Rail Transit · Integrated Monitoring System ·
Control Strategy

1 Introduction

The rail transit integrated monitoring system is a kind of intelligent, advanced and
integrated features, and can realize unified control and management of the entire city’s
rail lines, thereby effectively improving the overall operating efficiency. At the same
time, genetic algorithm is a random search optimizationmethod that simulates biological
evolution and natural selection. It has the characteristics of fast global convergence and
strong robustness. It is widely used in many fields in actual engineering. In order to
ensure the safe operation of the entire rail transit, it must be comprehensively monitored
and optimized to realize the efficient, safe and stable operation of the overall rail transit
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system. Therefore, this article focuses on the application of genetic algorithm in rail
transit integrated monitoring system to improve its overall operating efficiency.

At present, the research results on rail transit and genetic algorithms are relatively
rich. For example, Sun Wang pointed out that the particle swarm genetic algorithm has
a good effect on optimization problems, which is conducive to shortening the return
interval of rail transit trains to the terminal station and improving operation efficiency
[1]. Zhang Dan believes that in recent years, urban rail transit has developed rapidly.
The rail transit monitoring system has played an important role in ensuring the safe and
efficient operation of trains [2]. Wang Ning proposed that rail transit and conventional
public transportation are the twomost important components of the public transportation
system. At the same time, genetic algorithms have a greater impact on the optimization
of public transportation routes [3]. Therefore, this article combines genetic algorithms
to conduct in-depth research on the rail transit integrated monitoring system, which has
important practical significance and research value for improving the operating efficiency
of the urban rail transit system and ensuring the safe operation of the urban rail transit
system.

This articlemainly discusses these aspects. First, the genetic algorithm and its related
research are explained. Then, it discusses the rail transit integrated monitoring system
and related research. In addition, the application of genetic algorithm in rail transit train
control strategy is also introduced. Finally, in order to better understand the performance
of the integratedmonitoring system, an experimental studywas carried out for the system,
and the experimental results and analysis conclusions were drawn.

2 Related Theoretical Overview and Research

2.1 Genetic Algorithm and Related Research

Genetic algorithm is a search optimization algorithm based on natural selection and
genetic mechanism. In the case of an optimization problem, it is calculated and solved
by imitating the natural evolutionary law of the population. It can also solve the research
problems of nonlinear programming and analysis of complex systems.

In nature, gene coding and selection are all operated by imitating animal behaviors
to obtain optimal solutions. This optimization method has the characteristics of random-
ness, strong self-organization ability and good robustness, but it also has some short-
comings. For example, the search space is too large, which can easily lead to premature
convergence and insufficient individual diversity [4, 5].

The genetic algorithm first assumes that a group consists of many genetically coded
individuals, where each individual is actually a unit with a unique chromosome. Under
the premise of survival of the fittest and survival of the fittest, the first generation popu-
lation was created, which will evolve from generation to generation. In each generation,
individuals are selected according to the suitability of individuals in the problem area,
and genetic calculations derived from natural genetics are used to combine hybridization
and mutation to form a population that represents a new collection. This process will
cause the descendants of the population to adapt to the environment more like natural
evolution than the previous generation, and find the optimal individual.
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Although genetic algorithm has many advantages compared with traditional opti-
mization algorithms, research shows that genetic algorithm also has its shortcomings.
One is that the genetic algorithm is too slow to deal with certain problems. Secondly,
genetic algorithm is prone to premature phenomenon that makes the algorithm fall into
local optimal solution.

As a widely used direct search algorithm, genetic algorithm has applications in
many fields, especially in automatic control, planning and construction, combination
optimization, disease treatment, image processing, signal processing, artificial life and
other fields. At present, genetic algorithms are mainly used for traveling salesman prob-
lems, vehicle route optimization problems, route optimization problems, and workshop
planning problems [6, 7].

2.2 Rail Transit Integrated Monitoring System and Related Research

With the rapid development of cities and rapid population growth, it has also brought
about the problem of traffic congestion. The development and maturity of rail transit
technology has made the development of rail transit another important choice to solve
traffic congestion. Among them, the integrated monitoring system plays an important
role in rail transit. The rapid development of rail transit construction puts forward higher
requirements for the integrated monitoring system.

In recent years, integrated monitoring systems have been popularized in major cities
across the country. This method is now used in many integrated subway monitoring
systems. In this way, the automatic train control system (ATC) works autonomously,
which is extremely beneficial to the safe operation of the subway.

At present, the rail transit integrated monitoring system widely used in China is an
integrated monitoring system with equipment monitoring as the main body. It can be
said that the integrated monitoring system is becoming the development trend of the
national urban rail transit automation system. Developed countries often adopt the most
advanced technology and equipment, and achieve a high degree of integration, which
also reflects a country’s comprehensive scientific and technological strength, as well as
the level of operation and management.

The main function of the rail transit integrated monitoring system is to realize real-
time monitoring and automatic regulation of trains during operation through effective
control of the entire urban road network, sections and stations. It can also monitor the
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Fig. 1. Network Structure of Comprehensive Monitoring System
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information between different road sections and key nodes [8, 9]. The network structure
of the integrated monitoring system is shown in Fig. 1.

The rail transit integrated monitoring system is the nerve center of rail transit. The
control center is equivalent to the brain of this central system. It detects the operating
status of the entire rail transit system and adjusts its operation based on this information.

The function of the integrated control system is related to the operation mode of the
rail transit system. The different operation modes of the rail transit system determine
the operation mode of the integrated control system. The integrated monitoring system
has these functions.

First, under normal circumstances, the control center of the integrated monitoring
system is usually responsible for monitoring the entire line and various related profes-
sional systems. Turn on or turn off various devices according to the given work process
and working mode, and display information such as power system, lighting system,
environmental control system and guidance information according to train operation
information, passenger flow information of each station, and environmental monitoring
information of each station.

Second, the integrated monitoring system plays an extremely important role in the
disaster model. When the detection device detects the occurrence of a disaster, the
detection device sends an alarm message to the system, and the system automatically
switches to the appropriate disaster operation mode according to the type of information
received. Alarm information is displayed on the monitoring interface of the integrated
monitoring system. In addition, it also includes information such as video images of the
disaster area, equipment status, train operation status and location. In the disaster mode,
the integrated monitoring system conducts a series of system coupling tests according
to the disposal measures of the disaster management center, which greatly improves the
ability of the rail transit system to resist disasters.

Third, when the main equipment system (such as power system, traction system,
etc.) fails, the system automatically enters the failure mode and plans according to the
nature of the failure. According to the requirements of fault management measures,
reset the control mode of the equipment operation authority and revoke the remote
control authority of the equipment. At the same time, notify the maintenance personnel
to eliminate the fault according to the maintenance plan, and the system will return to
normal operation after the fault is eliminated [10, 11].

2.3 Application of Genetic Algorithm in Rail Transit Train Control Strategy.

When using the genetic algorithm, the train model should be combined with the control
strategy to control the “operation” of the train model in advance. Write down the various
parameters that can be reflected by the control reserve in order to identify the advantages
and disadvantages of the control strategy, so that the train should run in a safer and more
energy-efficient manner. The genetic algorithm uses the deterministic selection method.
After the mutation operation, the best retention selection method is adopted to obtain
the most adaptable chromosomes in the child population and the parent population, so
as to extract the best chromosomes from the previous generations. The increase in the
calculation speed of the algorithm also increases the convergence of the algorithm [12].
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The specific calculation method is shown in formula (1) (2).

Wu = R × du/
∑

u
du

(1)

T = R −
∑

u
floor (Wu) (2)

Among them, Wu is the expected survival number of the u-th individual in the next-
generation population, R is the size of the population, and du is the fitness of the u-th
individual. The integer part of R is the number of survival of each individual in the
next population, and then the individuals are sorted in descending order according to the
decimal part, and the first one is added to the next population. floor(Wu) function is the
floor function.

3 Experiment and Research

3.1 Experimental Background

The stability of the integratedmonitoring system directly affects the safe operation of rail
transit. The integrated monitoring system must not only ensure a reasonable structure in
the planning stage, but also pay attention to the safety of the system, so as to ensure the
safety of citizens using rail transit. Under normal circumstances, the system can operate
normally. Therefore, we must first analyze and test to verify the performance of the
system and troubleshoot in time to deal with disasters or extreme situations. Therefore,
it is very necessary to understand the performance of the system.

3.2 Experimental Environment

In this experiment, the test toolswill useC306 front-end processor, SystematICS, human-
machine interface and excel. The C306 front-end processor is the data center of the
distributed data acquisition system of the rail transit integrated monitoring system. It
distributes data to different geographic locations through its own serial port, Ethernet,
fieldbus and other communication media according to a specific communication proto-
col. The front-end processor C306 is composed of a power supply module, a CPU mod-
ule, a serial port module, and an MMI module. These modules are connected through
the backplane bus of the C306 device.

3.3 Experimental Process

The purpose of this experiment is to better understand the data transmission flow of the
integratedmonitoring system, so as to analyze the performance of the system. Therefore,
this experiment tests the typical stationLAN traffic, LAN traffic, andOCCnetwork traffic
of the monitoring subsystems PSD, PA, CCTV, and BAS. Some test results are shown
below.
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4 Analysis and Discussion

In this experiment, in order to understand the data transmission flow of the integrated
monitoring system, the typical station local area network traffic, local area network
traffic, and OCC network traffic of the monitoring subsystems PSD, PA, CCTV, and
BAS were tested. The test results are shown in Table 1.

Table 1. Data Transmission Flow of Comprehensive Monitoring System

Monitoring subsystem Typical station LAN
flow(Byte)

LAN flow(Byte) OCC network
flow(Byte)

PSD 1700 37600 37500

PA 300 4700 6900

CCTV 900 10600 10800

BAS 9000 19900 19000
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Fig. 2. Data Transmission Flow of Comprehensive Monitoring System

As shown in Fig. 2, the local area network traffic of the monitoring subsystems
PSD, PA, CCTV, and BAS are 37600, 1700, 10600, and 19900 bytes, respectively. It
can be seen that the monitoring system for this experiment has the ability to process a
large amount of information at the same time under extreme conditions without causing
network paralysis; and while ensuring the stable operation of the system, it also leaves
a certain amount of space for future operation transformation.

5 Conclusion

With the rapid development of rail transit and related technologies, in order to ensure
the safe operation of the entire rail transit, it is necessary to monitor the operating
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conditions of the equipment in the subway station in real time to achieve dynamic
control. At the same time, its integrated monitoring system needs to be optimized to
ensure the safe operation of rail transit. Genetic algorithm has been widely used at
present, it is by imitating the survival of the fittest mechanism in nature, and continuously
optimizing the solution space structure to obtain the optimal parameters. Therefore, this
article combines genetic algorithm to conduct in-depth research on rail transit integrated
monitoring system, which has important practical significance and research value for
promoting the informatization construction of urban rail transit.
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Abstract. This paper analyzes the influencing factors of the construction effect
of inland river VHF system from the aspects of topographic factors, background
noise, navigation facilities and antenna installation. Based on the classical Reason
Model, an improved Opposite-Reason Model is proposed to construct the inland
river VHF system. Under the condition that all influencing factors are met, the
effect of inland riverVHF systemwill reach the best. On this basis, the construction
effect of inland river VHF communication system is analyzed from the aspects of
safety supervision, emergency disposal, law enforcement and service.

Keywords: Inland River · VHF · Topographic Factors · Background Noise ·
Coverage Prediction

1 Introduction

As an important means to ensure the safety of ship navigation, VHF communication
system is the most frequently used communication mode for ships entering and leaving
the port, production command and dispatching, berthing and ship intersection. It is an
important part of safety supervision and emergency disposal system [1–4]. VHF com-
munication equipment is the communication equipment specified by the International
Maritime Organization (IMO) and China’s ship inspection specifications. Due to its sim-
ple equipment and convenient use, it has been widely used in China’s coastal and inland
rivers. At present, all kinds of motor ships sailing on China’s inland river trunk lines are
basically equipped with VHF radio communication equipment.

China’s inland waters have complex terrain, many mountains and deep valleys, and
are subject to the basic construction conditions such as power supply and communication.
The construction of VHF system has some problems, such as difficult layout and huge
construction cost [5, 6]. The existing VHF base station mainly relies on the existing
infrastructure construction of the maritime system. It is generally close to the water
surface and at a low altitude. It is vulnerable to the shelter of mountains on both sides,
river crossing bridges, ship locks and other tall facilities, and the coverage is small in
actual use; Moreover, most of the existing base stations are located in urban and rural
population gathering areas, and the electromagnetic environment is becoming worse
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and worse, which also affects the communication effect of the existing VHF system to a
certain extent. Combined with relevant engineering experience, this paper puts forward
the construction model of inland VHF communication system.

2 Analysis of Influencing Factors

2.1 Topographic Factors

According to the division of VHF frequency band by the International Telecommuni-
cation Union (ITU), the working frequency band of water mobile radio communication
is 156−174 MHz and the wavelength is 1.72−1.92 m. According to the principles of
physics, when the size of the obstacle is about equal to or smaller than the wavelength,
VHF radio wave has a certain diffraction ability. However, if the size of the obstacle
is much larger than the VHF wavelength, it will block the VHF radio wave and form
a coverage blind area. Therefore, in the actual project, the location with higher terrain
shall be selected as far as possible to ensure the coverage in combination with the VHF
communication coverage requirements when the construction conditions allow.

Fig. 1. VHF base station A coverage effect

Figure 1 shows the coverage effect test results of an inland river VHF base station
in China. The red dot in the figure indicates that the communication effect is good,
the yellow dot indicates poor communication quality, i.e. covering the blind area. The
altitude of VHF base station a is about 450 m and the antenna height is about 18 m.
Theoretically, the water area is within the effective coverage of base station A. However,
there is a high mountain with an altitude of 480 m on its north side, which blocks the
VHF base station, resulting in a coverage blind area of about 7.5 km, which is about 6
km away from the VHF base station.

Figure 2 shows the typical geographical environment of China’s inland rivers, with
high mountains on both sides and deep valleys on the river. This terrain greatly restricts
the coverage effect of VHF base stations. Therefore, topographic factors should be
considered in the layout and construction of inland river VHF communication system.
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Fig. 2. Typical geographical environment of inland river

2.2 Background Noise

With the development of social economy and the continuous expansion of urban scale,
the electromagnetic environment around VHF base station is deteriorating, and the com-
munication effect is greatly affected. Themain factors affecting the electromagnetic envi-
ronment around theVHFbase station include transmission lines, substations, automotive
electrical equipment, etc. At the same time, with the increase of construction projects,
welding equipment, electrical cranes, generators and other equipment and facilities are
frequently used in the construction process, resulting in the obvious deterioration of
the regional electromagnetic environment in VHF frequency band and the increase of
background noise power. The increase of background noise power is more obvious in
specific periods (such as dense construction in white days).

In practical engineering, the comparison test results of background noise between
urban base stations and mountainous base stations show that the background noise in
urban areas is significantly higher than that in mountainous areas. Figure 3 shows the
real ship test results of VHF base station B coverage effect. The altitude of base station
B is about 90 m and the antenna height is about 80 m. The coverage blind area on the
east side is caused by high mountains. Theoretically, if there is no shelter in the west of
the base station, it should be well covered within 25 km, but there is a coverage blind
area about 10 km away from the base station, which is caused by the strong background
noise around the city, resulting in the reduction of communication quality and reliability.

VHF band has a long communication distance, and a large number of sailing ships
carry out daily and emergency communication through VHF. The ship VHF radio trans-
mission power is small. When the ship navigation area is far from the base station, the
ship communication signal power received by the base station is small.With the increase
of noise power around the base station, the received signal-to-noise ratio will decrease,
which will affect the actual communication effect. Therefore, in the process of inland
VHF base station layout and system construction, we should pay attention to the impact
of background noise.

2.3 Navigation Facilities

As a navigation facility, ship lock is common in inland river areas. Taking Guangxi,
China as an example, the navigation mileage of Xijiang trunk line is 570 km, with
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Fig. 3. VHF base station B coverage effect

27 ship locks of Laokou ship lock, Xijin ship lock, Guiping ship lock, Datong gorge
hub and Changzhou water control hub, which has improved the channel conditions
of the reservoir area to a certain extent, promoted the large-scale, standardization and
specialization of ships, and improved the safety of ship transportation.

Fig. 4. VHF base station C coverage effect

Figure 4 shows the actual ship test results of the coverage effect of inland VHF base
station C. the altitude of base station C is about 106 m, and the antenna erection height
is about 30 m. An inland river ship lock is located in its west side, about 13 km away
from base station C, which directly cuts off the communication of VHF base station C
in the west side [7].

The ship lock is often higher than the water surface, and the navigable ship is usually
lower. As shown in Fig. 5, the signal of the ship passing through the ship lock and near
the ship lock is often lost due to the shielding of the ship lock facilities. Therefore, in the
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construction of inland river VHF communication system, it is necessary to fully consider
the shielding of navigation buildings such as ship lock to the signal, reasonably select
the base station and avoid the impact as far as possible.

Fig. 5. Inland river trunk ship lock

2.4 Antenna Installation

VHF communication system generally uses vertically polarized whip antenna, and the
antenna installation shall comply with the following requirements:

• When the VHF base station needs to set up more than two antennas, in order to
increase the isolation of the two antennas, the isolation must be considered to reduce
the interference between them. The minimum distance required between antennas is
calculated according to the following formula:

I = 39.557 logH + 22.263 (1)

where I represents antenna isolation (dB), H represents the minimum distance required
between the bottom of the receiving antenna and the top of the transmitting antenna (m).

The antenna isolation I is calculated by the following formula:

I = 137+ 10 logPT+ 20 log S − In (2)

where PT represents the radiated power (W) of jamming transmitter, taken as 50 W; S
represents the sensitivity of the interfered receiver (µV), taken as 0.35 uv; In represents
a certain anti-interference index (dB) of the interfered receiver, taken as 95 dB.

The antenna shall be installed on the riverside to avoid shielding the antenna by the
tower itself.

On the premise of ensuring the antenna erection height, the feeder length of each
station shall not be greater than 50 m to reduce the signal attenuation caused by feeder
loss.

A certain transverse distance shall be ensured between the antenna and the support
tower, and the antenna support cross arm shall not be less than 500 mm. In the actual
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ship test of inland river VHF communication system, it has occurred that the transverse
distance between the test antenna and the tower is too small, resulting in communication
interruption or poor communication quality.

2.5 Other Factors

In addition to the above three factors such as terrain, background noise and navigation
facilities, the construction of inland river VHF communication base station also needs
to consider transmission, support tower, land and other factors:

• The base station should be located at a location convenient for transmission or renting
(or self built) transmission lines.

• Try to rely on its own resources or public resources for antenna erection and equip-
ment placement. In principle, no new land or iron tower will be built. Focus on
other communication stations with complete supporting facilities and convenient
transportation.

• Connect with the existing projects, and put forward the coverage of VHF com-
munication system in combination with the construction planning of inland water
transportation on shipping trunk lines.

3 Construction of Inland River VHF System Based
on Opposite-Reason Model

3.1 Classical Reason Model

In 1990, James Reason constructed the Reason Model, which believed that isolated
factors could not lead to accidents, which were caused by the simultaneous destruction
of multiple defense systems, as shown in Fig. 6. The Reason Model mainly includes
light and defense system. The light is the risk factor in production and life, and the
defense system is represented by cheese. These cheese layers overlap tomake up for their
respective defects and vulnerabilities. Under normal conditions, the location and size of
vulnerabilities are constantly changing. When the holes in each cheese are aligned, an
accident opportunity hole will be generated, resulting in the failure of the whole system.
In this case, the light will cross the defense system through the holes, resulting in the
occurrence of accidents. This process is essentially the role of continuous accumulation
of negligence, so it is also known as cumulative behavior effect.

3.2 Classical Reason Model

Based on the classical Reason Model, this paper puts forward the Opposite-Reason
Model, which believes that a single good factor will not directly lead to the success of the
system, and the excellent construction effect of the system is realized by the satisfaction
of multiple good influencing factors at the same time. As shown in Fig. 7, the Opposite-
Reason Model mainly includes illumination and advanced system. Illumination is the
influencing factor in a system. The advanced system is represented by cheese. These
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Fig. 6. The Reason Model

cheese layers overlap, and the location and size of vulnerabilities are constantly changing.
When the holes in each cheese are aligned, an opportunity hole for system construction
will be generated. In this case, the illumination will pass through the advanced system
through the hole, and finally realize the construction of the system.

3.3 Inland River VHF system based on Opposite-Reason Model

Combined with the analysis of influencing factors in Chapter 2, this paper constructs the
construction model of inland river VHF communication system based on the Opposite-
ReasonModel, as shown in Fig. 7. A successful inland river VHF communication system
must meet the conditions of topographic factors, background noise, navigation facilities
and antenna installation at the same time, so as to achieve good regional ship shore
communication coverage effect.

Fig. 7. The Opposite-Reason Model

The construction of inland river VHF communication system needs to follow the
Opposite-ReasonModel proposed in this paper, consider a variety of influencing factors,
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and carry out system construction when each factor meets the conditions, so as to have
a good communication effect.

4 Analysis of Construction Effectiveness

4.1 Meet the Safety Supervision on Inland Water

With the continuous promotion of the development strategy of inland water transporta-
tion, inland water transportation has ushered in new development opportunities. The
main and tributary channels of inland rivers have been continuously expanded and recon-
structed, and the trend of large-scale ships is significant [8]. The contradiction between
the increasing pressure of inland water safety supervision and the insufficient capac-
ity of the existing VHF communication supervision means of the maritime system is
prominent. In order to meet the development needs of inland river safety supervision
and implement the inland river water transportation development strategy and relevant
planning, it is necessary to vigorously build the inland riverVHF communication system.

4.2 Improve Emergency Response Capacity

The frequent occurrence of inland river accidents is closely related to its complex nav-
igation environment. The main inland waterway is mostly curved and narrow, and the
local ship flow and ship density are too large, which has a certain adverse impact on
the safe navigation of ships. VHF communication includes distress alarm, search and
rescue communication and on-site communication. It is an important link of maritime
distress search and rescue, and runs through the whole distress rescue process [9]. With
the accelerated pace of inland shipping construction, the traffic flow of inland ships is
increasing, and the pressure of water safety supervision continues to increase. Inland
waters are facing new requirements to enhance maritime service capacity, emergency
rescue capacity and communication support capacity.

4.3 Adapt to Maritime Law Enforcement Mode

Themode ofmaritime supervision has changed from static supervision to dynamic super-
vision, from pre supervision to in-process and post-supervision. The maritime depart-
ment is responsible for the emergency disposal of water emergencies, water search and
rescue, navigation order management, cruise law enforcement and traffic control [10].
The development of relevant work requires the reliable support of VHF communica-
tion system, which can achieve timely feedback and rapid disposal, and run through the
whole process of post rescue work. Therefore, strengthening the construction of VHF
communication system is an effective measure to adapt to the reform of maritime law
enforcement mode.



Construction of Inland VHF Communication System 167

4.4 Improve Information Services

Service is one of the essential attributes of inland shipping. Inland shipping faces all pro-
duction departments of the economy along the river. The service process runs through all
aspects of social production and circulation, and is closely related to the life of the people
along the river. A healthy shipping environment requires rich and accurate information
services. Water safety information can be broadcast through VHF communication sys-
tem, and ship users can obtain the necessary information to the greatest extent inmultiple
periods, so as to predict the traffic situation in relevant waters, so as to be vigilant in
complex navigation environment and consciously abide by navigation rules.

5 Conclusion

As an ideal mode of transportation, inland shipping has the characteristics of strong
stability, environment-friendly and energy saving. With the increase of inland river nav-
igation mileage and ship traffic volume year by year, the pressure of safety supervision
of inland river navigation waters is increasing. Combined with the experience of inland
river VHF communication system construction project, this paper constructs the inland
river VHF communication system based on the Opposite-Reason Model from the per-
spectives of topographic factors, background noise, navigation facilities and antenna
installation, so as to provide reference for construction or decision-making departments.
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Abstract. With the in-depth development of smart grid and the continuous
improvement of the demand for power supply reliability, the scale of power com-
munication network is expanding rapidly, the power communication equipment
is diversified, the proportion of traditional power communication services such as
voice, stability and protection is declining, and the remote control business, infor-
mationmanagement business and intelligent communication business of transmis-
sion and distribution network are increasing. The development of power communi-
cation will also usher in a qualitative leap. Based on the analysis of the intelligent
on-line monitoring system of telecommunication general electrical equipment,
this paper discusses the functional requirements of the intelligent on-line moni-
toring system, the hardware structure of the monitoring terminal, and the design
and implementation of the database server. Through the remote on-line condition
monitoring algorithm of the communication tower, the TCP throughput and delay
data of openflow switch and goose switch are tested, The results show that the
measured TCP throughput of openflow switch is about 500 mbit/s, and the max-
imum is no more than 570 mbit/s. The measured TCP throughput is in line with
the reality. The TCP throughput of goose Ethernet switch in the same network
environment is obviously not as large as that of openflow switch. Therefore, the
throughput performance of openflow switch is good; For the high-speed switch,
the delay of 1518 bytes and below is required to be less than 1ms in the least ideal
case. Openflow switch has smaller delay, so it is feasible to apply it to the on-line
monitoring system of substation equipment.

Keywords: Telecommunication · General Electric Equipment · On-Line
Monitoring System · Intelligent System

1 Introduction

With the expansion of modern industrial scale and the improvement of complexity,
the requirements for the reliability and safety of key equipment are also increasing.
Therefore, the remote online status monitoring system has been paid more and more
attention. At present, the output signal and communication protocol of the sensor do not
form a unified standard. The traditional remote online condition monitoring terminal
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needs to be customized in terms of hardware and software according to the selected
sensor, which leads to its weak expansibility and universality. Therefore, this paper
studies the intelligent on-line monitoring system of general electrical equipment based
on remote communication.

Basedon the analysis of the intelligent on-linemonitoring systemof general electrical
equipment in telecommunication, many scholars at home and abroad have studied it.
Kravets o J discusses a method of monitoring and Optimization in telecom networks
with packet routing. The mathematical model of data network for monitoring traffic
structure is described, and the optimization task is determined. It mainly focuses on the
model development based on Queuing Theory in order to generate standby capacity in
the system. Aiming at the optimal parameter selection of the monitoring system, the
model puts forward the solution technology of similar tasks. The obtained optimization
task is complex enough, and subsequent attempts should aim to find conditions that can
introduce some constraints, so as to simplify the solution without obvious loss of the
adequacy of the model, which is particularly important for asynchronous monitoring
tasks [1]. Novilla a uses fuzzy logic method to design a monitoring system based on
Internet of things. It includesmonitoring the normal activities ofmanufacturingmachines
to establish a reference for their status; Then, the data collected from the sensor are
monitored and analyzed in real time. The network based on fuzzy logic is used for state
detection.The systemadopts host, network,Ethernetmodule, embedded systemgateway,
sensor, microcontroller (MCU) and other components, which are integrated through the
Internet to realize the monitoring system, and uses cloud computing technology and
Internet of things devices to safely store, monitor and analyze the data collected by these
devices [2].

The remote communication general-purpose electrical equipment intelligent on-line
monitoring system designed in this paper solves the problems of universality of data
acquisition related to electrical equipment and long-distance wireless real-time data
transmission. The database server is used for data storage, which effectively solves
the problems of reliability and access convenience of data storage, and fully verifies
the reliability of the remote monitoring system in long-time experiments and practical
applications. Through the analysis of the remote monitoring system, the overall scheme
of the monitoring system is determined. A set of universal monitoring data acquisition
module is designed to effectively solve the problems of slow data transmission speed
and data loss [3].

2 Intelligent On-Line Monitoring System for Telecommunication
General Electrical Equipment

2.1 Functional Requirements of Intelligent Online Monitoring System

At present, the management of the control layer supports two ways. One is the moni-
toring terminal equivalent to the industrial master computer, through which users can
communicate with the server to complete the monitoring, query and control of the equip-
ment; The other is to log in to the server anytime and anywhere through the user’s
mobile phone, query and display the operation status of the authorized power station
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unit, obtain the operation status information parameters, and also start and shut down
the equipment [4, 5]. All management operations of hydropower station monitoring sys-
tem are concentrated on the monitoring terminal. Intelligent terminal based monitoring
functions:

1) Data acquisition function: The monitoring terminal can query the operation status
and technical parameters of the generator set through the server, including vibration
signal, partial discharge signal, air gap parameters, temperature, excitation device,
accident fault information, pressure, speed, etc. At the same time, it can alsomeasure
and record theACandDCsignals input by other sensors (current transformer, voltage
transformer, etc.).

2) Data processing function: Through the statistics and calculation of the state informa-
tion transmitted by the unit equipment, draw various curves, make three-dimensional
or low-pressure hydro generator unit potential spectrum, analyze and predict the fault
according to the trend chart and historical data, and send the prediction results to
the dispatching center to complete the functions of fault prediction, analysis and
diagnosis.

3) Display function: The display function of the monitoring terminal is divided into
two types: real-time display and query display. Real time display refers to several
status information always displayed on the main display interface, including record-
ing time, system status, water level, power factor, active power, fault status and
other information [6]. Query display is to manually query various data and system
operation status parameters, including electromechanical voltage and current, grid
voltage and current, power generation, excitation information, power supply voltage,
temperature and other information.

4) Control function: According to the system requirements or instructions issued by
the superior, the control cabinet of the generator set in the power station will be
started, shut down, on-off, emergency shutdown, fault removal, prohibition of start-
up, permission of start-up and other actions. For generator closing and power factor
regulation, the monitoring system can complete the control function through the
designed automatic quasi synchronization device and power factor regulation device
[7].

5) Printing function: The computer of the monitoring terminal is connected to the
printer and has the functions of timing printing, accident printing and command
printing. Timing printing is to set the time in advance and automatically print the
operation data within the specified time. Accident printing is that the system prints
out fault data when the generator unit fails. Command printing is to print historical
data or statistical data tables and data charts according to random commands.

2.2 Hardware Structure of Monitoring Terminal

ARM processor module: the processor module is the data operation and control core
of the system. It is composed of ARM processor, memory and data storage chip. The
memory adopts SDRAM type smart chip to provide high-speed data access space during
system operation. The data storage chip adopts NAND flash to provide the system with
large capacity and data storage space without loss in power failure.
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Sensor interface module: the system realizes communication with various sensors
through the sensor interface module. In addition to the voltage signal, other types of
sensors can be directly connected to the monitoring terminal, and the voltage signal has
no unified standard. It needs to be transformed into a 5 V power down signal through an
external conditioning circuit to be connected to the monitoring terminal.

Power module: in the embedded system, because different state chips have differ-
ent requirements for voltage value and stability, the power module needs to convert the
voltage. The power supply module is composed of switching power supply module and
DC / DC conversion chip, which converts the external battery voltage into various stable
DC voltages to realize the normal power supply of the system. Configuration parsing
module: the configuration parsing module parses the configuration file provided by the
user [8, 9]. The file contains a series of table items. W is used to describe the com-
munication protocol of the sensor, and customize the sampling method and processing
algorithm of the sensor. The module contains JSON parser, lexical analyzer and parser.
The conversion from text file to internal data structure of the program is realized through
compilation technology. Data acquisition module: the data acquisition module realizes a
universal data acquisition framework, and realizes the complete data acquisition process
combined with the communication protocol and sampling control parameters provided
by the configuration file. The event driven model is used in the module to realize the
whole process. The model is implemented based on Linux multiplexing mechanism to
realize the timely response to data acquisition and improve the efficiency of the program.

Data processing module: the data processing module realizes the data processing
algorithms commonly used in condition monitoring, such as Fourier transform for time-
frequency domain transformation, extreme value processing for monitoring extreme
conditions, median processing for eliminating accidental errors, mean processing for
reducing state deviation, etc. In addition, the data processing module also provides port
limit alarm monitoring. Once the state quantity deviates from the normal threshold, it
is necessary to send alarm data to the monitoring [10]. The selection of data processing
algorithm and the threshold of port limit can be set in the configuration file. Data storage
module: the data storage module provides local persistent data storage services for other
modules in the software. Since the operating conditions ofmonitoring terminals are often
in industrial sites or remote areas, it is difficult to ensure a stable operating environment.
In case of power failure, restart and other situations, the unsent data, especially the alarm
data, need to be written into the memory for persistent storage, and can not be deleted
until it is successfully uploaded to the server.

Network communication module: the monitoring terminal and the monitoring server
use HTTP protocol for communication. I the network communication module encap-
sulates the implementation of HTTP protocol, realizes the network communication ser-
vice, and provides a unified call interface for other modules. Due to the complex and
uncontrollable external network conditions, the network communication module adopts
a certain retransmission strategy to ensure the successful upload of data. Software and
configuration update module: in some application scenarios, the deployment cost of the
monitoring terminal is relatively high and the deployment volume is relatively large.
Therefore, when the terminal software needs to be updated, it needs to be updated
automatically through the network to reduce the operation and maintenance cost of the
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monitoring terminal. The software update module regularly monitors whether there are
software updates or configuration updates. During the update, it ensures that the current
running task of the program ends gracefully and the state recovery after heavy shoulder
[11].

2.3 Design and Implementation of Database Server

The server database has a strong portability feature, which can eliminate the need to
redistribute the processing data storage space. The main functions and advantages of
the database server are as follows: the routine data maintenance of the database mainly
includes the storage of real-time data of the tidal current power generation device and the
use of third-party software to export the data of the tidal current power generation device
for data analysis. If the database is configured correctly, it can be backed up or restored
in time. The database has strong parallel operation ability, and different users may access
the database server at the same time. Therefore, the database server is required to have
strong parallel operation ability and be able to handle different events at the same time.
Reduce the programming amount of client and server and shorten the development cycle.
The database provides a set of software interfaces used in data transmission and basic
operation: API. Set up a special database administrator. Only with the authorization
of the administrator can you call the real-time monitoring data in the database, which
effectively improves the security of the monitoring data. The system performance is
improved and easy to expand. The database server can reduce the network overhead,
coordinate the work of all parts, and avoid competition and waste of resources [12].
Support horizontal expansion and some vertical expansion of multiple servers with the
same type of processor.

3 Remote On-Line Condition Monitoring Algorithm
for Communication Tower

In the remote online conditionmonitoring project of communication tower, it is necessary
to conduct real-time condition monitoring on the static inclination, maximum swing
angle and swing frequency of communication tower. Therefore, a dual axis inclination
sensor is selected in the project. According to the two output angles A1 and A2 of dual
axis inclination, the spatial inclination of communication tower can be calculated, and
its positive and negative are consistent with A1. The calculation is as shown in formula
(1) (2):

γ = acrsin
√
sin2 γ1 + sin2 γ2 (1)

sin2 γ + cos2 γ = 1 (2)

In each monitoring cycle (set as 600 s), 1024 spatial dip angles are collected with a
sampling frequency of 10 Hz, and the mean value of these 1024 sampling points is cal-
culated respectively. The static inclination, maximum swing angle and swing frequency
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of the communication tower can be obtained by maximum calculation and Fourier trans-
form. At the same time, the normal threshold ranges of the three values are set as Yang,
[0, 1], [0, 5], [0, 2], and the units are degrees, degrees and Hertz respectively. Once the
normal values are exceeded, an alarm message will also be sent to the monitoring.

4 Experimental Test and Analysis

4.1 Throughput Measurement

Measurement of TCP throughput of openflow switch: the measurement is repeated for
10 times, each lasting for 60s. The measurement results are shown in Table 1 and Fig. 1:

Table 1. TCP throughput of openflow switch and goose Ethernet switch

1 2 3 4 5 6 7 8 9 10

Open Flow throughput 452 508 478 423 499 489 570 446 501 512

GOOSE throughput 241 263 188 210 260 209 211 227 219 246
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Fig. 1. TCP throughput of openflow switch and goose Ethernet switch

It can be seen from the figure that the measured TCP throughput of openflow switch
is about 500 mbit/s, and the maximum is no more than 570 mbit / s. Because this rate is
much smaller than the maximum load of other devices in the measurement environment,
the measured TCP throughput is in line with the reality. The TCP throughput of goose
Ethernet switch in the same network environment is obviously not as large as that of
openflow switch, so the throughput performance of openflow switch is better.
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4.2 Time Delay Measurement

From the current experimental results, the performance of openflow is mainly measured
in forwarding, and the throughput is taken as the main parameter. But in general, there
will be packet delay. The standard special message marking method is used to measure
the delay. Ensure that the test lasts long enough, and the synchronization with physical
time must be repeated several times. In the switch performance test, the delay under
different message lengths should be tested. Each sending process lasts 30 s, and the
message lengths are 64, 128, 256, 512, 1024, 1280 and 1518 bytes respectively. The
corresponding delay measurement results are shown in Fig. 2:
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Fig. 2. Delay under maximum load with different message lengths

It can be seen from the above figure that the delay varies with themessage length. For
high-speed switches, the delay of 1518 bytes and below is required to be less than 1ms
in the most unsatisfactory case. It can be seen from the figure that the results meet the
benchmark requirements, and the openflow switch has smaller delay. Although the delay
of industrial Ethernet switch in intelligent substation is also smaller than the benchmark,
it can be seen from the figure that the openflow switch has smaller delay. If the switch
does not have the function of network management, it is easy to lead to network storm.
The special working mode of openflow network can just prevent the occurrence of
network storm, so it is feasible to apply it to the on-line monitoring system of substation
equipment.

5 Conclusions

As an auxiliary system of power generation device, remote monitoring system is of great
significance to ensure the reliable operation of electrical equipment. The monitoring
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terminal developed in this paper has been tested by actual projects, and can well meet
the function, standardization and universality of remote online condition monitoring in
all aspects, but it still needs to be improved: configuration file generation tool. At present,
the configuration file is generated bymanual editing, which will inevitably lead to wrong
input. If the application program with graphical interface is used, the configuration
file is automatically generated by Wizard, which can simplify the operation, improve
the correctness and writing efficiency of the configuration file, and control the output;
At present, the monitoring terminal can realize one-way equipment status information
acquisition. If it can output signals to the standby at the same time to form closed-loop
control, or realize remote control based on the network, it will make the terminal have
greater application value.
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Abstract. How to improve the real-time, solve target tracking under complex
background has always been a hot research topic. The purpose of this paper is to
study sports video moving target detection and tracking based on particle filtering
and related algorithms. Firstly, several common target detection algorithms are
introduced. The principle of particle filter and particle filter tracking algorithm are
introduced in detail, and its advantages and disadvantages are analyzed in detail.
In order to improve the real-time performance of the algorithm, the average weight
of the particles is used as the judgment condition to judge the distribution of the
predicted particles. Only when the average weight of the particles is less than a
certain threshold, it means that the average probability of the particle state being
the true state of the target is small. At this time, the particle swarm optimization
algorithm is used to optimize the predicted particles, and then the global extreme
value when the algorithm converges is output as Estimation of the target state. The
experimental results show that the tracking accuracy of the improved algorithm
in this paper is 97%.

Keywords: Particle Filter · Sports Video · Moving Target · Detection and
Tracking

1 Introduction

Visual information is an integral part of human perception. With the development of
computer science, the use of computers to replace the human visual system to process
environmental information has become important [1, 2]. Computer vision is an emerging
discipline that studies how to effectively use computers to realize a human-like visual
system, so that computers can analyze and understand the objective world like humans
[3, 4]. In real life, people tend to be more interested in moving objects because dynamic
images provide richer information than static images. It is significance to study moving
target detection [5, 6].

Animation detection technology andmonitoring technology are twokey technologies
to understand intelligent video surveillance [7]. Shahraki H proposed a small infrared
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detection method called Grayscale Absolute Glass Disposable Window (SW-AAGD).
The algorithm, derived from the interpretation of the fully differential algorithm, has a
strong potential for mass gain and the ability to reduce background clutter in infrared
images.A common challengewith gray is that due to the thin edges of small objects, a full
difference algorithm is required in selecting the appropriate object and bottom window.
To calculate the effectiveness of the proposed algorithm, the algorithm is applied to
many real-time images, including the real world, noise-to-noise ratio (SCR), background
noise factor (BSF), and receiver performance characteristic (ROC) in the calculation.
The results demonstrate the effectiveness of membership assignment in the general
function of search algorithms [8]. Wa Ng X proposed an automatic search method for
HFSWR based on multidirectional writes. First, perform a clutch and statistical analysis
to understand the different clutch areas over time. Analysis of actual data shows that the
clutches in the HFSWR system are field and geometrical orientation dependent. Second,
supported by this information, we develop a fixed-rate positive frequency index (MDDL-
CFAR) based multi-directional dictionary, where the field information and geometric
orientation are determined by the multi-dimensional dictionary [9]. Therefore, research
on acquisition and tracking techniques becomes more important, and efforts are needed
to increase the speed of scientific and practical applications [10].

This paper first briefly discusses several types of moving target detection algorithms,
then introduces the theoretical basis of particle filter, and analyzes the particle filter
algorithm. Amoving object detection method based on visual attention mechanism. The
improvement of the model and particle filter algorithm is proposed, and then the video
sequence is preprocessed by using the visual attention mechanism with motion features
to detect the region of interest. Finally, the improved particle filter algorithm is applied to
the region of interest to segment the moving target. Through experiments, the rationality
and effectiveness of the improved model are verified.

2 Research on Sports Video Moving Target Detection and Tracking
Based on Particle Filter and Related Algorithms

2.1 Commonly Used Moving Target Detection Algorithms

(1) Optical flow method
When the object is moving, a velocity field will be formed on the surface, and

the velocity vector of the moving pixel and the stationary pixel is different, so as
to detect the moving target [11]. When the target moves, the corresponding sports
field also moves. From the sports field, it can be found that the motion vector of the
pixels on the moving target will be significantly different from the motion vector
of the background pixels. According to the different characteristics of the motion
vectors, the moving target and the background area are divided to complete the
dynamic analysis of the image [12].

(2) Difference method between frames
By setting a specific threshold, if the change of pixel gray value exceeds the

preset threshold, it will be marked as a moving target as a foreground pixel, oth-
erwise it will be marked as a background pixel. The calculation of the interframe
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difference method is limited to the difference operation of addition and subtraction.
For the images captured when the camera position of the monitoring screen is fixed
and the background is not complicated, the foreground detection effect is ideal.

(3) Background difference method
During initialization, the background image is estimated and the background

model is established through the prior knowledge images obtained in the first few
frames. After the next image in the video is obtained, the background model of
the 8-neighborhood in the background image is used to make a difference, so as to
extract the foreground target. This effectively separates the background area from
the foreground target.

2.2 Particle Filtering

Particle filter can deal with the problem that the model equation is nonlinear, that is, the
probability of an event is represented by its corresponding frequency. In the process of
filtering, when calculating the probability such as P(x), the x in it is sampled, and the
distribution of these sampling points is approximately used to represent P(x), that is, by
using the particle filter method Any form of probability can be processed. Due to the fact
that the tracking before detection (TBD) is actually applied, the target observationmodel
and the vector representing the current state of the target often have strong nonlinearity.
In addition, in the real scene, the model noise is non-Gaussian, so a nonlinear filtering
method needs to be used. However, the more the number of particles used in the particle
filter algorithm, the closer the corresponding estimation result is to the real value, which
approximates the optimal estimation. It is applied to the pre-detection tracking to detect
and track weak and small targets, which has caused widespread concern at home and
abroad focus on.

Although the addition of the resampling process solves the degradation of particle
weights in the SIS algorithm, the accompanying defect is the sharp reduction of the
sample diversity in the particle set, which is called sample depletion. This is because
after many iterations, most particles are derived from a small number of particles with
larger weights, while most particles with small weights are not copied, so the shield
gradually disappears after several generations, and its preserved Location information
is also lost. This will lead to the exhaustion of the sample, and it will fall into a local
cycle, which cannot express the real trend of particle motion.

2.3 Particle Filter Algorithm Based on SIFT Feature and Template Update

When there are objects in the background with a similar color to the target, using the
color attribute alone is not enough to describe the target. The SIFT property is extremely
unique and can distinguish the target from other objects with similar colors. Integrating
the SIFT property in the particle filter based on the color property can complement each
other and make the algorithm more powerful. In the particle filter algorithm based on
SIFT capability and mode update, the particle weight is determined by color capability
and SIFT capability. Not all attribute vectors in the SIFT standard have corresponding
attribute vectors, so the meanings of attribute vectors in the SIFT standard are different.
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3 Investigation and Research on Sports Video Moving Target
Detection and Tracking Based on Particle Filter and Related
Algorithms

3.1 Experimental Setup

The experimental video is the video of the training and competition of two avenue speed
skaters. The video format is AVI, the video resolution is 720× 576 pixels, the frame rate
is 25 frames per second, and the video sampling size is 24 bits. The trajectories of avenue
speed skaters can be approximated as local linearity. Relevant parameter settings: the
initial number of particles is 60, the size of the target area is 10 × 10 (a certain part of
the athlete’s body), and the variance when calculating the weight is σ = 0.20. In this
paper, the competition video is used to test the algorithm, and the experimental results
are compared with the particle filter algorithm and PSO algorithm based on SIFT feature
and template update.

3.2 Improvement of Particle Filter Algorithm Based on SIFT Feature
and Template Update

The particle filter algorithm has better tracking effect in most cases, so we do not need
to use the PSO algorithm to optimize the predicted particles in every frame. When the
rapid random motion of the target causes the predicted particles to be located at the tail
of the observation model, which leads to the small weights of most predicted particles
and the tracking failure of the particle filter algorithm, we only need to use the PSO
algorithm to optimize the predicted particles and transfer the predicted particles to In
this way, the algorithm can be improved.

Here we can use the average value of the predicted particle weights as a condition
for determining whether the predicted particle distribution is good or not. Average the
weights of all predicted particles in the kth frame, that is:

wk = 1

N

N∑

i=1

wi
k (1)

Among them, wk represents the average probability that all particle states in the kth
frame are the true state of the target, and then average the wk of the first 10 frames,
namely:

wav = 1

10

k−1∑

i=k+10

wi (2)

If wk < wav means that the average probability of all particles being the true state
of the target is small, at this time, the sequence PSO algorithm is used to optimize the
predicted particles, and then the global extremum position at the time of convergence is
used as the estimation of the target state. Ifwk ≥ wav means that the average probability
of all particles being the true state of the target is large, the weighted average of the
predicted particles can be directly used as the estimation of the target state.
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4 Analysis and Research of Sports Video Moving Target Detection
and Tracking Based on Particle Filter and Related Algorithms

4.1 Sports Video Moving Target Detection and Tracking Results

This experiment successfully tracked 1000 frames, and the images captured during the
tracking process (limited to space and only a few frames) are shown in Fig. 1. The
first frame is the manually calibrated initial frame. The white point in the figure is the
position of the tracking target generated by the algorithm (the first frame is the manually
calibrated position to be tracked). Figure 1 shows the normal tracking of the athlete in
the first frame; in the 300th frame, the black-clothed athlete occludes the target athlete.
Due to the measures of occlusion and recovery of tracking after occlusion, the tracking
results do not have much deviation from the actual position; The 400th frame shows
that the target can still be tracked normally after being continuously occluded by the
field staff, and the same is true for the 440th and 532nd frames. It can be seen from
the screenshots that the size of the athletes shot in different frames changes greatly, and
the lighting and color also change to a certain extent. However, because the HSV color
histogram is used as the feature and observation model update mechanism, it can also be
used for a long time. It tracks the target very well, and the algorithm is robust to tracking
after continuous occlusion.

Fig. 1. Tracking results of quasi-linear moving targets

4.2 Algorithm Comparison

The PSO algorithm and the improved algorithm can track the target accurately in the
whole video sequence. In the iterative process, the PSO algorithm updates the speed and
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position of the particle according to the individual extreme value and the global extreme
value, and integrates the observation value at the latest moment into the transition model
to approximate the optimal importance sampling function. More in line with the true
state of the target. After the PSO algorithm iteration, the particles are transferred to the
region with higher probability value of the observation model, so as to obtain larger
weights, so the tracking effect is improved.

Table 1. Quantitative comparison of tracking results in Video

Quantitative statistics Particle Filter Algorithm
Based on SIFT Feature
and Template Update

The improved algorithm
in this paper

PSO algorithm

Correct tracking rate/% 82 97 96

Average time spent per
frame/ms

67 50 64
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Fig. 2. Quantitative statistics of the tracking results of Video

The quantitative statistics of the tracking results of Video 1 are shown in Fig. 2.
It can be seen that the tracking accuracy of the PSO algorithm and the progress of
the algorithm in this paper are much higher than that of the particle filter algorithm
based on SIFT features and standard updates. Since some particles are used in the PSO
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algorithm, the real-time performance of the PSO algorithm is slightly higher than that
of the particle filter algorithm. However, the PSO algorithm is a final iterative process.
Using the PSO algorithm to process the predicted particles of each frame increases the
importance of the algorithm and reduces the real-time performance of the algorithm. The
advanced algorithm in this paper uses the PSO algorithm for optimization only when the
predicted particle distribution is poor, so the real-time performance is higher than that of
the PSO algorithm, as shown in Table 1. Therefore, the algorithm suggestion shows that
this document is superior to the particle filter algorithm in terms of accurate tracking
and real-time performance, and better than the PSO algorithm while ensuring accurate
tracking and real-time performance.

Although this paper has done some research work on the theory, and also provided
some improvements and methods, but due to the time relationship, there are still many
problems that need to be further solved. The main problems are: in the detection of
moving objects, due to the influence of light, background complexity, occlusion, etc.,
there are large uncertain factors in the actual detection and tracking process. Therefore,
there will be errors in the detection of objects if there is an unexpected situation, so this
point needs to be further studied. In the process of using particle filter algorithm, because
the number and diversity of particles directly affect the tracking effect, when there are
too many particles, it will increase the efficiency of computer operation, and even cause
the computer to crash. Therefore, this problem can be studied from the aspects of particle
utilization efficiency and intelligence.
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Abstract. The visual representation of emotion in image technology is particu-
larly important in today’s society. Visual perception, which is mainly based on the
changes in the audience’s psychological emotions, has become a thinking deriva-
tive of digital image technology, and further technical implementation of image
transformation, adjustment, repair, reconstruction, replacement, etc. Ingesting the
characteristics of emotional appeal is the main direction of this research. With
the continuous development of blockchain, virtual and information technology,
the research on the content and emotion of digital images has become a hot spot
in the design of visual reconstruction. A multi-dimensional computer-generated
language spanning space is proposed to improve the methods of digital image
acquisition, recognition, transformation and segmentation. Reconstruction design
research on the semantic characteristics of computer-generated digital images and
content emotional representations. Based on the multi-features of digital images,
the differences in image shape, texture, color, motion and spatial domain fea-
tures are analyzed, and the content emotion and semantic reconstruction of digital
images are distinguished. In information transmission, multi-dimensional space
capture, output, and quantitative analysis methods are used to establish a new sam-
ple arrangement matrix of digital images, select the best parameters for content
expression, and reconstruct and process quasi-vision, combined with parameters
to realize emotion recognition of digital images. The detection coefficient and
dimension are determined by simulation and virtual technology, and the high
recognition rate of digital image is obtained, and a good digital image technology
display effect is achieved.

Keywords: Digital Image · Visualization · Visual Reconstruction · Content
Emotion

1 Overview of Digital Image Technology

Image is objective existence, from the visual point of view it is directly or indirectly
acting on the human eye image, and further according to the environment to produce
visual perception of the entity. In the field of vision, an image is a projection of an
objective reflection of the scene. The human perception system is typical for capturing
and observing images. Images obtained by the visual perception system form images in
people’s hearts andminds, and further describe information. The concept of image is very
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extensive, and it is very rich in emotional information for various objects in life, including
landscape, pictures, life, animation, image, drawing, documents and so on. Image is the
main visual source and information source for human to obtain information.

Image technology from a certain point of view, is the use of electronic media, equip-
ment to complete a variety of work technology, which such as image media acquisition,
resource acquisition, electronic coding, media storage, data interaction, information
extraction, etc.. Through technology, images can be collected, synthesized and pro-
duced, images can also be displayed, modified and output, and even the transformation,
adjustment, repair, reconstruction, replacement of the image technology implementa-
tion. The medium of technology implementation is computer. In order to carry out
technical and artistic processing of all kinds of images collected, it is necessary to use
computer to convert original images into digital images that can be edited, establish
corresponding databases, and classify images, including the functional manifestation of
retrieval [1]. The realization of digital image involves two aspects. On the one hand,
the spatial sampling of image, the positioning of spatial coordinates, the realization of
object image discretization; On the other hand, the amplitude quantization of the image
produces quantization and discretization of the amplitude of the image, so as to carry
out the analog-digital conversion of the image [2].

2 Visual Transformation and Segmentation of Digital Images

(1) Digital image visual transformation
The transformation form of digital image is relatively abundant, is a digital

image space generate visual impression of the pixel at the same time from a visual
mapping to another visual location, from the point of view of space displacement,
digital images can also be presented in a visual impression, from a visual expression
space in a variety of modulus style change to another visual expression space
[3]. The most common visual representation of pixel position mapping is mostly
coordinate transformation, which includes the translation transformation of image
data, the rotation transformation of image position, the scaling transformation of
image pixels, the stretching transformation of image coordinates, and the shearing
transformation of visual image. The spatial transformation of visual images is a
technical means of special processing of images in a more efficient, fast and vivid
way, and an effective way of diversified presentation of digital images. Further
is to convert digital image through various technical means to a new space, fully
implement the new visual expression, with the property of the new space unique
to upgrades, more easily and quickly on digital image processing technology, and
existing space to achieve consistency, and the technical data to get the results back
to the original space needed for visual effects [4].

(2) Digital image visual segmentation
Digital image segmentation is a computer vision processing technology, which

analyzes and processes the collected images and uses various segmentation tech-
nologies to achieve visual levels of images [5]. In the design of visual information
to the research and application of the image usually rally point of interest of audi-
ence, the audience is often strong interest on the part of the image information,
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first through some information for other information, such as the main target in
the image first image, the prospect of visual image, jumping visual elements, such
as interest, in the transformation to the background information. At this time, part
of the information corresponds to the areas with strong impact force, special and
specific image in the image. In order to distinguish clearly, the designer will use
technical means to decompose these elements. The segmentation of digital image
is to divide the visual characteristics of the image into their own characteristic
performance of the image language, extract the audience interested in the visual
points, for technical processing. In addition, the image has the characteristics of
color quantization processing, similar to the change of hue, purity, lightness, gray,
saturation, texture and visual changes, image transformation can be a single image
target, but also can be a plurality of visual areas.

Digital image segmentation on the visual language development always attaches
great importance to the designers and the public [6], in various fields is also a variety
of segmentation algorithm is proposed and the form method, on the form and the
algorithm can be from two aspects, on the one hand, the image pixel segmentation
techniques, according to the material has similarity, breakout and compatibility
etc., the image to image segmentation. This kind of segmentation technology can
use the interval brightness value of the image to achieve the boundary technology,
can also use the image hue value to achieve the region technology; On the other
hand, there are a variety of different technical processing strategies in the process of
image segmentation. Serial strategies can be implemented for image segmentation,
and parallel operations can be carried out during the implementation process. Visual
judgment and technical decisions can be independently and output at the same time.

3 Visual Reconstruction Analysis of Digital Images

Digital image features are diverse and can be divided into shape feature, volume feature,
color feature, texture feature, style feature, situation feature, space feature, interaction
feature and motion feature according to the way of technical implementation. Among
them, texture is an inherent feature of the image surface of the object, so it is subordinate
to an important attribute in the digital image editing area [7]. The digital image data
analysis of the texture has the detailed description of the texture characteristics, showing
the recognition data of the digital image texture. According to computer technology,
texture is described by statistical method, structural method and spectral method. Shape
feature is an important branch system of digital image analysis. The key point in display
operation is to describe the various shape and shape features of each object in digital
image. From the perspective of nature, shape feature description can be realized based
on theoretical technology. With the help of theoretical technology, shape features of
different digital images can also be obtained, and data module matching can be carried
out after determining the shape similarity of images. The matching method is also the
shape description symbol. According to the computer technology, the shape has the
description feature, the transformation shape, the decomposition primitive, the associa-
tion algorithm and so on. Movement characteristics according to the maturity of virtual
technology in recent years, the movement of digital image data were analyzed, and con-
tains the emotional change of the context of the scene here include quantitative detection
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of trajectory data of safety inspection, the digital image of all sorts of changes are con-
sidering dynamic description in clear again, will be faster and distinguish rate, slow
the movement of the object, Dynamic monitoring is realized by matching technology
according to actual situation.

According to the principle of digital image reconstruction, the matching of digi-
tal image is analyzed and displayed, the image fusion phenomenon is mastered by the
principle of registration, and Mosaic technology is incorporated with panoramic infor-
mation. Based on advanced technology, the unknown visual image can be collected and
input [8], and the existing visual image can be connected organically with its cognitive
thinking and cognitive results, and then the unknown information can be interpreted
with the known information, and finally the image input and output can be established.
The multi-function matching of images can also be expressed at the level of abstract
thinking. In the level of image pixels, color patterns are combined with digital templates
to carry out irregular matching, and in the level of feature expression, target matching is
carried out by using the thinking perception of the public. Image matching is an impor-
tant technique in image reconstruction analysis and understanding. On the one hand, it
can combine different images of the same scene to provide more comprehensive scene
information; On the other hand, it can connect the previously unknown visual input with
the previously existing cognitive results, so as to explain the unknown with the known
and finally establish the interpretation of the input. Image matching can be performed at
different levels of abstraction. Template matching can be used in pixel layer, perception
matching can be used in feature layer, and visual habit can be used in image target layer
to match elements.

4 Visual Design of Digital Image Based on Content Emotion

(1) Content emotional design
Content emotional design is the basis of digital image and dynamic retrieval.

Data collection and information growth provide a research hotspot for the public to
absorb useful visual language. Visual image performance is gradually paid atten-
tion to. To volume features, color features and texture features, style, situational
features, spatial characteristics, interaction and movement characteristics of data,
to have access to emotional content matching visual characteristics, so as to search
for similarities between digital image, digital information sharing, which can use
semantic matching content [9]. Digital image through computer calculates regis-
tration related to the content of digital image, image matching, the content of the
registration scope here is relatively narrow, mainly to digital image is displayed
in different time or space data set up a relatively active space corresponding to
the vision, make its content emotional echo relationship formation, especially in
geometry in the form of digital image acquisition and data correction, The final
digital image effect acquired by content emotional language is often reflected in
pixels and thinking levels, giving play to the abstract nature and content attributes
of digital images [10].

(2) Form emotion design
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Instinct emotion is an unconscious intuition of the audience for digital image
recognition. Pleasant, interesting and beautiful emotions are a characteristic direc-
tion of visual expression design. Graphical forms can intuitively attract audiences
in the field of first vision, especially the When the audience emotionally resonates,
it will effectively convey the communication meaning of digital images [11]. Emo-
tional specialization will also be affected by the individual differences of the audi-
ence. In order to meet the needs of the audience, the digital image design should be
more interesting and human, pay more attention to human culture and humanity,
and turn to the visual embodiment of diversification and liberalization. Form fol-
lows emotional design, but it cannot deny the primacy of function and content to
determine form. Therefore, the emotion of formmust always be attached to function
and content, and mutual promotion can design digital images that are more in line
with the emotional needs of contemporary audiences. Good for design services.

(3) Functional emotional design
Functional emotional design can evoke a person’s behavior or experience mem-

ories. In addition, it can also be a thinking expression of the designer’s own heart
and emotions. Digital images can resonate with the audience, and more will be
reflected in the language of function. Strengthen the level of functional emotional
design, strengthen in vision, content and creativity, not simply in the straightforward
content of copywriting. A good emotional graphic language can express creatively
and implicitly, and at the functional level, it will make the audience smile. The
usability, ease of learning, ease of use, and ductility of digital images have derived
the design of the audience behavior level, focusing on functional utility, which is
achieved through interaction and technical means, so that we can establish an emo-
tional demand model corresponding to the behavior layer to efficiently To solve the
audience’s behavioral level of using digital images, the functional design of using
behavioral water for digital images is the level that is more concerned at present.

Table 1. Visual object parameter design

Visual Emotional
Design

Content Emotional
Design

Morphological
Emotional Design

Functional Emotional
Design

color reconstruction Content build morphological
language

Interactive function

emotional appeal Text connotation emotional memory use function

situational space emotional resonance mass characteristics motion features

image data emotional semantics Texture behavioral hierarchy

visual element artistic conception quality control Extended function

Multi-dimensional digital image fusion is a new research and application following
the development of virtual technology, 5G technology and blockchain technology in
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recent years. The visual reconstruction design is obtained after comprehensive process-
ing and analysis of image information obtained by different transmission media from
multiple perspectives. In the process of digital image fusion, coordination, integration,
diversification and optimization, more effective information content is extracted and new
visual semantics are extracted to increase the reliability of technology transmission and
the reliability and security of digital system [12]. In the process of information, content,
form, feature and semantic fusion of Duofu digital image, it is necessary to register the
data parameters of each group of visual objects participating in the fusion (See Table 1:
Visual Object Parameter Design). The progress of multi-dimensional fusion registration
of digital image has very high requirements. If the conversion spatial error exceeds one
value or pixel, it will have a very serious impact. Not only the quality of digital image,
the Angle of fusion, the implementation of technology, and the integration of content
and emotion will produce deviations, so that the information transmission results are not
as expected [13].

5 Conclusion and Outlook

Computer technology to realize visual image as the technology innovation constantly
emerging a new language, visual perception and digital image technology for radia-
tion across time and space for digital image visual refactoring provides continuously
technical support, will be more intuitive, convenience, flexibility, frontier and virtual-
ization features such as [14]. The advantages of real-time convenience, high precision
data, semantic repeatability, diversified content and multi-dimensional vision of digital
image make it more and more widely used in various fields and more and more life[15].
Virtual vision and digital image are closely linked, also has a large range of overlap on
information coverage, while applied to different areas Angle is different, but in most
situations and professional, cultural background and behavior using different content to
focus on emotional terms and complement, so the technology of progressive for digital
image visual reconstruction design laid a foundation of emotion, In the future informa-
tion transmission, the multiple semantic representation of digital images will provide
fresh elements for all walks of life.
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Abstract. In recent years, The export volume of China’s cross-border e-
commerce has been rising rapidly. Under the background of the Belt and Road
Policy, the development pace of the world economy has been accelerating, and
global logistics and other industries have been improving and developing. Cross-
border e-commerce will become a key area of China’s foreign trade in the future.
Cross-border e-commerce networks are changing day by day. One of the most
obvious details is that China’s e-commerce imports and exports are increasing
year by year. This paper studies the evolution analysis system of cross-border
e-commerce network pattern based on Bayes-BP algorithm, and explains the
working principle of the evolution analysis of cross-border e-commerce network
pattern. The data show that the bayes-BP algorithm based on the evolution of
cross-border e-commerce network pattern analysis system can reflect the change
of cross-border e-commerce network pattern efficiently and accurately.

Keywords: Bayes-BP Algorithm · Cross-border E-commerce · Network
Pattern · Evolution Analysis System

1 Introduction

Internet+ cross-border e-commerce system adopts information calculation and handles
transaction volume data. The system analyzes e-commerce transaction data from multi-
ple angles and in an all-round way. Faced with large-scale e-commerce data, the industry
urgently needs to put forward a set of data information systemwith large collection quan-
tity and strong analysis ability to solve the problems of e-commerce data transaction.
Through the data system analysis of the data to achieve a scientific and correct analysis
of the evolution of e-commerce pattern. The evolution analysis system of cross-border
e-commerce network pattern based on Bayes-BP algorithm is conducive to the progress
of cross-border e-commerce data analysis.

Bayes-BP algorithm has been studied by many scholars at home and abroad. In for-
eign studies, MustofaRL proposed to use the classification results based on dictionaries
and the naive Bayes classifier algorithm to process the training data in the testing process.
Generally speaking, the research stage of sentiment analysis includes the process of data
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capture, text preprocessing, feature extraction and classification. The sentiment analysis
results show that the proportion of social media users on Twitter about #newnormal
is 33.19% [1]. DonnellanE proposes that there is a consensus that there is a differ-
ence between a well-trained simple bayesian classification algorithm to distinguish the
curiosity and interest of free text definitions (n = 396) and the use of cross-validation
test classifiers in two sets of data (mainn = 196; Additionaln = 218) [2]. Rhernandez-
sanjaime proposes a method based on variable decibel Bayesian learning algorithms that
do not need to be performed on different numbers of groups in order to identify a fully
fit data. Statistical theory is described, the performance of the proposed algorithm is
evaluated using simulated data, and the two-step method is applied to macroeconomic
problems [3].

The exploratory data analysis platform has multiple data processing methods. It
displays e-commerce trade data through intuitive graphics, and then deeply analyzes the
correlation of data and the correlation between data, so as to achieve the ultimate goal of
data analysis with the greatest efforts [4, 5]. These data can be provided to customers for
further research, data solidification, analysis and sharing. The analysis system of cross-
border e-commerce network pattern evolution based on Bayes-BP algorithm improves
the professional level of solving the analysis of cross-border e-commerce network pattern
evolution [6, 7].

2 Design and Exploration of Cross-Border E-commerce Network
Pattern Evolution Analysis System on Account of Bayes-BP
Algorithm

2.1 The Bayes - BP Algorithm

The definition of Bayesian neural network refers to regularization processing by adjust-
ing the weights of neural network, that is, processing countless neural network values
[2, 8].

A significant performance of BP neural network is the ability to classify objects,
and the nonlinear model can be established. This algorithm is very suitable for many
application scenarios [9, 10]. One step of BP neural network is the ability to repair
errors in sample data. The error is dealt with by weight adjustment. At the same time,
this algorithm has its defects. The convergence speed of the algorithm is very low when
processing targets, so the algorithm is easy to fall into local minimization. E-commerce
transaction volume data processing, using Bayesian neural network algorithm. The algo-
rithm can classify and optimize the object, and determine the square deviation and mean
value of the processed data. At this point, the problem of the algorithm model falling
into local minimization needs to be solved [11, 12].

2.1.1 Algorithm Flow

Bayes-bp algorithm flow is as follows, as shown in Fig. 1:
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1) Preprocessing of commodity sample data.
2) BP neural network algorithm formula for data processing, need to deal with a lot of

parameters, in this case, need to select a reasonable algorithm formula.
3) Gaussian image was obtained according to Bayes model, and the algorithm was

iterated for several times to obtain the best parameters, and finally the optimal weight
and threshold value were obtained.

4) Use algorithms to train data and process the output results. If errors beyond the
range are generated, the errors will be corrected. Finally, the predictive value of
e-commerce transaction is obtained after algorithm training.

Preprocessing of commodity sample data

BP neural network initialization model

Optimal parameters, optimal weights,
thresholds

Obtain the predicted value of the final
commodity e-commerce transaction

Fig. 1. Bayes-BP algorithm flow

2.2 Analysis System of Cross-Border E-commerce Network Pattern Evolution
Based on Bayes-BP Algorithm

After the above analysis, the steps to realize the predicted volume of commodity e-
commerce transactions include:

Selection of influencing factors [13, 14]. After a large amount of data analysis, the
study shows that there are many factors that affect the trading volume of e-commerce
commodities: For example, whether the e-commerce seller can return goods in compli-
ance with regulations within a certain period of time, whether the commodity tax can be
reduced or exempted, whether the price of goods is reasonable, whether the commod-
ity category is rich, whether the e-commerce transaction speed is fast, It can avoid the
interference of seasonal factors, whether the browsing quantity of commodity advertise-
ments can be improved, and the commodity reserves of shopping cart, etc. Factors can
be analyzed according to the actual situation of e-commerce transactions.
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The concept of transaction rate of e-commerce goods is: if the inventory of e-
commerce goods is enough, there must be no need to purchase in advance. In terms
of data processing, the rate is assumed to be 0; If the inventory of e-commerce goods is
insufficient, they need to purchase in advance. Different types of goods have different
rates. For example, the ordering time of food can be set to 5–10 days and the speed is
set to 1. The ordering time for women’s makeup products is set to 10–20 days, and the
speed is set to 2; The ordering time for clothing category is 20–40 days, and the rate is
set at 3.

If n = 13, the influence set is: X = {x1, x2…, x13}.
Elimination of interfering factors [15, 16]. Granger method was used to verify the

influencing factors and the sales of e-commerce goods, remove the interfering factors
and generate new factors:

Xnew = {x1, x2, ...xi}, i < n (1)

Data preprocessing. Eliminate the interference factors and update the algorithm
model.

Outlier handling: Outlier handling is a very common phenomenon. For example,
when a shopping mall encounters a large holiday, it is necessary to carry out price
reduction promotion activities. The sales of the activities will be different from the usual
level, and the data will increase sharply, which generates outliers. For example, Tmall’s
Double Eleven, JINGdong’s 618 and so on.

Vacant value processing: in the process of commodity data collection, it is found that
some key values will be missing, this value has a certain importance, it is best to obtain
this value. In this case, the method of complement can be used for data processing. This
approach also has drawbacks that may reduce the accuracy of the data.

First, the missing values are analyzed and na complement values are filled, and then
N data are obtained. Then, n sets of data are parsed so that n estimates are obtained.
Assuming the estimate is X, the algorithm involved is:

∧
w = 1

N

N∑

i

wi (2)

Then, the interpolation value can be calculated by:

∧
X =

√√√√√[( 1
N

N∑

i

X ) + (1 + 1

N
)

1

N − 1

N∑

i

(wi − ∧
w)]

2

(3)

The complement method can accurately reflect its information and reduce the error.
Set reasonable parameters. Train the data and analyze the difference between the

algorithm model and the traditional algorithm.
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3 Research on the Effect of Cross-Border E-commerce Network
Pattern Evolution Analysis System on Account of Bayes-BP
Algorithm

Bayesian models have a lot of parameters, constants, variables, etc. Where the random
variables are unknown, the research scheme is to carry out probability distribution. If
sample data is missing, the formula of prior probability is:

p(θ |H ) = p(H |θ)p(θ)

p(H )
(4)

Type: p (H | theta) is H a posteriori probability, p (theta) and p (H) is the prior
probability of the event.

In the algorithm model, if the sample data is given in advance, the posterior proba-
bility is calculated through prior probability to obtain the given data D, then the posterior
probability formula is as follows:

P(θ |D,H ) = p(D|θ,H )p(θ |H )

p(D|H )
(5)

Among them: p (D | theta, H) is the likelihood algorithm, p (theta | H) is a priori
algorithm, p (D | H) is constant. The posterior probability is modified in many ways.
The results of the posterior probability algorithm can be processed more accurately.

The propagation mechanism of BP neural network has two directions: forward and
back propagation. If the error is found to be large, reverse processing will be carried out.
The difference value is apportioned to the neural layer according to a certain probability,
and the nodes of the neural layer are processed at the same time. X = (X1, X2…, Xn),
the resulting term is Y = (Y1, Y2… Yn), the output value is obtained after several
iterations, that is, the predicted value of e-commerce trading volume:

anj = fj(
∑

i

wjiani + bj) (6)

where, anj is the output of the NTH sample J layer of the neural network; wji is the
weight of neural layer I and J; ani is layer I output item; bj is the threshold of layer J.

Based on the known samples, this paper calculates the prior probability of Formula
(4), and then calculates the posterior probability according to Formula (5). After the pos-
terior probability calculation, the prediction accuracy of the algorithm model is further
improved. Finally, formula (6) is used to predict the trading volume of e-commerce.

3.1 System Module Structure

1) Development of public service functions of the platform
There are many public service functions of the platform, such as news and informa-
tion service, service function, organization name processing, platformmeasurement
standard detection, article safety processing, scientific and technological solutions,
etc.
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2) Development of platform detection service module
Platform detection service module refers to customer-oriented detection process-
ing, so as to solve many typical problems of customers. In the process of customs
quarantine, the staff need to test a sequence of operations.

3) Development of mobile application functions on the platform
There are many mobile applications used by users, such as mobile network, wireless
network and so on. Use the system functions to test the application, provide inquiry,
retrieve the inspection results, provide inspection services and other links.

4) Development of big data analysis functions of the platform
The platform adopts big data mining tools to collect data, and the collection method
is to collect useful data through relatively innovative big data technology. Then,
model analysis is carried out on these data through data algorithm, so as to call up
the data analysis results.

4 Investigation and Research Analysis of Cross-Border
E-commerce Network Pattern Evolution Analysis System
on Account of Bayes-BP Algorithm

The main components of this test include the server, WEB front-end. The application
tool for WEB front-end is Microsoft Visual Studio2008. This application tool is the
development tool of a well-known software company and covers all tools of all software
development cycles. These tools can be used to develop high-performance, data secure,
and robust system architectures. Java language is used in the bottom layer, which can
improve the security of database data processing. Meanwhile, mobile development tools
such as Android Studio and Xcode are used to process the data. This development archi-
tecture can be used for processing software applications on Android and IOS platforms.
Software platform data exchange is applicable to the data socket technology, at the same
time, SSL data encryption for data, so as to ensure the security of data exchange.

Table 1. Influencing factors and ADF test of sales volume

variable name t statistic

Comment on the amount – 6.742

unit price – 5.384

Good rating rating – 3.734

7 days return – 4.413

Season 2.961 2

As shown in Table 1, e-commerce influencing factors and ADF test of sales volume
are shown. Variable name includes Comment on the amount, unit price, Good rating
rating, 7 days return, season, and season. Their T statistics are shown in the table.

Bayes-bp algorithm and other algorithms LM-BP and ARMA are used to calculate
the error percentage effect (%), and the effect diagram is shown in Fig. 2.
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Fig. 2. Bayes-BP algorithm and other algorithms LM-BP, ARMA error percentage effect

As can be seen from the figure, the error of Bayes-BP algorithm is smaller than the
other two algorithms, indicating that bayes-BP algorithm model has the best effect in
e-commerce data prediction.

The data prove that the bayes-BP algorithm based cross-border e-commerce net-
work pattern evolution analysis system accurately shows the error value of cross-border
e-commerce network pattern evolution, thus improving the accuracy of e-commerce
network pattern evolution.

5 Conclusions

In this paper, the e-commerce transaction volume for sample collection, collection. By
processing the sales volumeof goods, the time series characteristics of sales are collected.
Through the consumption characteristics, the cross-border e-commerce system based on
Byes-BP neural network is designed. At the same time, the relevant data of the buyer and
consumer are examined. The network pattern evolution analysis system of cross-border
e-commerce based on Bayes-BP algorithm effectively improves the proportion change
of each economic form of cross-border e-commerce.
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Abstract. Due to the continuous progress of network technology, traditional
financial service products are gradually transitioning to digitization, which not
only completes the development of traditional financial service products and rea-
sonable risk management, but also helps to improve big data mining technology
and relevant technology on the basis of strengthening management, provide inno-
vative business model, and realize the reasonable direction of HP and technology
upgrading of financial service products. At the same time, it is fully found that
online financial services can give full play to the innovation ability of the plat-
form, reasonably avoid business risks, develop effective investment and financing
channels for small and medium-sized enterprises, bring support and protection to
the short-term growth process of small and medium-sized enterprises, and enable
investors to reduce investment difficulties. In addition, under the influence of
the network, the financial service model has distinct characteristics, and the data
algorithm continues to promote its stable and sustainable growth.

Keywords: Data Mining · Online Finance · Risk Warning

1 Introduction

The establishment of online financial service platform provides a great risk to the devel-
opment of China’s market economy, and there is a huge problem of platform bankruptcy
in the early stage of the development of China’s financial network platform. In addition,
criminals use China’s financial network platform for illegal investment activities. These
factors are not conducive to the healthy development of China’s market economy. In July
2015, the people’s Bank of China and other ten departments issued the guiding opinions
on promoting the development of online financial services, which clearly expounded the
basic meaning of online financial services: “Internet finance is an emerging financial
business model in which Chinese traditional financial institutions and Internet enter-
prises use Internet technology and information and communication technology to carry
out capital financing, trading, fundmanagement and information intermediary services”.
However, network financial service does not mean the simple combination of network
technology and financial industry, but an effective way to achieve financial security.
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2 Internet Finance Concept

As a subset of the integrity system of the whole society, the integrity system in network
financial institutions is a new force that can not be ignored. Only by making full use of
the booming network information technology and cutting-edge data mining technology
can we promote the high-speed development of the integrity system of network financial
institutions and judge, warn and avoid the risks of network financial institutions [1].

The innovation of Network Finance on financial risk structure not only creates a
competitive capital trading market centered on financial users, but also makes financial
users bear the brunt in the process of financial risk diffusion and utilization. The reform
of the transaction structure that follows the rationality of the financialmarket and restores
the nature of the financial market has triggered a legal regulation path of financial risk to
realize the risk adsorption ability of financial consumers and match the risk of financial
assets. The impact mechanism of the consumer protection law of financial institutions on
the risk exposure and risk diffusion of China’s online financial market and the new risk
legal regulation paradigm that encourages fair competition in themarket also reflects and
tests whether the consumer risk adsorption capacity of financial institutions that abide
by the rule of law is in line with the market rational basis composed of market investment
and financing methods and fair value, This will also become the logical center of the
risk legal regulation approach of the consumer protection law of China’s online financial
institutions, which will help to achieve the goal of the new financial law of establishing
a fair value market [2, 3].

3 Preprocessing of Platform Data

In the process of analyzing the data and information preprocessing of the platform, it is
also necessary to comprehensively analyze the possible illegal fields in the loan data of
the network financing platform, including the characteristic fields related to creditors,
such as age, income amount, major, family situation, professional title, work field, com-
pany attribute and other related aspects. In addition, it also includes the customer loan
information content in relevant fields such as the proportion of arrears to collection, the
amount of monthly loan repayment, the loan principal and the number of repayment
periods. Because these financial data contents come from various online financial plat-
forms, and the financial data contents have the characteristics of authenticity or richness,
the financial data contents must be cleaned and generalized before data mining, In order
to clearly grasp the key financial data content fields, it has laid a favorable foundation
for the orderly progress of data information preprocessing, so that the data mining infor-
mation content can be gradually transformed into the direction of regularity and mining
[4].

(1) Data generalization
Through the comprehensive classification of the data information segments

in the online financial platform, it can be found that the data involved in these
fields generally presents a continuous situation and exists in the form of data at
the same time, while the data in non data form will also produce continuous field
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value changes, and there will be many different types of work when processing
these data. According to the decision tree algorithm, the final ideal processing
effect will be more inclined to obtain the data value based on discrete types, and
therefore it can be easier to become a tree structure processing method based on
generality, so as to facilitate the classification and comprehensive management of
relevant data values. Therefore, the continuous data value can be discretized and
classified through different standards and specifications, as well as the combination
of quantitative and qualitative management ideas, so that the overall granularity of
data can be gradually increased. When dealing with different text fields, we must
first process the data according to the specific characteristics of the real world, fixed
length box or tag number processing, and then generalize the data according to the
overall characteristics of the text field, so that all different types of text fields can
have the characteristics of generality and mining at the same time [5].

(2) Data cleaning
By analyzing the data quality and mining characteristics of network financial

platform based on data mining technology, it can be found that the research on
digital information cleaning can be divided into two aspects: useless information
elimination and missing data supplement. On the other hand, because there will
be important fields or information value gaps in information collection, when the
gap information is numerical, the relevant data information can be supplemented
by means of average or average of the same type; When the information of the
gap is non digital, it can be supplemented by decision tree or Bayesian regression,
so as to supplement the most likely digital information to the place of the gap. In
addition, useless digital information must be eliminated according to the regular
design principle, and the focus is to manage it according to the filling status of the
borrower’s virtual information. Since most online financial service platforms do
not strictly follow the market supervision and evaluation system, they have made
detailed management on the filling of false data [6].

4 Application of Big Data Algorithm in Financial Industry

In today’s Internet information age, Internet data information discovery technology,
because of its great data analysis and information extraction power, has led to great
transformation and transformation in many industries, promoted the rapid growth of
various industries and market economic systems, and constantly developed new science
and technology businesses in the development of new fields. Datamining technology has
been widely used in the financial field. From macro to micro economy, from the overall
development trend to local economic development, from current data analysis to future
prediction, the specific application of data mining technology in finance has achieved
very good results. At present, the specific application of data mining technology in is
mainly reflected in the following aspects [7].

First, risk management. The financial service industry will come to different con-
clusions under the influence of various factors when measuring the credit efficiency
and customer credit rating. The methods of data mining, including feature selection and
attribute association analysis, can determine the related factors and non related factors.
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For example, there are many reasons related to the problem of credit repayment, but the
core reason is the ratio of interest to income. Commercial banks may adjust their credit
supply strategies. At the same time, through the analysis of historical data in this regard,
it is helpful to manage business problems.

Second, industry correlation analysis. By using data mining technology to analyze
a large number of transaction data information of the company and establish the corre-
sponding mathematical model, we can find the market trend, customer demand change
and other trend signals behind many transaction information. The company can use
these information systems to gain insight into the relevant change trends of the finan-
cial service industry and timely adjust the company’s operation strategy to support the
company to make reasonable evaluation and decisions. For example, commercial banks
keep a wealth of customer transaction information. Using association analysis, they can
find the hidden relationship network in the database, which helps to tap and analyze the
guests’ usual income, purchasing power, purchasing habits and other aspects, and find
the potential needs of guests.

Third, customer relationship management. This refers to the integrated marketing
implemented by enterprises to customers through the use of data mining technology.
It is the realization of technical implementation and management of enterprise sales
with customers as the core. It is mainly used to attract and leave useful managers of the
enterprise. Customer relationship management technology mainly includes the follow-
ing four aspects: customer collection, customer classification, customer profit potential
research and customer service quality maintenance. Data mining technology can obtain
the conventional signals formed in the communication between customers and financial
companies, and study customer behavior. From this technology, we can further explore
and find the lawof customers’ psychological activities, so as to further improve the indus-
try share of products and the comprehensive competitiveness of small andmedium-sized
enterprises.

Fourth, strictly suppress and prevent online financial fraud, money laundering and
market economycrimes. There is usually hugemoney circulation among customers in the
field of financial services, resulting in many economic crimes such as financial fraud and
money laundering, including stealing user secrets through card theft,malicious overdraft,
counterfeiting bank cards, andmoney laundering. Criminal activities in financial services
have become one of the thorny problems encountered by the industry today, which also
requires strict supervision in the field of financial services to prevent financial risks and
identify fraud in financial institutions.. To detect bank crime, the most important thing is
to combine a large amount of relevant information, such as industrial economy, personal
credit and other risk data, and then use a variety of different data mining means and
methods to find out abnormal behavior, and use the frequent large cash flow turnover in
the short term or a few people to estimate its harm degree, so as to provide reference data
for decision-makers to avoid risks. In addition, data mining technology can dig out their
hidden commonalities by studying these fraud activities, and can timely issue warnings
to enterprises and urge companies to do a good job in management [8].
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5 Construction of Risk Early Warning Model

Firstly, the riskwarning index reflecting the characteristics of the onlinefinancial industry
is constructed, and the significance of the index is detected. If the indicator is not obvious,
the indicator will be eliminated; If the index is obvious, the principal component analysis
is used to reduce the dimension and refine themain components. Then, some information
of the extracted principal components is input into BP neural network as a training set, so
as to form a crisis early warning model of Internet financial enterprises using BP neural
network. Each principal component can be regarded as a linear combination of original
variables, and there is no correlation between them, so as to reduce the dimension of
variables. The specific algorithm steps are as follows:

Yij = XIJ − EXJ√
DX J

For the calculation of the correlation coefficient matrix of matrix R, the formula is:

rij =
√∑n

k=1 (Xki − Xi)
2(Xkj−Xj)2

√∑n
k=1 (Xki − Xi)

2 ∑n
k=1 (Xkj − Xj)

2

Then, the test set is injected into the trainedmodel to detect the stability of themodel.
Finally, input the overall information, and then draw the final early warning conclusion.
The specific process is shown in Fig. 1.[9]The basic principle of principal component
analysis is to use the method of mathematical transformation to transform the original
multiple variables into several variables that can represent most of the information of
the original variables, which is called principal component analysis [9].

Fig. 1. Risk early warning portfolio model

Early warning target is also the core of risk early warning model. The main reason
for the mutual influence of China’s financial services enterprises is the complex risks of
the Internet. Therefore, after establishing the early warningmodel, the enterprise should,
according to the enterprise characteristics and business characteristics, select 18 main
indicators from the five aspects of solvency, profitability and cash flow as the benchmark
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Fig. 2. Risk early warning indicators

of enterprise risk assessment, andmake a comprehensive evaluation from the five aspects
of operation and development ability and stock indicators, as shown in Fig. 2 [10].

At present, as far as online financial institutions are concerned, the scope of risks they
can identify is not comprehensive, and they face different business risks under different
business modes. But in general, this paper mainly gives the following opinions on the
risk management of Internet Finance: first, improve the risk mechanism of enterprises,
Improve the transparency of integrity “To minimize the harm caused by trust bird infor-
mation asymmetry to enterprises. At the same time, online financial institutions should
pay attention to the identification and integrity evaluation of basic investors by enter-
prises, and strengthen efforts to eliminate the disadvantages caused by the virtuality of
the Internet, so as to reduce such losses. Second, further improve the industry control
system, and improve the early warning level of online financial risks by improving the
openness to the whole field and clarifying the legal bottom line. Online financial insti-
tutions Institutions cannot legally raise funds, do not occupy enterprise funds and other
illegal acts. We will improve the self-discipline system of the Internet financial industry
and the supervision of local government departments over the Internet financial indus-
try, so as to promote the sound development of the Internet financial industry. In recent
years, there have been some deviations from the norms in the field of Internet finance.
After that, there have been many phenomena, which have done harm to all stakeholders.
Therefore, we must effectively control the risk before it occurs, so as to minimize the
loss. Therefore, we must build a more sound Internet financial risk prevention model
[11–15].

6 Conclusions

The sustainable development of Internet financial platform has promoted the financial
industry to gradually improve the traditional management mode. Under the far-reaching
influence of the Internet era, we are timely aware of the great significance of the establish-
ment of online financial service platform, and can carry out corresponding standardized
management of market competition. At this stage, we must fully consider the important
factors of big data mining technology for the development of online financial service
platform, and use big data analysis technology to promote the long-term development



Construction of Internet Financial Risk Early Warning Model 205

of finance. The financial industry can actively adapt to the new situation of the market
under the new financial market management mode, establish scientific and reasonable
risk control measures, and fully grasp the reality and application value of big data mining
technology in the financial field and financial insurance field under the guidance of the
principle of step-by-step, so as to minimize the probability of major risk problems and
effectively manage the business risks in the platform.
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Abstract. Aiming at the increasingly urgent problems to be solved in the trace-
ability of big data and goods such as logistics, capital flow, information flow and
business flow of logistics enterprises, this paper provides blockchain intelligent
logistics model and blockchain consensus algorithm for the non repudiation and
capital security of supply chain authentication and anti-counterfeiting technology
of logistics enterprises. This paper mainly analyzes the technical problems and
transaction modes encountered in the process of traditional logistics transactions,
and puts forward the basic idea of using cloud computing and blockchain technol-
ogy to overcome their shortcomings.According to the technical characteristics and
characteristics of cloud computing and blockchain, combinedwith their respective
advantages, this paper introduces the technical advantages of intelligent logistics
blockchain. The definition and concept of intelligent logistics blockchain are pro-
posed, and the calculation model based on the consistency algorithm of intelligent
logistics blockchain is given.

Keywords: Intelligent Logistics · Blockchain · Consensus Algorithm

1 Introduction

With the development of digital currency, people pay more and more attention to
blockchain technology, and the core of blockchain technology is paid more and more
attention. It is particularly important to deeply study the consensus understanding mech-
anism of the core technology of blockchain technology. The application of blockchain
technology in the Internet of things is one of the research hotspots. Consensusmechanism
is also one of the core technologies of blockchain, which is in the stage of decentral-
ization. It has an important impact on the key technologies of the Internet of things in
terms of value anchoring, transaction processing speed, transaction confirmation delay,
security and efficiency, payment verification delay, information security and scalability.
The audit core transaction mode of the independent e-commerce certification center will
face information security problems: first, it is vulnerable to security challenges, resulting
in the disclosure and disclosure of a large number of personal confidential information;
Second, the authenticity and traceability of the user’s identity cannot be verified, and
the unique identity of both parties to the transaction cannot be guaranteed; Third, it
shall be determined by both parties of the transaction; Fourth, due to a large number of
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unreliable business data, it is difficult to obtain complete and systematic logistics trans-
action information. The distribution of business data will be difficult. At the same time,
the information security of logistics transaction, the security of distribution trade and
the trust of upstream and downstream customers need to be solved urgently. Therefore,
using blockchain consensus algorithm to solve the decentralization of logistics transac-
tions and trust between users has important scientific commonality, great scientific and
technological significance and economic value.

2 Definition of Consensus Algorithm

Consensus question is a classic question in the research fields of social science, computer
science and other computer science and technology. It has a long research history and
has a long research history. At present, the research papers recorded in the literature
can be traced back to 1959 at least. In 1959, it was jointly carried out by the RAND
Corporation and with Edmund Eisenberg and David Gale of Brown University College
[1]. The main topic is to study how to form a group when a group of individuals have
their own subjective probability distribution in a specific probability space, How to
establish a consensus probability probability distribution. Then, ask questions. Since
then, the consensus question has gradually aroused questions and gradually attracted
extensive and general research interest in sociology, management, economics, especially
management theory, market economy, especially computer science and other disciplines
[2]. The generation block of the consensus mechanism selects the node with the greatest
contribution through the contribution algorithm, and gives the calculation formula of the
contribution algorithm:

MC =
∑N

n=1
ω2 ∗ �T2

ω1
+(KC)3 +

∑M

M=1
ω3 + ω4 ∗ (T1 − T2 − T3)

The consensus algorithm of the blockchain system will have to be applied in a more
complex, open and distrustful Internet environment with complexity, openness and lack
of confidence, because there are more nodes and malicious Byzantine nodes may exist
andmay appear. Therefore, although somedistributed consistency algorithms such asVR
and Paxos have been clearly put forward in the early 1980s, how to cross the Byzantine
fault tolerance gap and design and establish a simple distributed consensus algorithm
is still arithmetic, but it has always been one of the difficult problems in the field of
distributed computing.

Generally speaking, because the nodes of the blockchain system have the character-
istics of distributed, autonomous, open and free access, most of them adopt the character-
istics of P2P random access. Therefore, people mainly organize and distribute the global
system through p-2-p network to establish nodes around the world participating in data
verification, information authentication and bookkeeping. P2P node. Because each node
in the p-2-p network system has equal and relative status, and connects and interacts
with each other in a flat topology structure, there is no topology structure that connects
and interacts with each other, and does not produce a centralized special node and hierar-
chical structure. Each node will assume the network architecture. Therefore, each node
will perform online routing, verification and authentication block data, dissemination of
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information, transmission of block data Basic functions such as discovering new nodes
and other information, and appearing new nodes [3]. The blockchain system adopts a
specific economic incentive mechanism to ensure that all nodes in the distributed sys-
tem have the motivation to participate in the data capacity, participate in the generation,
formation and verification process of information blocks, and allocate the digital cryp-
tocurrency formed in the process generated by the consensus process according to and
according to the work volume actually completed by the nodes, The consensus algorithm
is used to select specific nodes, calculate and filter special links, and add new blocks to
the blockchain Medium The vigorous development of a series of blockchain technol-
ogy applications represented by bitcoin not only highlights the rise, but also reflects the
importance, application necessity and use value of blockchain technology. Therefore, the
consensus of blockchain system has also become a new research hotspot [4]. According
to the probability shown in the figure, conduct discrete-time random walk to tips and
find the established goal:

PIJ = EXP(−α(KI − KJ ))(
∑

Z→I

EXP(−α(KI − KZ )))−1

3 Intelligent Blockchain Technology

(1) Blockchain
At present, there are several blockchain alliances in the world. Each alliance will
define blockchain according to its own research focus. In Wikipedia, blockchain
is defined as a distributed database that can be used to manage data in time order
and ensure that data cannot be tampered with. The concept definition of blockchain
was first mentioned in the paper “bitcoin:: a peer-to-peer electronic cash system”
written by the researcher of “Nakamoto” published by a Japanese scholar with the
pseudonym of “Nakamoto” in 2008. Because the blockchain stores a large amount
of transaction information and a huge amount of exchange data, it is equivalent
to a database. Literature presentation system. Therefore, this paper believes that
blockchain is a data structure that can link blocks from back to front and connect
them from back to front according to the time sequence. Asymmetric encryption
technology is used to ensure that it can not be protected, modified, tampered with
and forged. Table 1 is the account book. For example, Table 1 shows the block chain
structure diagram, where a ≥ 0 (when a = 0, a ≥ 0 (when a = 0, it represents the
creation block), and the block is composed of a block header and a block body. The
block header includes the hash value, version number, time date stamp, difficulty
target, nonce value and Merkle root of the parent block. The block body stores a
large amount of transaction information, while the blocks in the region store a large
amount of transaction information [5].

Blockchain is decentralized and open. It also has the characteristics of DE value
anchor, openness, consensus mechanism and non tampering, so as to ensure the modifi-
cation of content, so as to ensure the correctness and security of transaction information
and data. Firstly, the decentralization of blockchain makes each value anchor have the
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right to share transaction information data among nodes and verify the correctness of
the information; Verify the accuracy; Secondly, the openness of blockchain is character-
ized by that each open blockchain is characterized by that each node can join or exit at
any time; Be able to enter and withdraw at any time; Thirdly, the characteristics of the
blockchain consensus mechanism can enable the nodes without contact to reach agree-
ment directly through the consensus mechanism; Consultation; Finally, the tamper proof
feature of blockchain is that based on the modified feature, the hash algorithm is used to
ensure that the transaction information will not be changed [5]. In addition, it cannot be
modified according to the application scenario and openness. In addition, blockchains
can be divided into public chains, alliance chains and private chains according to the
application occasions and the scope of information disclosure.

Table 1. Blockchain structure

(2) Consensus mechanism
Decentralized value anchor is a core and key element of blockchain. Because the
power of each node is the same, in order to ensure the mutual cooperation between
each node, a set of algorithm is required, and the value is the same. Therefore, if
you want to determine the mutual cooperation between different nodes, there must
be a calculation. This set of algorithm is called calculation, which is called con-
sensus mechanism. Mechanism [6]. The research mechanism of consensus mecha-
nism originated relatively early. In 1982, it was also quite early. In 1982, Lamport,
Shostak and pease proposed that Shostak and pease jointly studied how to reach
the Byzantine general problem in the consensus agreement under the condition of
Byzantine nodes, which promoted and promoted the development mechanism of
consensus mechanism. The blockchain core technology consensus mechanism was
first applied to bitcoin. Later, with the continuous development and further develop-
ment and improvement of blockchain technology, the consensusmechanismbecame
more and more mature. The common mechanism is also becoming more and more
perfect. Common consensusmechanisms include proof of workload, proof of stake,
proof of authorized equity, proof of authority, proof of combustion, proof of contri-
bution, proof of existence, proof of data recoverability, proof of storage, Byzantine
fault tolerance, etc. [7].
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4 Logistics Transaction Process and Model

(1) Logistics transaction process
At present, in addition to using the relevant modules of the logistics information
management network system to customize the transportation plan and the ware-
housing module to simply manage the warehousing, the corresponding template
is provided to formulate the logistics distribution scheme, and the warehousing
template is used to keep and track the goods easily. Most operations still remain
in manual management and custody or the preservation of paper documents. The
logistics transaction process includes the order placing process, including customer
information management, warehousing, inventory counting, transportation track-
ing, transaction distribution tracking, trade feedback, etc. Because the detailed sen-
sitive information of the circulation logistics links such as transportation related
distribution expenses, document review, transaction document verification, trade
docking and goods integrity generated in this process is not unified, the whole sys-
tem centralized processing cannot be realized [8]. Therefore, the whole logistics
transaction process is not visible in the process, and it is unable to connect all
customers in the supply chain to provide efficient logistics services, Nor can it be
connected to every user in the enterprise to realize effective distribution business,
nor can it meet the requirements of enterprise logistics decentralization and non
repudiation.

(2) Traditional logistics transaction mode
The traditional logistics distribution center transaction model has a certain model
and has reached the corresponding degree of modernization. Through, we can use
the operation specifications and rules of the logistics distribution center, the tech-
nology and means of intelligent identification of the Internet of things, and use
the network station and database of the logistics distribution center to establish an
information network platform, as shown in Fig. 1. Users can provide information
on their network platform to realize data query and logistics transaction. Once such
a centralized commodity transaction information data platform is attacked by hack-
ers, it will steal and steal sensitive information in the database system, resulting
in data leakage; Disclosure of customer information; The imperfect user review
mechanism leads to the imperfect network review system, resulting in the prolifer-
ation of online registered users and customers, which can not eliminate false and
prevent unfair competition such as virtual commodity trading; Improper activities
of logistics transportation; In case of loss of goods, loss of goods and dishonest
transactions during the transportation of goods, it is impossible to trace the origin
of goods, collect trade, obtain the origin of goods, and obtain comprehensive, com-
plete and systematic logistics transactions and effective goods trade information.
The above problems and situations can not be properly solved under the premise of
the traditional logistics goods centralization model. Therefore, it is proposed that
cloud computing technology and blockchain technology should be applied to the
logistics transaction model to achieve decentralization and apply to the goods trade
model, so as to realize the purpose of DE value anchor, honest transaction, traceable
trade and traceability [9].
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Fig. 1. Traditional logistics management mode

(3) Logistics blockchain Technology
Liang Bin understood the consensus mechanism and mechanism of blockchain
through “mining with bitcoin”, described in detail the advantages and disadvan-
tages of the four basic consensus mechanisms under the office chain, pointed out
the characteristics of the mechanism, and put forward a consensus mechanism
that does not require complete consensus under the alliance chain. Wang miaojuan
pointed out the mechanism [10]. Wang miaojuan believes that due to the potential
security risks caused by the information caused by the complete and full trans-
parency of blockchain data, as well as the increase of data due to the increase of
the number of statistical information, it is more and more difficult to save data
analysis between node storage, as well as the information game caused by the com-
petition caused by node competition. Finally, she envisages the issuance of tokens
based on the design, development and adoption of blockchain, In order to real-
ize the token system of information technology, in order to carry out the digital
management of logistics express business and distribution service and the storage
of package data and quantity information [11]. The scheme is not divorced from
preservation in essence. Although this method can not fundamentally get rid of the
traditional token mode, it is applied in logistics business, but it also provides ideas
and Thoughts on the application of blockchain information technology in express
industry [12]. Logistics chain technology integrates information flow, transporta-
tion and storage, and spans multiple logistics steps, many processes, hundreds of
locations and destinations, which makes event tracking, historical data tracking,
verification and verification, and unexpected response speed all face challenges.
Moreover, it is difficult to investigate and study illegal activities in the logistics
chain due to the lack of transparency. In fact, blockchain information technology is
a safe and efficient multi-party and effective distributed ledger system with multi-
ple information exchange and interactionmodes. Its decentralization, tamperability,
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forgery and high transparency make it transparent, making it an excellent tool to
change the best chain of the logistics chain. Each participant in all chains of the
logistics chain can be in a consensus network, which can provide simple and effec-
tive tracking tools for customers and auditors, and more simple and efficient tracing
work [13].

5 Design of Intelligent Logistics Blockchain Consensus Algorithm
Model

In order to realize resources, in order to meet the user needs for information flexibility,
rapid adjustment between nodes, low scheduling, cost reduction and high robustness,
as well as the application requirements of various transactions and high robustness,
no trading entity needs to deploy large-scale computing clusters in local organizations.
All large computing groups, because any consensus authentication process has verifi-
cation, and the calculation is completed through blockchain or cloud network platform
in the process. Therefore, the operation is carried out. Therefore, it further proposes to
build a logistics distribution blockchain model based on cloud computing technology
[14]. Pattern based. The logistics distribution blockchain model model based on cloud
computing technology truly reflects the core requirements of decentralization. Multiple
authentication, that is, multiple application nodes cooperate to verify any transaction
activities in logistics activities. In the long run, considering the upstream suppliers and
downstream sellers, the upstream providers and downstream distributors are dynamic,
which can be guaranteed. In this way, we can improve the number of nodes, prevent the
total amount of malicious nodes and avoid large-scale destruction and massive attacks
of malicious nodes. Each authentication node is the beneficiary of logistics transaction
service trade behavior, will actively abide by the main promoter, and will independently
implement the consensus authentication mechanism. Therefore, it is consistent with the
verification system. Therefore, the logistics service blockchain model of base cloud
computing has a high transaction mode and strong trade stability and fault tolerance. As
can be seen from Fig. 2, based on the second middle school, according to the logistics
blockchain model of cloud computing, all transaction authentication behaviors are in the
same mode, and all trade verification actions are performed on the Hadoop blockchain
cloud platform. Firstly, the map function is used to dynamically allocate n nodes to
each transaction information to different trading entities, then simulate its transaction
authentication process and the process of trade verification, and then transfer the logistics
transaction trade information through the hash encryption algorithm. Then, the Byzan-
tine consensus ((pbft)) algorithm is used to complete the authentication, and the reduce
function is used to realize the protocol processing in the reuse of the authentication
process. The overall authentication process has, The whole verification process has high
fault tolerance, which is convenient for internal transactions, which is also conducive
to the cooperation of trade subjects, suppliers and sellers in the company to maintain
the logistics transaction and distribution trade information system. Blockchain uses con-
sensus mechanism and Hadoop and Hadoop distributed storage information technology
to achieve logistics decentralization, which can realize the decentralization and tamper-
ability of goods, customization, and users can trace the source of all goods, the source
of the whole goods and the process of logistics and transportation [15].



Research on an Intelligent Logistics Blockchain Consensus Algorithm 213

Fig. 2. Logistics blockchain model based on Cloud Computing

6 Conclusions

Using blockchain technology and consensus algorithm, this paper designs an intelligent
consensus algorithm calculation research model on smart logistics, ensures the technical
requirements of decentralization and non tampering, solves and solves the computational
power problem of large-scale consensus operation, and provides a basis for a series of
problems faced by the logistics industry, such as opaque transactions and non disclo-
sure of information [16], The basic idea of blockchain solution is put forward. The
simulation results show that the module has high performance in security, stability and
throughput. However, the embodiment. However, due to the openness and transparency
of the blockchain, it also means that the logistics personal information is published in
the logistics network and user websites. While tracing the origin of the information flow,
some personal information that is not suitable to be disclosed and some personal infor-
mation that is not suitable to be disclosed will also be exposed. The next research will be
exposed. Therefore, future research and development work will focus on the structural
optimization of the construction mode of logistics decentralization model, And consider
the application of digital signature technology to do a good job in order to keep users’
privacy information safe and confidential.
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Abstract. In recent years,my country hasmade every effort to promote the invest-
ment and development of the sports tourism industry; adhere to market leadership,
government support, standardize the development of sports tourism activities, and
accelerate the formation of a sports tourism industry system and product system
with a reasonable system structure and complete functions. The purpose of this
paper is to study the application of the improved ID3 algorithm in the sports
tourism service system. The concept of sports tourism service system is studied
and divided into four systems for exposition. The relevant knowledge in the field
of data mining is introduced, the idea of ID3 algorithm and the criteria for ID3
algorithm to select splitting attributes are given, and then the research problem is
introduced; Based on the concept of misclassification ratio, a first pruning strategy
based on misclassification ratio is proposed, and the BAID3 algorithm is applied
to the weather analysis of the service system of sports tourism service system.
A decision tree about whether it is suitable for sports tourism is constructed, and
compared with the traditional ID3 algorithm and the C4.5 algorithm, the BAID3
algorithm is better than the ID3 algorithm and the C4.5 algorithm in the number
of internal nodes and the number of leaf nodes.

Keywords: Improving ID3 Algorithm · Sports Tourism · Tourism Service ·
Service System

1 Introduction

After the material needs of the masses are met, the demand for services and products at
the spiritual level begins to increase. At the same time, leisure time is also increasing.
The tourism industry has developed rapidly around the world. Tourists no longer stop
to participate in traditional single Sightseeing tourism activities, but to the pursuit of
experience, recreation and fitness leisure sports activities [1, 2]. The integration of sports
and tourismhas given birth to sports tourism, a new type of tourism that integrates leisure,
fitness and entertainment. Therefore, sports tourismhas becomeanewdevelopment trend
of modern tourism and is favored by tourists from all over the world [3, 4].

With the increasing development of sports+ tourism, policy documents related to the
development of sports tourism have been issued one after another, and the development
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of sports tourism in various provinces and cities is in full swing [5]. As a sporting activity
with a long tradition, existing products and future prospects, golf is a first-class tourism
resource, for which Daries N developed an integrated model for analyzing golf course
websites: an analysis based on web content with four dimensions (i.e. information,
communication, e-commerce and additional functions), and the stages of extending the
model [6]. Putra F analyzes potential interest in PERSIS Solo sports tourism in Suragada
following Manahan Solo Stadium renovation plan. This type of research is descriptive
qualitative research. The analysis method uses SWOT, and the results show that PERSIS
Solo is in the first quadrant, so club management can adopt policies that use the power of
the internal environment to maximize the existing market opportunities [7]. Therefore,
it is necessary to study the data analysis in the sports tourism service system [8].

This paper introduces the basic idea, basic process and production indicators of
the decision tree classification algorithm, and introduces several common decision tree
classification algorithms. Then it introduces the principle, description, advantages and
disadvantages of ID3 algorithm and the key content of the sports tourism service system.
The specific steps of improving the algorithm, the main data structure of the algorithm
application and the flow of the algorithm are also given. Finally, the improved ID3
algorithm is implemented on the development platform whose processing environment
is Eclipse. The improved ID3 algorithm is applied to the analysis example of sports
tourism service system. This example implements the comparison between the improved
ID3 algorithm and the original ID3 algorithm.

2 Research on Application of Improved ID3 Algorithm in Sports
Tourism Service System

2.1 Data Mining

(1) Decision tree
A decision tree is a tree structure similar to a flowchart. It takes a retrospective

top-down approach. Each node in a decision tree compares attribute values. The
downstream branches of a node are determined by the results of determining various
eigenvalues [9, 10]. Leaf nodes reflect the conclusions of the decision tree, and by
analogy, a decision tree is such an iterative tree structure. Among them, each node
without sheet represents the input attribute of the dataset, the corresponding attribute
value is defined as the attribute value, and the leaf node represents the final output
attribute value [11, 12].

The basic algorithm of decision tree is the greedy algorithm. The existing com-
monly used decision tree learning algorithms are based on this algorithm. The
algorithm uses retrospective search and top-down scrolling. This is the most basic
bootstrap algorithm. Among decision tree-based classification algorithms, ID3 is
the most classic bootstrapping algorithm [13, 14]. CART and C4.5 are extensions
of ID3. The main advantage of a decision tree is that it saves a lot of data prepro-
cessing tasks because its structure is simple and easy to understand and it is very
good at dealing with non-numeric data. The model has high efficiency and fast
sorting speed, and is especially suitable for large-scale data processing, does not
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require knowledge other than training data, and has high accuracy. It is currently the
leading classification technology and has been successfully applied to data analysis
in multiple industries [15, 16].

(2) ID3 algorithm
The core of the ID3 algorithm is: if the attributes at all levels of the decision

tree are selected, the information gain is used as the attribute selection criterion,
so if each node without leaves is checked, the maximum category information of
the test record is obtained. The method is as follows: discover all attributes, select
the attribute with the highest information gain to create a decision tree node, create
branches with different attribute values, then call the method retroactively on a
subset of each branch, creating a branch for node determination. Trees up to all
subsets contain only the same class of data, resulting in decision trees that can be
used to classify new samples [17].

From the basic principle of the ID3 algorithm, it can be seen that the ID3
algorithm uses the information entropy value of each attribute to determine the
separation attributes in the data set, and the selection tends to favor attributes with
more values. In response to this problem, many methods have been proposed, such
as: profit rate method, Gini index method, G-statistics method and so on. From the
principles of many existing improved algorithms and the basic types of information
gain, it can be seen that the size of the information gain determines the informa-
tion entropy, and the information entropy is used to reflect the uncertainty of each
attribute in the entire dataset [18].

2.2 Sports Tourism Service System

Sports tourism has become a rising star in my country’s tourism industry, and it is a
new form of sports that combines sports and tourism. There are many definitions of
sports tourism, and there is a lot of controversy about the specific content and form of
distinguishing tourism and sports tourism. But no matter how the definition is studied
and analyzed, the basic definition of sports tourism contains an important key point, that
is, the sum of the social relations associated with the project of tourists who participate
in or watch various sports content. The sports tourism service system should include
management system, supply system, product system and service system.

The management system of the sports tourism service system is the institution and
department that manages the ice and snow sports tourism service activities.

The supply system of the sports tourism service system refers to the collection of
enterprises, organizations and departments that interact with tourists with the goal of
improving tourist satisfaction, including sports and leisure business venues, tourism
companies, public welfare clubs and for-profit sports companies, etc.

The product system of the sports tourism service system refers to all sports activities
that are finally provided to tourists as products through resource development, including
sports event tourism products, sports leisure tourism products, festival tourism products
and national traditional sports tourism products.

The service system of the sports tourism service system refers to the service content
and specific measures and behaviors provided by the service provider to improve the
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pleasure level of tourists in the process of tourism experience, including supporting
equipment and facilities, auxiliary items and services.

3 Investigation and Research on Application of Improved ID3
Algorithm in Sports Tourism Service System

3.1 BAID3 Algorithm

The BAID3 algorithm uses the improved information gain as its attribute selection cri-
teria. Based on the information gain adopted by the original ID3 algorithm, the cor-
responding relationship between attributes and class tags, the distribution of attribute
values, and the corresponding relationship between attribute values and class tags are
calculated. Taking this into account, that is, using the influence factor of the attribute
and the influence factor of the attribute value to modify the original calculation of the
information gain.

After adding the influence factor of the attribute, the improved expected information
amount C_InfoA(Set) required to classify any tuple in the training dataset Set according
to the attribute A is defined as:

C_InfoA(Set) = IFAs(A, Set)× Info(Set)

= Diff(Set)

Diff(S)
×

m∑

i=1

pi log2(pi)
(1)

Among them, pi represents the non-zero probability that any tuple in the training
dataset Set belongs to the class Ci. After adding the influence factor of the attribute
value, the dataset Set needs to be split according to the discrete attribute A to achieve an
accurate classification. The total improved information amountW_InfoA(Set) is defined
as:

W_InfoA(Set) =
v∑

j=1

⎛

⎜⎜⎜⎝

t∑

i=1

(
IFAVs(aj,Ci)

×(−pi log 2pi)

)

×
∣∣Setj

∣∣
|Set|

⎞

⎟⎟⎟⎠ (2)

Among them, |Setj|/|Set| represents the weight of the jth subset, pi represents the
non-zero probability that any tuple in the training data set Setj belongs to class Ci, pi
= |Ci, Setj|/|Setj|, S is the original sample set. Like the ID3 algorithm, the smaller the
amount of information required, the higher the purity of the division.

3.2 Example Application of Sports Tourism Service Algorithm

In order to illustrate the applicationmethod of the BAID3 algorithm in the sports tourism
service system, we use the following example to illustrate it. In order to improve the
pleasure level of tourists in the process of sports tourism experience, the service system
of the sports tourism service system in this paper provides weather analysis services.
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Select the randomly selected training sample set about “climate” in February 2022.
In the sample set, each attribute is discrete, among which “weather”, “temperature”,
“humidity” and “wind” are general attributes, “Sports” is a class label attribute, which
has two different attribute values {Suitable for sports tourism, not suitable for sports
tourism}; therefore, there are two different classes here, let class C1 represent “Sports
tourism”, and class C2 represent “Not suitable for sports tourism”. There are 9 tuples
belonging to class “fit” and 5 tuples belonging to class “not fit”.

Experimental running environment: Intel(R) Core(TM) 2 Quad CPU Q8400 @
2.66 GHz 2.67 GHz, 2.00 GB RAM, Windows 7, Eclipse Java EE IDE for Web
Developers.

4 Analysis and Research on Application of Improved ID3
Algorithm in Sports Tourism Service System

4.1 Algorithm Application Process

Among the four attributes, the attribute “weather” has the highest information gain, so
“weather” is selected as the division attribute. Label the nodeN as the attribute “weather”
and grow branches with each attribute value of “weather”, the tuples in the training
dataset Set are divided into three subsets as shown in Fig. 1. We notice that the tuples
that fall into the “weather= cloudy” branch all belong to the same class label “suitable”,
so a leaf node should be created at the end of this branch and label this leaf node as
“suitable”. Finally, the decision tree structure established by the BAID3 algorithm is
shown in Fig. 1, which is used to predict whether a certain day is suitable for sports
tourism, each internal node represents a test attribute, and each leaf node represents a
class label (“Suitable for sports tourism”).” or “Not suitable for sports tourism”).

Fig. 1. The decision tree generated by the BAID3 algorithm based on the dataset

4.2 Algorithm Comparison

The decision tree generated by the BAID3 algorithm under different misclassification
ratio thresholds δ is superior to the ID3 algorithm and the C4.5 algorithm in both the
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number of internal nodes and the number of leaf nodes, as shown in Fig. 2. Therefore,
the decision tree structure constructed by the BAID3 algorithm is simpler and more
reasonable and easier to analyze and understand, that is, the decision tree structure gen-
erated by the BAID3 algorithm is more reasonable and accurate; and the C4.5 algorithm,
as an improved algorithm of ID3, the structure of the decision tree constructed is also
excellent. Based on the ID3 algorithm, as shown in Table 1.

When the misclassification ratio threshold δ is 0 (at this time, the BAID3 algorithm
has not undergone any pre-pruning operation in the entire decision tree generation pro-
cess), the structure of the decision tree generated by the BAID3 algorithm is better than
the ID3 algorithm, because the BAID3 algorithm has The improved information gain
is used to select the attributes for dividing the data set, which overcomes the problem
of multi-value bias in the traditional ID3 algorithm to a certain extent, so the generated
decision tree is more reasonable and closer to the ideal. Decision tree structure. When
the misclassification ratio threshold δ is not 0 (at this time, the BAID3 algorithm will
take a certain first pruning operation in the decision tree generation process), the reason
why the decision tree structure generated by the BAID3 algorithm is better than the ID3
algorithm and C4. 5 The algorithm is not only because it overcomes the problem of
multi-value bias, but also because of the adoption of the first pruning strategy, which
removes the decision tree branches caused by noise or outliers, and avoids the occurrence
of overfitting. This makes the decision tree structure more reasonable.

Table 1. Algorithm Comparison Results

Misclassification ratio threshold δ ID3 algorithm C4.5 Algorithm BAID3 algorithm

0.02 6820 5721 6032

0.04 7052 5551 5529

0.06 6950 5632 5367

0.08 7012 5488 5018

0.10 6990 5716 4872

0.12 7054 5688 3567

0.14 6811 5628 3261

0.16 6850 5569 2888

0.18 6915 5578 2197

0.20 6973 5690 1847



Improved ID3 Algorithm in Sports Tourism Service System 221

Fig. 2. The number of leaf nodes of the decision tree generated under different misclassification
ratio thresholds δ

5 Conclusions

The sports industry is becoming more and more popular, and sports tourism, as a part of
it, plays a vital role. In the context of the continuous improvement of China’s economic
development level, people’s living needs have shifted from basic physical activities to
outdoor leisure activities and tourism activities far away from the place of residence, and
the pursuit of a spiritual level centered on health, family affection and life experience is
increasingly escalating Therefore, sports tourism has become a research hotspot. Starting
froma large amount of accumulatedweather rawdata, this papermainly uses the decision
tree classification algorithm of data classification, combined with the improved decision
tree classification ID3 algorithm to analyze the specific trends of customer groups and
formulate relevant strategies. It focuses on the analysis of sports tourism travel plans
of various types of tourists, provides scientific knowledge support for sports tourism
servicemanagement and sports tourismmarketing strategies, and has important practical
significance in the application of sports tourism informatization.
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2018. Acta Universitatis Lodziensis Folia Sociologica 75(208–600X), 133–139 (2020)

14. Tayebisani, S., Rouhani, A.: Shahrood sport tourism planning using SWOT technique with
emphasis on natural attractions. Int. J. Cult. Tour. Hosp. Res. 7(1.2), 65–82 (2020)

15. Choi, Y.J., Kim, H.Y., Hur, S.E., et al.: A study on exploring of moving sports tourism: case
of bicycle tourism. J. Sports Appl. Sci. 4(1), 14–27 (2020)

16. Harahap, Z., Kartika, T.: Community development in sports tourismdevelopment as economic
driver inclusive in south sumatera. J. Indones. Tour. Hosp. Recreat. 3(2), 197–206 (2020)

17. González-García, R.J., Escamilla-Fajardo, P., López-Carril, S., et al.: Residents’ perceptions
of sports tourism: impacts, quality of life and support for the industry. Cuadernos de Psicologia
del Deporte20(2), 174–188 (2020)

18. Petrovi, M.D.: Editorial on sports tourism issue. J. Hosp. Tour. Res. 45(1), 1–3 (2020)



Design of Public Sports Service System
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Abstract. With the deepening of digital construction in the field of public sports,
the volume of public sports resources has also become very large. Some public
cultural and sports service units have built digital service network sites, using
the Internet to allow users to obtain resources and share in a timely manner. The
purpose of this paper is to study the design of public sports service system based
on the era of 5G+ artificial intelligence. Combined with the development level at
home and abroad, give a suitable solution for the current situation in China, and
design and implement a public cultural and sports resource service system; sort
out the business requirements of the system to ensure that the system can solve the
research problems; use the sports industry public service cloud platform As the
carrier, the instant messaging system of the platform can provide sports business
consulting services and platform consulting services for the platform audience,
and the implementation of the system data statistics module is analyzed in detail,
combined with the actual application scenarios, so that the system can meet the
overall design and expectations.

Keywords: Artificial Intelligence · 5G Technology · Public Sports · Service
System

1 Introduction

Urban community public sports service is the focus and part of national public service
construction, and the construction of healthy urban community cannot be separated from
the rational distribution of public sports service resources [1, 2]. Achieving the balanced
development of the supply of public sports services in urban communities is an important
way to achieve social equity and a social redistribution of public sports services [3, 4].
Integrating health into every link of urban construction fully reflects the importance
and necessity of urban community public sports services in the process of promoting
the “Healthy China” strategy. Improving the supply of public sports services in urban
communities is an effective means to improve the health level of community residents
and promote the construction of “Healthy China” [5].

Public sports services are a hot topic at the moment, and Oh H’s research focuses
on extracting the factors that influence user satisfaction who regularly use large public
sports centers, and using them in the planning and operation of future facilities. In terms
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of theoretical background, the definitions, samples and facility satisfaction factors of
large public sports complexes are reviewed. Through the survey, the factors affecting
user satisfaction are analyzed in the order of program level and type, sports equipment,
convenience of visiting facilities and program price [6]. Elebi E’s study of 176 sports
fans found that public relations strategies (controlling reciprocity, trust, satisfaction)were
precursors to fan loyalty. In addition, public relations perceptions were found to be a
determinant factor in supporting sports clubbehavior. Sports fans define their relationship
with sports organizations as a public relationship based on one-sided support rather than
an exchange based on mutual benefit. As a result of the study, several recommendations
were made for sports clubs to improve the quality of their relationships with supporter
groups [7]. Therefore, it is feasible to build a public sports service system under the
background of 5G + artificial intelligence era.

The innovation of this paper: In terms of research content, combined with the current
national vigorous promotion of the development of intelligent public sports services and
the implementation of the “5G+ artificial intelligence” action plan, the community is the
starting point to study the development of public sports service systems. For other public
sports The subject research of the service is relatively new, and it is also the expansion
of the content. Using basic analysis to understand the public’s needs and reasons for
intelligent public sports service equipment, platforms, and content, and then analyze
the influencing factors of demand, and innovate the research perspective of intelligent
public sports service system.

2 Research on the Design of Public Sports Service System
in the Era of 5G + Artificial Intelligence

2.1 5G Technology

The high speed and convenience of 5G technology make the application of digital sports
more extensive. Digital sports is the conversion of traditional sports into the application
of digital technology under the promotion of digital technology tomeet the user’s purpose
of physical exercise [8, 9]. Themobile public sports service system itself is a digital sports
activity. The development of the mobile public sports service system should seize the
development opportunity of 5G, change the way of thinking, re-cognize mobile e-sports,
and create a new market orientation. To meet the needs of sports, develop traditional
sports services [10]. The breakthrough of 5G technology has promoted the widespread
popularity of instant messaging, which enables users to experience public sports services
without leaving their homes, and is no longer limited by the limitations of traditional
venues.

2.2 Artificial Intelligence

With the development of science and technology, artificial intelligence technology is
becoming more and more mature, and it is more and more applied to traditional services,
enabling it to actively and automatically obtain information, conduct analysis, andmatch
needs. Therefore,while applying artificial intelligence, it is necessary to regulate artificial
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intelligence and other related technologies [11, 12]. The problems brought about by the
development of artificial intelligence are mainly reflected in the legal and ethical aspects,
which are also the major disputes in the current development of artificial intelligence.
When developing artificial intelligence systems, it is necessary to pay attention to the
security of the system, to improve the security of the system at the professional and
technical level, and to strictly test the artificial intelligence technology and system, and
to improve the security of the artificial intelligence system under various guarantees [13,
14].

2.3 Sports Public Service

There are many classifications of public services, and according to different standards,
there are different classifications. According to the characteristics of public services,
public services can be divided into pure public services and quasi-public services (or
mixed public services); according to the functions of public services, public services can
be divided into maintenance public services, economic public services and social public
services. Services [15, 16].

The academic circle uses two terms for this proposition: “Sports Public Service” and
“Public Sports Service”. The objects denoted by the two concepts are identical, but there
has been debate as to which term is the most normative [17]. Whether it is “sports public
service” or “public sports service”, the conceptual cognitions expressed by the two tend
to be the same, that is, they both have public attributes, are dominated by government
departments, and participate in the society and individuals. The related sports products
and services are a combination of sports and public services [18].

2.4 Analysis of System Business Requirements

The system services of the sports venue service platform are mainly extracted from
actual consumption scenarios, and these services are established based on user needs.
The service platform system provides a new type of consumption service based on the
O2O model for both sports players and venue operators. Athletes do not need to blindly
search for suitable sports, and venue operators do not have to invest huge costs. In terms
of marketing, sports venue operators add their own venue information on the platform,
and add the sports services that venues can provide in their own venues. Project, and then
the venue information and sports project information will be submitted to the system
administrator for approval, and after completion, the information will be displayed on
the sports venue service platform. Sports participants only need to open the sports venue
service platform to browse all the surrounding sports venue resources in one stop, and
then they can view the detailed information and sports items of a venue on the platform,
and can also view the detailed introduction of each sports item. After understanding
the information of these sports resources, sports players can go offline to exercise or
consume.
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2.5 Cloud Computing Technology

The cloud computing model is actually to store a large amount of application software
and data in a cloud with super storage and computing functions built through virtualiza-
tion technology for users who access the cloud. Cloud computing is often used in data
computing and analysis. The distributed computing method divides the program that
needs to be calculated into thousands of subprograms, and hands these subprograms to
each IP network unit for processing. Finally, each processor aggregates the processing
results into the cloud platform to form the results. This computing mode can greatly
improve computing efficiency and reduce computing time, enabling users to enjoy super
network computer-like services with a computing power of more than 10 trillion oper-
ations per second, and the storage and computing power of cloud computing are based
on demand Scale by adding remote data center servers.

3 Investigation and Research on the Design of Public Sports
Service System in the Era of 5G + Artificial Intelligence

3.1 Architecture of Public Sports Service System

The instant messaging system in the public sports service cloud platform has a wide
range of uses. For example, when inquirers make inquiries to the information center,
they need to use the instant messaging system; when consumers purchase sports ser-
vices, they need to use the instant messaging system to learn more about the service
information; investors need to use the instant messaging system. An instant messaging
system is required for project information. The instant messaging system based on the
C/S architecture is the basis for the cloud application in the cloud platform to play its
functions. The operation mechanism of the instant messaging system service of the pub-
lic sports service cloud platform is as follows: users access the cloud platform, choose
to access the corresponding sub-platform according to their own needs, and enter the
information consultation questions in the sub-platform. After the cloud platform system
performs simple information processing, the user’s consultation information is sent to
the corresponding service window through the platform instant messaging system, and
the user can communicate with the corresponding staff. After the exchange, the user will
give feedback and evaluation of the service according to the service situation, and the
cloud platform system will analyze the feedback information and store it in the cloud
database for reference by relevant subjects.

3.2 System Data Statistical Model

The conversion rate of venue facilities booking is the ratio of the actual number of
registrations for the venue facilities to the total number of independent users visiting
the venue facilities introduction page of the mobile client within a period of time. The
calculation formula is formula (1). k represents the time period. If the calculation period
is onemonth, then k= 30, which is the conversion rate of venue facilities within 30 days.
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UVk represents the number of unique users visited by the mobile client on the kth day,
and DUk represents the number of subscribers on the kth day.

ConversionRate(k) =

k∑

n=1
DRk

k∑

n=1
UVk

• 100% (1)

The formula for calculating the utilization rate of venue facilities is formula (2).
UsageRate(k) represents the utilization rate of venue facilities, where k represents the
time period. If the utilization rate of a venue is calculated for one month, k = 30. DUk
represents the number of sessions actually used on the kth day, and DSk represents the
total number of sessions opened on the kth day.

UsageRate(k) =

k∑

n=1
DUk

k∑

n=1
DSk

• 100% (2)

4 Analysis and Research on the Design of Public Sports Service
System in the Era of 5G + Artificial Intelligence

4.1 System Function Module Design

The sports venue service system is divided into three modules, namely the front-end dis-
play module, the sports venue editing module and the administrator module, as shown in
Fig. 1. The front-end displaymodule includes the display of the home page of the service
platform, and the information required by the home page mainly includes the advertise-
ment information of the recommended position, the list of recommended venues, the
classification of commonly used venues, and the statistics of user behavior data. The
venue display function fulfills the requirements of displaying surrounding venues in
a list, displaying detailed information of each venue, and searching for corresponding
venues. The sports item display function fulfills the requirements of displaying various
sports items in a list, displaying the detailed information of a sport item and searching for
a specific sport item. The stadium editing module is mainly for stadium operators, and
performs account information management, stadium information editing, sports item
editing and authority verification operations. The administrator module has the high-
est authority of the platform, the user management adds and bans accounts, the sports
venue management audits the venue information, and the authority verification ensures
the security of important operations.

4.2 Implementation of System Data Statistics Module

The management background data statistics page has statistics on the usage data of
client users, such as the number of visits, readings, usage of venue facilities, etc., and
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Sports venue service system

Front-end display module

Stadium editing module

admin module

Fig. 1. Three modules of the system

the user’s behavior data is counted and displayed in the form of graphs, which can help
relevant agencies and units analyze public affairs. The use of cultural and sports resources
services, better allocation of resources, improve the effective supply of public cultural
and sports resources and services, rational allocation of common cultural and sports
resources, and data-driven service upgrades. The data returned by the client is calculated
by the server and stored in the database, and then the output front-end is displayed by
JS_Charts. The statistical data mainly include the number of client visits, the reading
volume of news information, the reading volume of event information, the statistics of
event participation data, the reading volume of venue facilities information, the number
of venue facilities reserved, the ranking of venue facilities, and the utilization rate of
venue facilities as shown in the Fig. 2, the age distribution of event participants, etc.,
according to this information, the conversion rate of the event activities, type preference
analysis, age distribution, etc., the usage distribution and usage rate of venue facilities,
etc. are shown in Table 1.

Table 1. Age distribution

Age distribution usage(%) user count

10–20 31 1996

21–30 38 2447

31–40 20 1288

other 11 708
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Fig. 2. Venue Facilities Utilization Rate

5 Conclusions

At present, with the strong support of national policies and the application of 5G +
artificial intelligence, many problems faced by the supply of public sports services in
urban communities will be effectively solved. Based on the theoretical perspective of 5G
+ artificial intelligence, this paper conducts an in-depth study on the supply of public
sports services in urban communities, in order to explore the internal connection of the
supply of public sports services in urban communities and the existing problems at this
stage, and try to propose the network governance of the public sports service system.
Action. It is hoped that it will be beneficial to the research work on urban community
public service governance in the newera, andmake contributions and efforts to strengthen
and innovate the construction of the social system and promote the modernization of the
national sports service system and governance capacity in the new era.
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Abstract. The appearance design of the product affects the overall design of the
product. Without a good product appearance design, there is no perfect product
design. In today’s knowledge economy, the shape design of products has irre-
placeable significance in the whole process of product manufacturing. This paper
starts with the characteristics of product appearance design, expounds the develop-
ment significance of the product appearance design system, and then describes the
goals that the automatic product appearance design system needs to achieve and
the characteristics of the work. Finally, the process of system design is expounded
on the basis of intelligent algorithm.

Keywords: Intelligent Algorithm · Product Appearance · Appearance Design ·
System Design

1 Introduction

Product design refers to the decorative or aesthetic qualities of an item. Product design
may contain a large number of 3D elements, such as the shape and feel of the product,
or flat elements such as shape, curve and color [1]. The product range is also very broad,
from technology and medical equipment to watches, jewelry and other luxury goods,
from home appliances to cars and buildings. The product design is exquisite, which
directly reflects the overall appearance of the enterprise. The product shape design is to
serve the product and create a good environment for the product to enter the international
market.

2 Aesthetic Features of Product Design

With the development of modern economy and society, people’s consumption think-
ing and aesthetic concepts have undergone tremendous changes, and the appearance of
modern commodities has become increasingly personalized [2]. Looking at the previous
products, there are relatively few style choices, mainly to achieve those main functions.
In addition to feature selection, the design also hasmany personality preferences, includ-
ing handsome, elegant, noble, cartoon and other colorful appearance changes to meet
the unique taste of people with various positions and identities. The main connotation
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of design is ergonomic factors, as well as the artistic significance of product design.
Pure plastic art, aiming to seek the sensual beauty produced in nature or influenced by
the artist. Compared with the shape design of the commodity, it must meet the basic
requirements and represent a technical solution. The design of a commodity needs to
use rational and logical thinking to guide perceptual and imaginative thinking, and take
problem-solving as the standard. It can be said that it is impossible to play freely [3].
Product design is not simply seeking personal aesthetic value, but a universal and diverse
life value orientation. It involves intellectual property, scientific and technological value,
economic benefits, social and psychological significance, etc. Based on the above objec-
tive value orientation, the design of goods must adhere to the following three main cri-
teria: practicality, economy and aesthetics. The so-called practicality means that when
using a commodity, the practicality of the commodity must be fully considered in order
to achieve the requirements of comfort, speed and safety. Moreover, people’s aesthetics
and consumption patterns should also be considered. Therefore, the design of the prod-
uct should not be guided by obvious formalism, but should only focus on the practicality
of the product, and cannot ignore other factors [4]. The so-called practical means that
the product needs to be adapted to the most advanced production technology in mod-
ern times, in order to obtain the highest benefit with the smallest financial resources,
material resources, labor and time. The so-called aesthetics means that the design of the
product shows a complete, healthy and harmonious new environment for production art
under the condition that it meets the purpose and technological requirements, decorates
people’s life and health as much as possible, and develops noble and happy aesthetics..
Practicality, economy and aesthetics are inextricably linked and cannot be ignored. Only
by organically combining and coordinating practicability, economy and aesthetics in the
design and production process, the product can fully display the creative design concept
and provide people with better services [5].

3 Development Significance of Product Appearance Design System

3.1 Research Background of Product Design Process

The product design process is a complex thinking process, with a wide range of high
uncertainties, covering most areas. In recent years, people’s requirements for product
design appearance design are also increasing. In order to efficiently carry out the cus-
tomized design of the product design shape, through the design program of the functional
components that can change or share the product design shape, and use CAD technology
to integrate each functional unit to achieve the diversity of product design appearance
design [6], Comprehensive evaluation of different appearance features, so as to get the
design scheme that best meets the designer’s requirements. Although the design pro-
cess is very simple, this scheme cannot be realized; another idea is to decompose the
knowledge about the design process into reuse knowledge, and obtain the knowledge
about the designer’s design process and the knowledge about the user’s needs. On this
basis, a knowledge base about the appearance of product design is established, and then
the prototype system is used to get the design scheme. Although this method has high
design efficiency, it relies too much on prior knowledge, and the obtained results cannot
meet the needs of users. Another aspect is to propose an artificial intelligence-based
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product design automation system, which uses the appearance to synthesize the product
design system and introduces the possibility of changing the skin, so that the product
design can be completed without programming [7]. According to the deficiencies of
these schemes, this paper presents a new product visual collaborative design method
based on intelligent algorithm based on human-machine collaborative interaction, and
introduces the general composition of the design environment.

3.2 Elements and Features of Automatic Product Appearance Design System

(1) Beauty and uniqueness
The beauty of design is something that people cannot control. But the more

things that can’t be mastered, the more worthy designers are eager to achieve per-
fection. However, uniqueness is one of the important factors in the formation of
style, and it is the key to product design. Product design attracts attention, makes
consumers interested, andquickly generates attractive purchasingmotives [8]. Prod-
uct appearance design must pay attention to color and shape, that is, personality and
style. Unique design that conveys the messages “I am different” and “I represent
an unforgettable atmosphere”.

(2) Cater to the preferences of the market and consumer groups
Themarket competition is becomingmore andmore fierce, and the products are

updated more and more, and the appearance also needs to be constantly updated to
adapt to the market demand and price trends. Therefore, enterprises must promote
product innovation to adapt to the ever-changing needs of customers, so as to achieve
the goal of further enhancing product competitiveness [9]. In the design, it is also
very beneficial to inject a pleasing exterior design. For example, the popular bionic
design can make people resonate with the aesthetic taste of the present. For another
example, popular bionic designs can easily guide consumers to agree on aesthetic
preferences. For example, the exterior design of the Geely Panda car is a very
mature case of bionic product design [10]. As the world’s second bioengineered
car after the Volkswagen Beetle, the Geely Panda is also becoming a classic. The
innovative design of the product is mainly based on the current popular information
and conforms to the development of the times. It can also bring a larger market to
the company.

(3) A large number of high-tech applications
The quality of design reflects to a considerable extent the degree of mate-

rial development, scientific and technological achievements in our country, and is
related to the level of scientific and technological development in our country. With
age, design is more strongly influenced by technical forms and types of knowledge
[11]. First, China’s booming high-tech industry has introduced a lot of new tech-
nologies from traditional production. The second is the diffusion of technology in
traditional industries, which has greatly changed the production mode of traditional
Chinese industries, popularized and applied in traditional Chinese production, and
integrated many advanced new technologies. Third, the application of various 3D
digital software technologies in the entire product design process greatly improves
the quality and speed of design.
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(4) Multifunction
The rapid progress and wide application of microelectronics, new materials,

new energy and high nanotechnology have greatly reduced the quantity, weight and
cost of materials required to perform the function of a single product, thus realizing
the integration of product functions. The multi-functional integrated product is
the inevitable result of people’s needs, technological development and changes
in market rules, and is more reflected in the product’s shape and product design.
In order to express the appearance of function, its life span is longer, but for the
appearance of style requirements, its life span is shorter. The integrated design is
more competitive in the market economy. So now, one or more mobile phones in
people’s hands is a good reflection of the power of multifunctional integration [12].

(5) Highlight people-oriented
The ergonomic appearance in the design is designed to make the product more

convenient and smooth to use. In order to meet the simple aesthetics, the shape of
traditional industrial product design began to emphasize practicality, making the
product suitable for human use. In our information age, the meaning of humaniza-
tion is becomingmore andmore abundant [13]. In the past, the traditional definition
of personalization often involved more intuitive spiritual elements, including per-
sonal safety, comfort, harmony with the surrounding environment, etc., but now
humanization refers to the spiritual elements of a consumer. Consumers not only
Able to use electronic products safely and happily, and at the same time get spiritual
experience in the practical applicationof electronic products [14]. Thedesign, devel-
opment, production, marketing and utilization of commodities all revolve around
the existence of “people”, while the social significance of commodity existence and
development all depend on human emotional factors. In this way, the reason for
judging people becomes particularly important.

4 Ways to Implement Intelligent Algorithms

4.1 Description Transformation of Designer Knowledge

Assuming that eij (1< i< n, 1< j< k) is used to describe the jth technique, there are k
techniques that can convert the ith innovation element into functional parameters, then
the set of conversion techniques can be constructed:

E = [E1,E2, . . . ,En]
T

In the formula Ei=[E1,E2, . . . ,Ei]T. According to the designer’s cognitive type,
different description conversion methods and rules are used, and data mining method is
used to convert the designer’s cognitive description.

4.2 Determination of Design Parameters

The parameters involved in the product design process can be transformed into the basic
parameter description problem through reconversion. The formula can be described as:
X = AX0
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In the formula, X0 =
(
x10, x20, . . . , xj0 . . . xno

)T, xj0 describes the functional param-
eters in the product design; A describes the parameter transformation matrix, and its
calculation formula is as follows:

A =
⎡

⎢
⎣

a11 · · · a1n
...

. . .
...

am1 · · · amn

⎤

⎥
⎦

Because there is an inevitable relationship between various product appearance and
design parameters, which leads to their contradictions and conflicts, the process of prod-
uct design and appearance design is the process of resolving parameter contradictions.
The entire problem solving process can be realized by using the solution state space of
the product design problem:

F(X) = [−x, xj
] = −

⎡

⎢
⎣

x1 · · · x1
...

. . .
...

xm · · · xm

⎤

⎥
⎦

In the formula, it is used to describe
[−x, xj

]
the conflict resolution matrix between

the F(X) parameters xi and; xj it is used to describe the operations that generate conflict
resolution and problem state transition. Through the above analysis, the following solu-
tion state space for innovative design problems can be obtained, which can be described
by the following two-tuples Xs, Xr, which Xs describes the initial problem state vector:

Xs = [x1, x2, . . . , xms]
T

It is exactly what the designers expected from the design solution. Xr Represents
all the questions that can be solved using the TRIZ contradiction matrix, the equation
states:

Xr = [x1, x2, . . . , xmr]
T

According to the above analysis method, the binary array (Xs, Xr) can be used
to evaluate the designer’s cognitive semantic mode, and then the product appearance
evaluation result obtained by the evaluator can be used to obtain the final design scheme.

In the design process, the color quantification data of the preliminary color scheme
completed by the designer is substituted into the color image prediction model, the color
multi-objective image value of each preliminary scheme is calculated, and the optimiza-
tion direction of the preliminary scheme is clarified by comparing with the color design
objectives. In the process of clarifying the optimization direction, different color scheme
design ideas are formed according to whether there is a consistent correlation between
key color variables and multi-objective imagery. If there is a consistent correlation, use
the correlation to adjust the key color variables to generate an optimized color scheme
[15]. On the contrary, the color multi-image optimization model is used to complete
the evaluation and optimization of multiple preliminary product color schemes. After
completing the optimization, judge whether the optimized color scheme meets the color
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design goals. The process of selecting the best color implementation plan is jointly
judged by all the subjects, and see whether the results are consistent with the overall
goal of the engineering design. If it is not completely consistent, continue to iterate until
the final result is the final color implementation that is consistent with the overall goal
of the engineering design. Program.

4.3 Automatic Design System for Optimizing Product Shape

Computer-aided product appearance design technology is generally composed of design
modules such as design analysis, appearance prediction, appearance multi-objective
optimization and optimal appearance plan decision-making. The technologies used in
the two design modules of design analysis and appearance prediction in the previous
article process and analyze data in an objective way, which can realize computer-aided
design. However, in the appearance generation and evaluation links corresponding to the
two design modules of appearance multi-objective optimization and optimal appearance
plan decision, because the subjective experience of designers is required for manual
optimization and decision-making, the goal of full-process computer-aided design has
not yet been achieved.. Since the multi-objective optimization method in the intelligent
algorithm is the most core technology that determines the realization degree of the
optimization goal of the electronic product design technology, and the multi-objective
optimization method in the previous research has the defects of algorithm performance
and application scope, Therefore, a new ISPEA II improvedmulti-objective optimization
method is provided.

In this method, the improved crossover operator and adaptive mutation operator
are used to enhance the search ability of the computational solution space, and the
self-correction operator is creatively introduced to further improve the computational
convergence ability. Through the design of these operators, ISPEA2 makes up for the
performance defects of the original algorithm, and has the applicability and effectiveness
for computer-aided product design. After completing the automatic calculation of the
product appearance multi-objective optimization design module, the generated Pareto
appearance scheme set is a set of individual appearance schemes containing multi-
objective image adjective calculation scores. In order to simulate the design process
through the computer, a multi-attribute decision-making method is needed to complete
the optimal decision of the appearance scheme. The technologies used in the previ-
ous design modules have accumulated the advantages of product design innovation and
multi-image matching accuracy. In order to consolidate the advantages and obtain accu-
rate decision-making results, the optimal solution decision-making designmodule needs
a method that can objectively utilize multi-target images. The adjective calculation score
data is automatically calculated, and it is a multi-attribute decision-making method with
strong operability and multi-technology fusion.

5 Conclusions

The appearance design of the product appears in front of human beings in a physical
state, and is created by various means and artistic methods according to the laws of
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function and aesthetics. In the process of today’s society entering the information age,
it has penetrated into all areas of human daily life. Product design concerns have also
turned to finding connections between individuals and objects. The satisfaction of the
design object is essentially the satisfaction of the design concept and the aesthetic feeling
of the public. In fact, the word “design” already contains the word “aesthetics”. The
special expression of product design penetrates into the daily life of human beings more
extensively and deeply. Product design is the result of the endless expansion of the field
of applied art and industrial development, the result of the invasion of aesthetics to the
technical field and the invasion of art to production. Product design is a comprehensive
aesthetic form, including material culture, spiritual culture and art culture.

At present, although the intelligent algorithm can realize the establishment of the
product shape automatic design system, the research on the use of the multi-attribute
decision-making method in the field of product appearance design is still very limited.
However, this technique has the shortcomings of objectivity and convenience of oper-
ation, and the accuracy of the obtained results also needs to be improved. Since the
calculation scores of multi-target image adjectives are completely automatically gener-
ated by the computer and do not involve subjective reasoning, the TOPSIS method is
more objective and accurate compared with the subjective evaluation methods such as
the fuzzy analytic hierarchy process. It is suitable for multi-attribute decision-making
and other features, and can be well integrated with the main technologies of other design
modules. Therefore, it is selected as the multi-attribute decision-making method of the
optimal appearance design decision-making module to form a complete product appear-
ance design technology system and application performance. The article is expected to
pave the way for subsequent research.
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Abstract. With the continuous progress of society, video surveillance system has
been more and more used in various occasions, and is gradually developing in the
direction of intelligence.Moving target detection and tracking has always been the
key to the intelligence of video surveillance. This paper analyzes the research of
optimal DTA in sports video tracking technology(VTT); In terms of moving target
tracking, firstly, the existing classification of moving target tracking and common
moving target tracking methods are summarized, and then the improved epanech-
nikov kernel function target tracking algorithm is introduced, and the optimized
DTA is introduced into the tracking technology. Through the experimental data,
it is found that among the six groups of data tested, the accuracy of the optimized
DTA has reached more than 75%, and the lowest recall has reached 77.45%. It
is proved that the optimized DTA has good comprehensive performance and high
precision in sports VTT.

Keywords: Optimized Decision Tree Algorithm · Sports · Video Tracking ·
Tracking Technology

1 Introduction

Moving target tracking technology has indispensable and important applications inmany
fields. So far, tracking moving targets is still a difficult task: the moving target object
itself has a complex shape. In terms of speed, most systems have real-time requirements
for the tracking process. At present, the tracking algorithm based on sports videomoving
target still can only dealwith the visual information of single angle, and can not obtain the
omni-directional information of the whole three-dimensional moving target. Therefore,
it can achieve good tracking effect when the requirements for foreground details are not
high. Once the requirements for foreground details are improved, it is often difficult to
achieve good results. Based on this, this paper studies and analyzes the application of
optimized DTA in sports VTT.

Many scholars at home and abroad have analyzed the research of optimal DTA in
sports VTT.Mulimani n proposes a new framework to implement the sports extension of
athlete recognition and tracking technology to the implementation of event processing
process. In this method, Kalman filter technology is used in video preprocessing; By
using contour point model and morphological operation, more real player detection

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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results are given in spatial domain. The algorithm is tested on self-developed video
data and real-time video under dynamic background, and higher tracking accuracy and
performance index are obtained under different video sample states [1].Ortega J P in view
of the accuracy of data collection, radar based local positioning system is a promising
technology for monitoring team sports training load. The effectiveness and reliability
of semi-automatic video technology and global positioning system in team sports are
evaluated [2].

The complexity of sports brings many difficulties to the actual detection and tracking
of moving targets. In order to effectively detect and track athletes, this paper improves
the commonly used single tracking algorithm and proposes the optimized DTA, which
further improves the effect of sports target detection and tracking and greatly improves
the robustness and accuracy of sports target tracking [3].

2 Research on Optimal DTA in Sports VTT

2.1 Motion VTT

How to select the characteristics of the target is a very important step in the process
of target tracking. The representation methods of targets mainly include point, contour,
shape, histogram and so on. Usually, the feature selection of target is closely related to
the representation of target. For example, when tracking the moving target represented
by histogram, the color of the target is usually selected as the feature; For tracking the
object represented by contour, the edge feature of the target is usually selected. In order to
effectively improve the robustness of target tracking, most systems often select multiple
features of the target for tracking in order to achieve satisfactory results.

Generally, it is considered that a suitable feature should have the following char-
acteristics. Targets of the same type should have the same or similar eigenvalues; The
quantity is appropriate. Selecting too many features will greatly increase the amount of
calculation of the system, while insufficient features will lead to the inability to distin-
guish the target, so it is necessary to have an appropriate number of feature sets; Good
discrimination. The eigenvalues of the target are significantly different from other non
tracking objects in the scene;

2.2 Analysis of Mean Shift Tracking Algorithm under Occlusion

Occlusion is a major interference that needs to be solved in the process of target tracking.
In the process of tracking, the probability of target occlusion is very high, and occlusion
is often encountered in the process of tracking. Most importantly, when the target is
occluded, the target no longer has any information in the whole image. At this time,
target tracking mainly depends on the prior information of the video [4, 5]. The main
function of prior information is to enable the tracking algorithm to predict the location
of the target, so as to lock the tracking target again when the target reappears. When the
target enters the occlusion area, the color information of the target will be affected, the
color feature distribution of the selected target and candidate area will change, and the
tracking algorithm will track the wrong target or even lose the target; When the target
leaves the occlusion area, the color information of the target is restored.
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The target tracking algorithm must have the following four functions to track the
target effectively under occlusion: it can track the target stably under normal conditions;
When occlusion occurs, it can judge whether the target is occluded; In the process of
occlusion, the motion of the occluded target can be predicted; After occlusion, the target
can be locked again. Therefore, this paper proposes an improved kernel function to enable
the mean shift algorithm to deal with the tracking problem under partial occlusion [6,
7]. For the case that the tracking target is seriously occluded, this paper adds the linear
recursive Kalman filter to the mean shift algorithm framework, so that the algorithm can
predict the motion trajectory of the moving target in the case of occlusion, so that the
algorithm can deal with the target tracking problem in the case of severe occlusion.

In the process of target tracking, partial occlusion is often encountered. When the
target is partially occluded, the information of the target is partially missing, and the
similarity between the selected target and the candidate area will be reduced, which will
lead to the loss of the target in the tracking algorithm. In most tracking scenarios, for
epanechnikov kernel function, the weight of the center pixel of the selected tracking
target is 1, but the weight value of its edge pixel can reach more than 0.5 [8, 9]. Because
theweight of edge pixels is too high and theweight proportion of edge pixels to thewhole
feature distribution is too high, when partial occlusion occurs, the loss of these edge pixel
feature information will lead to great changes in the overall feature distribution of the
candidate region, so the similarity between the candidate region and the selected target
will be sharply reduced, which will lead to the loss of the tracking target. Therefore, a
kernel function is needed to make the weight of the edge pixel lower and the weight
of the center pixel higher. Through the analysis of epanechnikov kernel function and
Gaussian kernel function, an improved kernel function is proposed in this paper, as
shown in formula (1):

l(a, b) = exp

⎡
⎢⎣σ ×

⎛
⎜⎝−

(
a − â

)2
rb

−
(
b − b̂

)2

ra

⎞
⎟⎠

⎤
⎥⎦ (1)

where a and B represent the coordinate values of any pixel in the target area. Its weight
is 0.01, and its value range is 0.01 < σ < 0.5, σ The function of parameter is to control
the weight of edge pixels so that they will not change dramatically. (RA, RB) is the size

parameter of the tracking frame and
(
â, b̂

)
represents the coordinate of the center point

of the tracking frame. The kernel function shown in formula (1) can make the weight of
the central pixel higher and the weight of the edge pixel smaller. Therefore, in the actual
tracking process, the kernel function gives more reasonable weights to the target pixels.
In case of partial occlusion, the mean shift tracking algorithm can still track the target
correctly [10, 11].
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Fig. 1. Principle block diagram of background difference

Background difference method is the most commonly used moving target detection
algorithm at present.The principle block diagram is shown in Fig. 1:

2.3 Optimization of DTA

In the process of pruning the decision tree, we need to follow some optimization prin-
ciples: the principle of minimum expected error rate: use pruning method to repair the
interior of the tree, compare the expected error rate if it is not repaired, and discard the
situation of high error rate.

For the evaluation of a decision tree, there are some quantitative evaluation criteria,
and the correct classification is the first consideration. If the data of a decision tree is quite
complex, it is difficult for users to understand, so the significance of this decision tree
is not so important. Therefore, if the branches and leaves constituting the decision tree
are relatively few, the classification process is relatively simple, and the space occupied
by storing data is relatively small, so when constructing the tree, pay attention to be as
concise as possible, and do not build the branches and leaves of the tree too large.

Target tracking algorithm integrating feature point detection and spatiotemporal con-
text information: spatiotemporal context tracking algorithm has good robustness and fast
running speed. It is a good target tracking algorithm. However, when the target is blocked
andmoves rapidly in the process ofmovement, the spatiotemporal context information of
the target cannot be updated in time, which is easy to cause tracking drift or even failure,
However, the algorithm can not correct the errors in the tracking process by itself, and
still uses the wrong information to track the next frame. In order to solve these problems,
a target detection algorithm integrating feature point detection and spatio-temporal con-
text information is proposed. The algorithm not only learns the spatiotemporal context
information of each frame, but also detects the feature points of the target, and then
judges whether the tracking is effective according to the feature point matching. When
the tracking is effective, it continues to use the spatiotemporal context algorithm for
tracking. When the tracking is invalid, it needs to judge whether the target is blocked or
the tracking is offset, and then process it according to the judgment results. The algo-
rithm improves the tracking robustness of fast moving targets, Moreover, it solves the
problem of tracking failure caused by occlusion and overcomes the shortcomings of
spatio-temporal context tracking algorithm [12].
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3 Optimal DTA

Decision tree algorithm shows some limitations, but it also shows high accuracy. For
pruning, each point on the decision tree may be processed. Assuming that there are K
(s) leaves in this tree, the classification error of H (H) is:

r′(H1) =
∑
c
[e(c) + 1/2]
∑
c
m(c)

=
∑

e(c) + K(c)
2∑

m(c)
(2)

where, T represents the decision tree, s represents the subtree, H represents the orig-
inal decision tree, and n (H) is the branch tree; E (H) represents the number of
misclassifications and j represents the error rate of the data set.

Generally speaking, the condition that an intermediate node h is replaced by a leaf
node is that the error rate of the replaced child number H1 is less than that of node H. If
the classification method is applied to classify the data of all sample sets, then

e′(H1) + CE
[
e′(H1)

] = 1

2

[
K(H1) + √

K(H1)
]

(3)

4 Experimental Test and Analysis

In order to verify the feasibility and effect of applying the optimized DTA to sports
VTT, this paper tests the comprehensive evaluation indexes (accuracy and recall) of the
optimized DTA in sports VTT. The test results are shown in Table 1 and Fig. 2

Table 1. Data table of comprehensive evaluation index of optimized DTA

experience group 1 2 3 4 5 6

Accuracy 84.21% 85.45% 79.12% 81.32% 80.49% 86.21%

Recall rate 85.34% 77.45% 80.34% 82.03% 86.32% 81.29%

It can be seen from the above chart data that among the six groups of data tested,
the accuracy of the optimized DTA has reached more than 75%, the lowest is 79.12%,
and the highest is 86.21%; The recall rate was the lowest, reaching 77.45%. It is proved
that the optimized DTA has good comprehensive performance and high precision in
sports VTT; When the target stays for a short time and moves rapidly, the integrity of
the detected target is high, and when there is more interference in the scene where the
target is located, the removal effect of the target interference points is also good. At the
same time, the accuracy, recall and comprehensive evaluation index of the algorithm are
high.
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Fig. 2. Comprehensive evaluation index of optimized DTA

5 Conclusions

On the whole, this algorithm improves the existing target detection and tracking algo-
rithms, and solves some problems in target detection and tracking, but there are still
some deficiencies that need to be further improved: in terms of moving target tracking,
this algorithm has a good effect on target occlusion and fast-moving target tracking, but
the focus of these two aspects is the tracked target, In the future research, we should also
comprehensively consider the difficulties brought by the environmental factors around
the target to target tracking, and expand the application scope of the algorithm. Although
the target detection and tracking algorithm in this paper has achieved satisfactory results
in performance, it is still in the experimental stage, and there is still a certain distance
from the practical application, which needs further research.
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Abstract. With the economic development and the enrollment expansion of col-
leges and universities, the function of universities has changed from “elite edu-
cation” to “mass education”, and improving the innovation and entrepreneurship
service of colleges and universities has become an important task. At present,
the entrepreneurship support platform has the following problems: the single
support mode is difficult to make up for the short board of College Students’
entrepreneurship; The platform technology lags behind and cannot well adapt to
the mobile Internet; The lack of support services can not meet the diversified
needs of entrepreneurial college students. Therefore, it is a good choice to apply
VRT to the entrepreneurial platform. This paper studies the application of VRT in
the entrepreneurial platform, discusses the VRT and its characteristics, the sub-
system design of the entrepreneurial platform and the application of VRT in the
entrepreneurial platform, tests and analyzes the experience of students and train-
ers in the application of VRT in entrepreneurship through the index evaluation of
the application of virtual technology in the entrepreneurial platform, And test the
entrepreneurship under virtual technology and the entrepreneurship effect under
the traditional mode. Under different modes, the proportion of entrepreneurship
“always adhere to”, “stop halfway”, “entrepreneurial success”, “entrepreneurial
failure” and “always develop” is. Teachers and students in the entrepreneurship
platform under VRT said that they had a good experience, which significantly
improved their interest in learning and success rate. Under the VRT, 86% of them
can always insist on entrepreneurship, of which 55% are successful, and 43% of
them have been developing and operating; In contrast, only 31% of entrepreneurs
under the traditional mode can always adhere to entrepreneurship, only 23% suc-
ceed in entrepreneurship, and 21% of companies have been operating and devel-
oping. It can be seen that the application of VRT in Entrepreneurship improves
students’ learning initiative, enhances real experience, and plays an important
role in the success of entrepreneurship and the operation and development of the
company.

Keywords: Virtual Reality Technology · Entrepreneurship Platform · Virtual
Technology · Application Research
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1 Introduction

VRT is mainly an emerging science and technology under the prospect of the rapid
development of electronic computers, the gradual maturity of simulation technology
and the wide application of artificial intelligence. Through the imaging of simulation
technology in computers, consumers can feel the real situation only through the relevant
VR equipment, giving users a sense of immersion and having the characteristics of vari-
ous realistic sensory experiences. At present, the application of VRT in the construction
industry is mainly for virtual building roaming. After the construction of virtual envi-
ronment with software, the interaction of buildings in the virtual environment can be
realized by wearing VR helmets or other external equipment. This paper applies VRT
to entrepreneurship platform, and discusses it.

Many scholars at home and abroad have studied the application of VRT in
Entrepreneurship platform. Aliyu f discussed the latest application of VRT (VRT) in
the educational environment and the effective strategies that Nigerian pre service chem-
istry teachers need to adopt in learning chemical concepts. By consulting the existing
literature on VRT in chemistry, this paper emphasizes some benefits of VRT for pre
service chemistry teachers who have difficulties in teaching the content knowledge of
abstract chemical concepts. Some advantages of VRT include interactivity, immersion
and visualization [1]. AKB a developed computer software using virtual environment
technology as a tool to develop new educational methods for these courses. Use VRT to
provide 4D model for specific construction stage, and provide users with immersive and
non immersive virtual reality experience. The results show that using BC \ VR software
as a tool for building construction course is very useful and effective for students [2].

This paper improves the traditional entrepreneurial model, introduces VRT into the
entrepreneurial platform, and discusses the real virtual technology, thematters to be faced
in Entrepreneurship and the entrepreneurial design process. Experiments have verified
the advantages of the application of virtual technology to the entrepreneurial platform,
and improved the enthusiasm and success rate of entrepreneurs. The application of VRT
to the entrepreneurial platform is the general trend [3].

2 Application of VRT in Entrepreneurship Platform

2.1 VRT and its Characteristics

(1) Virtual Reality Technology
The reality felt by the human body is actually formed by the transmission of various
sensory stimuli of the human body to the brain through nerves. Its essence is the
real image formed in the brain through the stimulation of the outside world to the
human body. It can be virtual. When the five senses provided to users and any
interaction generated by users are real-time and natural, users can not distinguish
between virtual and reality. In academia, it is called “brain in the tank”, just like
what human beings sleeping in the matrix feel. Therefore, virtual reality is actually
an advanced computer user interface. It imitates the external stimuli perceived by
the human body and belongs to a kind of computer simulation technology. Virtual
reality can create and experience the virtual world, which is the goal that human
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beings have been pursuing. In this virtual space, people’s perceptual and rational
cognitive abilities can be brought into full play [4, 5].

(2) Characteristics of VRT
Interactivity refers to the active participation of users and the real-time and natural-
ness of interaction between users and the environment, emphasizing the naturalness
in the process of human-computer interaction

Sex. At present, the interactivity in virtual reality system is mainly realized
through nine aspects. Conceivability is the rationality of the existence of all kinds
of things (real or imaginary) in the virtual environment. Most of other digital media
also have this feature, such as animation, film and so on. Therefore, immersion
and interactivity are the essential characteristics of virtual reality different from
other media, emphasizing autonomous human-computer interaction. The virtual
reality environment or completely simulates the reality or the reality that can not
be realized by adding the idea, closes people’s senses. Only when the feedback of
the virtual environment conforms to the interaction between people and the natural
environment, and when the 3I characteristics of virtual reality are fully reflected,
can people experience the perfect virtual reality like a dream.

(3) Virtual reality classification
From the content of virtual reality, at present, this type of virtual reality is most
widely used, such as panoramic scenic spot experience, simulating natural disas-
ters, simulating flight driving and so on. Surreal type is to add things that the human
body cannot perceive at ordinary times on the basis of the real environment, which
can give full play to people’s cognitive ability and exploration ability. For example,
the virtual spaceport project designed by aerospace (Beijing) technology and Cul-
ture Development Co., Ltd. Allows users to experience virtual launch, space walk
and other space activities. The pure virtual type makes full use of the conceptual
characteristics of VRT, gives full play to human imagination and creativity, and
creates situations that do not exist in the real world in the virtual space, such as
the reproduction of fairy tales and fairy tales. Such applications are mostly used
for leisure and entertainment projects to meet people’s curiosity and beautiful fan-
tasy of life [6]. The goal of different kinds of virtual reality systems is to enable
users to experience all-round and intuitively perceive the methods of interaction. A
typical virtual reality system consists of user, user interface, sensor module, input
and output equipment, professional graphics processing computer and professional
software.

2.2 Subsystem Design of Entrepreneurship Platform

According to the platform design objectives and the concept of mobile Internet, the
entrepreneurship support system of the three innovation platform is designed into five
subsystems, including storemanagement client,market client, teammanagement system,
incubator management system and platform approval management system. Each subsys-
tem not only realizes its own business functions, but also integrates and works together.
By integrating andmodeling the data in each subsystem, it can assist the decision-making
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of various users on the platform, such as innovation activity guidance, professional infor-
mation, value evaluation and reputation evaluation of people and enterprises, work and
service recommendation, etc.

The main functions of each subsystem are described as follows:

(1) Store management client: mainly responsible for the business function of applying
for opening a store and the supply and demand management of work services.
After the store is approved and opened successfully, users can put on the shelf
and manage their works and services through the store, and participate in project
bidding as the store. When there is a work or service order, users can jump to
the store management end through the message organization to track the order
processing process and service process [7, 8].

(2) Bazaar client: mainly responsible for the classified display, keyword retrieval and
detail viewing of works and services that have been put on the shelves. Through
the market management end, users can view the spatial home page of the store,
manage their own works and service needs on the palm, track the order process of
works services at any time, and publish bidding information for specific tasks or
projects. At the same time, based on the saving and analysis of user behavior data,
the market management end will also promote works and services that users may
be interested in.

(3) Team management system: users can apply to join the project team through the
team management system, apply for and manage their own project tasks, publish
their own project work log, and team members can also view and exchange the
information of othermembers and project progress through themanagement system
[9].

(4) Incubator management system: it is a handheld information management system
of entity innovation and entrepreneurship incubation base based on mobile Internet
technology.

(5) Platform approval management system: it is the content management center of the
entrepreneurship support platform, which is mainly responsible for the information
review and approval process tracking of thewhole platform, including all user regis-
tration, store application, work service on the shelf, personal professional functions,
enterprise qualification, etc. the addition and editing of each information need to be
approved, with corresponding permission control and log records, Only after being
approved by the platform approval management system can it be displayed in each
subsystem and further business operation permissions corresponding to information
items be obtained.

2.3 Application of VRT in Entrepreneurship Platform

In the design of the entrepreneurship platform, all subsystems rely on the same ser-
vice background, save the data of each subsystem through the relational database, have
permission control in each subsystem, and the data in the platform database can only
be accessed by business operations with specified permissions. The entrepreneurship
support function is mainly to provide information exchange and platform support for
college students’ innovation and entrepreneurship activities, and is committed to solving
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the problem of information asymmetry and lack of knowledge guidance in the process
of College Students’ innovation and entrepreneurship under the background of mobile
Internet. VRT provides a new experience, innovative thinkingmode and technical means
for entrepreneurship training [10, 11].

It has great advantages in improving learners’ interest. When entrepreneurs interact
with objects in the virtual environment, users can be fully immersed through its more
perception and autonomy. In the design and R &amp; D process of entrepreneurship
simulation software system, through this technical means, the trained students can be
immersive, more directly and truly feel the whole process of business environment and
business operation, and then enhance the students’ interest and initiative in participating
in innovation [12].

3 Index Evaluation of Virtual Technology Applied
to Entrepreneurship Platform

Virtual technology is applied to determine the weight of risk evaluation index of
entrepreneurship platform. In the process of determining the weight of risk evaluation
indicators of entrepreneurship platform, the expert consultationmethod can also be used.
The specific steps to determine the index weight can be summarized as follows: deter-
mine the number of consulting experts, who must have an in-depth understanding of the
entrepreneurial business model and project investment operation, such as operators with
venture capital experience. Design the questionnaire, submit the questionnaire and data
related to entrepreneurial organization management to experts for questionnaire survey,
the degree of dispersion and coordination, and obtain the initial weight vector of each
risk evaluation index according to the risk evaluation requirements of the entrepreneurial
platform, as shown in formula (1)

Kab = 1

v

n∑

b=1

kab, (a = 1, 2, . . . , n) (2)

where is the mean value of the weight value of Ka the a-th index; KAB represents the
weighted value of the b-th expert on the index, and V is the number of experts. In order
to facilitate the comprehensive evaluation, the weight of risk index is normalized, as
shown in formula (2)
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After completing the construction and weight determination of the risk management
index system of the entrepreneurial platform, the fuzzy comprehensive evaluation is used
to evaluate the single risk factor, the overall risk of the entrepreneurial platform and each
investment project respectively, so as to provide support for the risk early warning and
control of the entrepreneurial platform.
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4 Experimental Test and Analysis

This paper tests the students’ and trainers’ experience of the application of VRT
in Entrepreneurship in the entrepreneurship platform, including their interest in
entrepreneurship, the success rate of entrepreneurship and their learning initiative. The
results are shown in Table 1 and Fig. 1.

Table 1. Trainees and trainers’ sense of entrepreneurial experience under virtual technology

interest Success rate Learning initiative

student 82% 59% 84%

Trainer 79% 67% 78%
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Fig. 1. Trainees and trainers’ sense of entrepreneurial experience under virtual technology

The results show that teachers and students have a good experience in the
entrepreneurship platformunderVRT,which has a significant improvement in improving
learning interest and success rate.

Next, the entrepreneurship under virtual technology and the entrepreneurship effect
under the traditional mode are tested. Under different modes, the proportion of
entrepreneurship “always adhere to”, “stop halfway”, “entrepreneurial success”, “en-
trepreneurial failure” and “always develop” respectively. The test results are shown in
Table 2 and Fig. 2.
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Table 2. Entrepreneurial effect under the mode of non innovation

Always
insist

Stop
halfway

Entrepreneurial
success

Entrepreneurial
failure

Always
develop

Entrepreneurship
under VRT

86% 34% 55% 41% 43%

Entrepreneurship
under traditional
mode

31% 68% 23% 54% 21%
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Fig. 2. Entrepreneurial effect under the mode of non innovation

The test results show that under the VRT, 86% of them can always insist on
entrepreneurship, 55%of themare successful, and43%of the companyhas beendevelop-
ing and operating; In contrast, only 31% of entrepreneurs under the traditional mode can
always adhere to entrepreneurship, and 68% stop entrepreneurship halfway, only 23%
succeed in entrepreneurship, and 21% of companies have been operating and develop-
ing. It can be seen that the application of VRT in Entrepreneurship improves students’
learning initiative, enhances real experience, and plays an important role in the success
of entrepreneurship and the operation and development of the company.

5 Conclusions

With the development of the times, as an emerging technology, VRT has great potential
andbroadprospects and applicationfields.With the initialmaturity of this technology, the
development and research of VRT applied to entrepreneurship platform will be more in-
depth. Virtual roamingwith immersionwill replace the current rendering and become the
main method and source of entrepreneurial information. In the future, the virtual reality
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entrepreneurship system can even rely on the online virtual reality roaming system to
further develop virtual classrooms, virtual conferences and so on, so that campus teachers
and students can obtain entrepreneurship information in a timely, real-time and real way
without leaving home. Virtual reality entrepreneurship system will not only be satisfied
with providing entrepreneurs with access to visit and browse, but also develop more
diverse applications to adapt to the development of digitization. With the progress and
development of science, the application of VRT to the planning and construction of
entrepreneurship platform will be the main trend in the field of entrepreneurship in the
future. Because the current conditions of this paper are limited and the experimental test
data are not accurate enough, the real effect of VRT in entrepreneurship is expected to
be further studied and discussed.
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Abstract. With the development of my country’s national economy and the
increase of fiscal and taxation, the contradiction between traditional business and
the rapid growth of paper and business scale as the source of information is grow-
ing. The purpose of this paper is to study the diversified fiscal and taxation system
model based on computer network technology. Undertake the design and imple-
mentation tasks of a diversified fiscal and taxation system, including the analysis
of some functional requirements, the design of the various levels of the system,
and the implementation and final testing of all functions. The system requirements
analysis link starts from mastering the system as a whole, and specifies basic fac-
tors such as system roles and business processes; the system outline design link
faces the overall design task, and reflects functions, front-end, business logic, tech-
nology and other elements in the form of an overall architecture, and selects the
Java language. MVC design pattern, Hiberante + SpringBoot framework, Oracle
database, etc. as development technologies, and build system deployment envi-
ronment. In the system test, the overall process of the test is described, and the
test of system defects is mainly carried out. The experimental results show that
the number of system defects shows a decreasing trend.

Keywords: Computer Network · Diversified Fiscal and Taxation · Fiscal and
Taxation System · System Model

1 Introduction

In order to coordinate and manage the economic market, various government depart-
ments communicate and coordinate with each other more and more, which requires a
platform to build an efficient, accurate, fast, safe, interactive and information-sharing
bridge between departments, and to share their own The information is accurately and
quickly released to the sharing platform and awaits the corresponding processing of
other departments. At the same time, it also strengthens the supervision of government
departments, improves their coordination efficiency and law enforcement capabilities,
and provides an effective basis for the law enforcement process [1, 2]. At this stage, the
websites of various government departments in my country have been widely opened,
but there are many problems in the actual use process [3, 4].

The fiscal and taxation system is such a platform. It has a central server and shares
the data of finance and other departments on one platform through the communication
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lines of Netcom [5, 6]. Vershinin Y V is designed for the task of analyzing systems for
processing financial data. From a business perspective, such a system should solve the
problem of analyzing the market basket, i.e. finding the most typical buying patterns.
From a data mining point of view, the task of searching for association rules is solved,
which consists of two stages: searching all frequent sets with their supporting values
and obtaining association rules based on the found sets. The result of this work is the
description of a fault-tolerant and scalable model for analytical systems [7]. Gorbatov V
S describes a protocol for generating amaster key for systems exchanging financial char-
acteristics, the method for generating a financial characteristic key is the authentication
of financial characteristic generation and verification devices installed in financial drives
and financial data operator equipment, and an authority. The protocol is based on the use
of known domestic cryptographic transformations and aims to ensure the integrity and
authenticity of data transmitted through the communication channel between the means
of formation and themeans of verification of financial characteristics [8]. In order to give
full play to the basic and guarantee role of fiscal and taxation data in improving govern-
ment governance capabilities, build a fiscal and taxation data brand, further improve the
level of “data auxiliary”, use data to improve management, use data to promote innova-
tion, and carry out the construction of fiscal and taxation data management systems [9,
10].

According to the characteristics of the diversified tax system, this project adopts
the standard MVC function in the system architecture, and uses the spring technology
+ Hibernate + WebLogic to execute the functions of the whole system. The currently
popular SpringWeb framework is used as a web-based platform application. The con-
struction of the diversified fiscal and taxation system model in this paper is realized on
the basis of these computer network technologies.

2 Research on the Model of Diversified Fiscal and Taxation System
Based on Computer Network Technology

2.1 Design Requirements for Diversified Fiscal and Taxation Systems

The diversified fiscal and taxation system system is planned to be deployed in the big
data resource management center of M province as a whole. According to the different
access objects of the system, access channels are provided through the electronic fiscal
and taxation extranet and the Internet [11]. The design requirements are as follows:

(1) Users such as the public and service institutions served by the system are connected
through the Internet [12].

(2) Ministry and provincial application resource exchange, municipal finance and taxa-
tion data resource exchange, data resource exchange of various commissions, offices
and bureaus, urban finance and taxation departments, street community manage-
ment departments, and some directly affiliated institutions are connected through
the electronic finance and taxation extranet [13].

(3) The system accepts the user’s access request, and needs to use the interface to call
unified identity authentication, the user center and the API gateway to complete the
login operation to access the system [14-15].
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2.2 Overall Framework

(1) Model side
In MVC, the model is the functional code, there is no concept in this part of the
code that decides how it is presented to the user. A model is a transparent view of
the workflow, a set of open paths through which all the functionality of the model
can be accessed. In the process of struts, the model is implemented with Action and
EJB technology [16].

(2) View side
In the MVC process, the Model may have multiple views, but in practice most
views have the original motivation to use MVC. Using the MVC framework allows
multiple Views to exist, and the ability to record the desired view when needed.

(3) Controller side
MVC views are used withMVC controllers. When the user group is integrated with
the corresponding view, the user can update the template status through the viewing
window, and this update is made by the control group. The control group changes
the position value in a perfect way in the model group. At the same time, the control
panel informs all registered views to report the agent to the user [17].

2.3 COMMAND Mode

The COMMAND strategy is to make a request from the client to the project without
knowing the action resulting from the request or the details of processing it by accepting
the request. This is a means of communication between two devices, similar to the
CallBack function of traditional procedural languages. This function disconnects the
sender and receiver. The sender invokes a service, the receiver receives the request and
executes the corresponding service, the sender does not need to know any view of the
receiver. Complies with specific packages and minimizes system coupling.

2.4 XML

The main purpose of Extensible Markup Language is to overcome the weaknesses of
HTML. The W3C is responsible for the development and maintenance of many web
applications, especially the hyperlinking language [18].

To accommodate web applications, people extended HTML and introduced more
tags. Over time, HTML has become a rich language with nearly 100 tags, and the
combinations of these tags are endless, and the same icon combination will produce
different results in different browsers.

While many indicators are already in place, one will find that more indicators are
needed. For example, e-commerce applications require labeling techniques for product
descriptions, pricing, names, addresses, and more. Image tags that control image and
audio traffic - search engine keywords and descriptions require attribute tags - secu-
rity systems, and also information about digital signatures, which is why XML was
developed.



A Model of Diversified Fiscal and Taxation System 257

3 Investigation and Research on Diversified Fiscal and Taxation
System Model Based on Computer Network Technology

3.1 Use Case Model

(1) Taxation subsystem
The taxation subsystem collects and manages data from diverse fiscal and taxation
systems, generates XML documents, and sends them to the financial system via
FTP. The data is stored in the XML file upload management system.

(2) Treasury subsystem
The Treasury subsystem lets business owners perform tasks such as sales, public
certification, and end-to-end transactions. The bank payment information of the
sales number is obtained from the same-city withholding system, and the taxation
information of the sales number is collected from the tax subsystem.

3.2 File Transfer

After the XML is generated, the diversified financial and taxation system uses FTP to
transfer files; the information exchange processing system acts as an FTP server.

(1) Download the diversified taxation system
Notify network devices with a warning message when files are ready to be down-
loaded from each network device. Once each network driver is notified, it sends a
feedback message that it has been notified, and then logs the XML file itself as an
FTP client.

(2) Upload the networking unit system
Download the XML file to be exported to the FTP server of the Diversified Finance
and Taxation System, and then send the specified file transfer notification group to
the Diversified Finance and Taxation System. Immediately after receiving the tax,
it publishes a feedback report.

3.3 Algorithm Description

The system data processing mainly includes offline calculation and real-time calcula-
tion, among which this program firstly adopts offline performance model and real-time
performance model. Offline working model with cell-based statistics and map statistics
distribution and related data mining services. The task manager invokes correspond-
ing services according to different workloads to perform consistent calculations on the
specified data sources.

In text, the cosine measurement method is more efficient. For implementation in
Mahout, the calculation types are:

cos(X ,Y ) = (X · Y )
||X ||||Y || (1)
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In the recommendation, r_ui is used to represent the Useru score on Iteri, and the
u vector score on each Object can be used as Useru’s hobby. Next, the formula for
calculating the cosine similarity between Useur and Userv is:

cos(u, v) =
∑

i∈Iuv ruirvi√∑
i∈Iu r

2
ui

∑
i∈Iv r

2
vi

(2)

3.4 Test Plan

The system uses SVN to manage system performance during development and IBM
Rational ClearQuest to ensure the quality of testing and results. The system test system
is divided into performance test, final test and entry test. Tests include visible tests, test
results, test results, standardized tests, and screening tests. At the same time, the system
undergoes development-based testing, focusing on the results of the system, modeling,
testing, and the use of verification testing; in addition, group comparison testing and
combination testing are established to see if there are any changes that will not affect
other areas.

4 Investigation and Analysis of Diversified Fiscal and Taxation
System Model Based on Computer Network Technology

4.1 Functional Structure Design

The main function of the diversified financial and taxation system is to publish the basic
data provided by the industrial and commercial enterprises under the jurisdiction of the
foreign economic and trade bureau, economic and trade bureau, project office, develop-
ment zone and other departments to the sharing platform of the diversified financial and
taxation system. Some basic attributes of enterprise data will be On the sharing plat-
form of the diversified fiscal and taxation system, the review and approval information
based on the data provided by the Bureau of Industry and Commerce, Foreign Trade
and Economic Cooperation, the Economic and Trade Bureau, the Project Office, and the
Development Zone will be published on the diversified fiscal and taxation system. For
review and approval, the foreign economic and trade bureau, economic and trade bureau,
project office, development zone and other departments can modify some daily condi-
tions of the enterprises under their jurisdiction. According to the data on the Finance and
Taxation Online, the finance department provides the core financial statements based
on the corresponding data for the superior leaders to query and make decisions. The
functional modules of the national tax department are shown in Fig. 1:
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Fig. 1. Functional modules of the national tax department

On this platform, different roles have different permissions and functions. It clarifies
the responsibilities and scope of rights of each department, ensures the security and
accuracy of data, and realizes interaction and sharing of data.

4.2 System Test Results and Analysis

Test reports show that the diversified fiscal system has met the proposed requirements
and is functioning properly. Manage defects with IBM Rational ClearQuest. Therefore,
the emergence and repair of defects can be well applied. The statistics of the identified
deficiencies of the diversified fiscal and taxation systems are shown in Table 1.

Table 1. Statistics of flaws found in fiscal and taxation systems

System Model Function Module Day one Day two Day three

Batch processing 7 6 10

Report generation function 5 3 6

Other functions 2 0 1

As testing progresses, the number of defects found in system testing decreases, as
shown in Fig. 2. Dev-Test can control risks from changing system requirements, ensure
compliance including design requirements, and reduce post-test entry costs.
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Fig. 2. System Test Results

For system model applications such as batch processing and reporting, in the case
of a large amount of data, the proposed performance requirements may not be fully met.
Therefore, it is necessary to further improve the code and make full use of the charac-
teristics of commercial databases to improve performance. Improved index and layout
settings to avoid table views and views, reducing data collection costs and improving
overall performance.Optimization algorithms, such as optimizing state control, reducing
loop levels, reducing calls to data services, and reducing execution costs. SQL details, try
to complete the required business functions in one statement to reduce the data execution
time.

5 Conclusions

With the development of my country’s e-government level, the demand for information
exchange of national financial services such as national taxation is becoming more and
more intense. However, due to some technical reasons and previous policy issues, the
compatibility and integration of the software are also weak. How to see the distribution
of software information on the basis of existing software storage has become a real
problem faced by the national tax department. The system designed in this paper aims
to improve the level of informatization of relevant units. Through various computer
network technologies, information resources can be shared among the departments of
finance, industry and commerce, national taxation, local taxation, foreign economic and
trade bureau, economic and trade bureau, project office, development zone, etc. It also
strengthens the supervision of government departments, improves their coordination
efficiency and law enforcement capabilities, provides an effective basis for the law
enforcement process, andmakesmanagementmore efficient, standardized and scientific.
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Abstract. Building a smart city is not only a need of realizing sustainable urban
development, but also the strategic choice of improving China’s comprehensive
competitiveness. The technology of Big Data can suply strong data support for the
smart city’s construction, and is of great significance to development, construction
and management of smart city. This paper points out the existing problems and
deficiencies in building smart city’s process, and puts forward the framework of
smart city management platform on account of the technology of big data, thus
maximize the value of big data, push forword the building and growth of smart
city.

Keywords: Big Data Technology · Smart City · New Generation Information
Technology · Sustainable Development

1 Preface

The quick growth of message technique makes the construction of smart city possible,
and the technology of big data’s effective use can effectively push forward the construc-
tion and growth of smart city [1]. Countries and governments all over the world have
put forward the design concept of smart Earth, smart community and smart city one
after another, and use technology to promote their realization. The government of Chi-
nese also pays high attention to the growth of smart cities. From the 100 pilot projects
launched during the “Fifteen” period to the present, smart cities have basically covered
all major cities of china. The building and growth of smart cities have greatly improved
the government’s ability to provide government services and communal services, and
raised the humanity’s index of well-being [2-5].

2 Related Concepts

2.1 Smart City

The conception of a smart city was formally put forward by IBM companies in 2010.
Smart City is established on the basic frame of numerical town, which makes full use of
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the new technique of IOT, 5G, AI and so on to push forword the construction and growth
of city, to realize the depth fusion of message, industrialisation and townization [6].

The building of smart city is mainly restricted by two key factors [7, 8]: one is
technology, mainly the growth of new generation message technique among which the
most representative ismobilemeshwork, IOT, big data andother new techniques; Second,
the social factors, including the construction of infrastructure and the social environment
of the open degree of innovation. The overall framework of a smart city is seen in Fig. 1:

Fig. 1. The general framework of smart city

2.2 The Technology of Big Data

Big Data is large-scale and many kinds of massive data, which can not be collected and
analyzed by human in a short time, and needs computer technology to collect, clean,
store, excavate and process [9, 10]. The Technology of Big Data is the core technology
of the recent generation of information technology, the use of big data technique can
promote the speed of smart city’s building, improve the efficiency of smart city’s growth
[11]. The whole process of data mining with big data is seen in Fig. 2:
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Fig. 2. The whole process of data digging

For the massive data obtained in the building of smart city, it can not only obtain
useful message by means of data digging, improve the utilization rate of information,
but also provide strong data support for the policy decision of government departments.
The apply of big data technology in the building of smart city can accurately identify
the target and promote the rapid building and growth of smart city. Figure 3 shows the
application of target recognition algorithms in big data technology in different situations
[12].

Fig. 3. Multiple applications of target recognition technology
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3 Problems and Deficiencies in the Building of Smart Cities

The Technology of Big Data carry a big weight in the building of smart city, but because
of its complexity and vastness, it brings somedifficulties and challenges for the extraction
and classification of effective information. At present, themajor questions in the building
of smart city are as follows [13].

3.1 Information Islands

The construction and operation of smart cities have their own systems in different depart-
ments, and each system produces a large amount of data, which can be shared among
departments, however, the data between different departments is difficult to achieve
effective convergence and integration, resulting in a number of information islands, as
shown in Fig. 4. The phenomenon of Information Island makes it impossible to com-
municate effectively among different departments, which hinders the efficient building
and growth of smart city. The deep building and growth of smart city need to eliminate
the information island and achieve the high fusion and data’s share [14].

Fig. 4. Information Silo

3.2 Information Security of Data

In pace with the application of big data technique, the construction of smart city has
been further developed. While we enjoy the convenience of big data and smart city, the
information data’s security becomes more important. The relatively safe data in intranet
will be attacked by network when it is transmitted between different networks, which
will result in many security problems such as information loss, data leakage, network
disruption and so on. BigData Technology is a dual blades knife. It not only promotes the
construction of smart city and benefits the society and people, but also has the risk factor
of security leak. This is the chief question to be settled in the building and development
of smart city propelled by the technology of big data [15].
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4 Development and Building of Smart City Driven by Big Data
Technology

In pace with the further development of smart city, the technique of big data has been
integrated into all levels of smart city’s growth. In view of the questions in the building
and development of smart city, it is necessary to strengthen the communication and
contact among government departments, enterprises and trade associations, break the
information island, integrate data resources and realize data sharing. At the same time,
create a security system, fortify the training of big data’s talents, truly achieve the goal
of “Three-way win-win”, in the drive of big data’s technique to promote the further
construction and growth of smart city.

4.1 Smart City Management Platform Driven by Big Data Technology

Building a smart city management platform driven by big data technology to realize
information resource sharing. Using the IOT, computing based on cloud, and big data
techniques to integrate and integrate the data of people, cars, and objects in cities, break
down barriers between government and enterprises, eliminate information islands, and
finally display it through platforms, for the government, enterprises and individuals
to make decisions. Through the building of Smart City Management Platform, push
forword the sustainable growth of smart city.

4.2 Smart City Management Platform Architecture Based on Big Data

The overall architecture of smart city management platform in view of big data chiefly
contains infrastructure layer, record layer, sustain layer and application layer, as shown
in Fig. 5. Among them, the basic facilities layer is the ensurance of security, through the
establishment of a comprehensive infrastructure for the building of smart cities to lay
a good foundation. The data layer is to collect, process and integrate all the data in the
smart city building’s process, eliminate message islands and realize data sharing. The
support layer is situated between the data layer and the application layer, and provides
support services for the application layer. The utilization layer is the actual application
layer of each portal website and each service platform. The government, the industry
enterprise, the individual uses the integrated data to carry on the decision-making, has
improved the work efficiency, has promoted the service quality [16].
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Fig. 5. The overall architecture of smart city management platform in view of big data

5 Conclusions

The level of informationization and intellectualization of a city has become one of the
important indicators to measure a country’s Comprehensive National Power, degree of
modernization, international competitiveness and economic growth potential. The Big
Data’s technique is not only the cornerstone of smart city’s building, but also the source
of driving the development of urban digital economy. The construction of smart city
propelled by big data technology can integrate the information resources of different
departments, achieve data’s share and mining, and push forword the decision-making
ability and work efficiency of government departments.
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Abstract. TheDIASBD information inquiry platform uses scientific information
technology to create a stable cadre archive, reference library and database. Carry
out discipline inspection and supervision(DIAS) activities at all levels, adjust the
reporting and filing process, and solve the problems of repeated input, repeated
calculation, slow process and being unable to keep up with the current DIAS
work. It can be divided into different parts according to different business needs
and network areas, basically according to the needs of different departments and
different management levels. With the strong development of the Internet, it is
necessary to combine DIAS with big data(BD) information query platform. This
paper designs and analyzes the DIAS BD information query platform based on
distributed computing(DC), and constructs an efficient data access model and a
perfect security system for the DIAS information platform, which can ensure the
data reliability of the system.

Keywords: Distributed Computing · Discipline Inspection and Supervision ·
Big Data · Information Query Platform

1 Introduction

With the rapid development of information technology, the relevant government depart-
ments of our country have also carried out the construction of government affairs platform
in succession, in order to promote the information construction of relevant government
departments in order to improve work efficiency, including the DIAS Bureau. DIAS
organs at all levels will produce a lot of data on the construction of a clean and honest
government and DIAS in their actual work. To this end, this paper builds a DIAS BD
information query platform based on DC.

Promoting the informatization construction of DIAS business has become the future
development trend. In this paper, the DIAS BD information query platform is built based
on DC to support system users to process related businesses when they can connect to
the DIAS information platform web server. According to the actual application, the
access methods of intranet users and extranet users are different. The extranet has better
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requirements for network security. Intrusion data can be filtered through routers and
hardware firewalls, Ensure that the external network environment is relatively safe. The
data of the intranet belongs to the sensitive data of government affairs. The hot standby
scheme of the data is established through the disk array to ensure that when one system
is abnormal, the other system continues to work [1].

This paper analyzes the needs of the DIAS information platform: the needs analysis
stage is the preliminary work of the design of the system. Through the investigation,
the business content is transformed into the needs target, so as to further determine the
function, performance and other contents of the system to be designed. The DIAS BD
supervision information query platform constructed by this topic is composed of security
protection business architecture, data architecture, technical architecture and other parts;
Design and implementation of DIAS information platform: scientifically describe the
business matters of the main functional modules of the system through the application of
sequence diagram, simplify the system development process, and take this as a reference
to provide a basis for the system implementation [2, 3].

2 DIAS Based on DC

2.1 DC

(1) implementation of distributed platform system
The distributed platform system is implemented by Python language in Linux

environment. The distributed platform communication is based on twisted network
development framework, and the database management software adopts mysql. It
realizes several functional modules: detection task separation, task scheduling, task
distribution, detection result processing, process scheduling, log management, and
data storage.

The Config class of the master side is responsible for reading the configura-
tion file information of the master side, including the given service port number,
listening port number, database connection user, password, detection task type iden-
tification definition and other information. It has certain benefits for infrequent data
manipulation and system expansion. Dnstypeparse class and dnspark class respec-
tively realize the IP task list segmentation of DNS distribution detection and the
domain name list segmentation of DNS server configuration detection. The sched-
ule class implements the task scheduling function, selects the unfinished tasks in
the database, and arranges the task distribution according to the load information
on the slave end. Process implements the process scheduling function, including
the methods of creating, suspending, waking up, and killing processes. The logger
class implements the log management function, and the log information includes
system errors and operation conditions [4].

Thedetection tasks and configurationfiles of themaster endneed to be submitted
manually. After the configuration is completed, the master end starts the service
and starts listening to the service port. The whole task scheduling process can be
realized only when there are unfinished detection tasks and online slave end can be
scheduled.
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Implementation of detection task scheduling: detection task scheduling is
mainly task list reading. According to the hardware load information fed back
by the slave end, decision-making task distribution achieves the load balance of the
slave end. The task scheduling process is shown in Fig. 1.

Fig. 1. Master task scheduling flow chart

The first step of task scheduling is task separation, which is implemented in
jobparse file. First, it is sorted in descending order according to task priority, in
which the priority is divided into four levels, identified by four numbers of 0–3.
Read the location information of the task file from the task list to be assigned with
the highest priority, find the target task file, take the domain name task separation as
an example, read the domain name information line by line from the task file, and
write the information into the task table to be assigned [5, 6]. The task distribution
part is implemented in the schedule. The task distribution first calculates the load
information of the online slave node. The slave node is arranged in ascending order
according to the load coefficient, and sends the task to the slave node.

(2) Instruction issuance: This module calls some methods of sys, argparse, datetime,
socket and structmaster classes in Python class library. The instructions are in the
form of a command line, where “-l” represents the listing of online slave nodes,
“-s” represents the action of sending instructions, “-j” represents the task list sent,
and the task file path is specified after the parameter.

(3) Data processing: the master end is responsible for processing the data information
uploaded by the slave end. The effective data mainly includes the hardware load
information sent by the slave node regularly and the DNS information detection
data result set. DNS information detection results are formatted and stored. Here,
the information category is distinguished by the first byte data of the packet. The
value of the first byte of the packet “R” represents the return detection result, and
the value “H” represents the load data of the slave node.

(4) Logmanagement: value 1 ismarked as systemoperation error, and value 2 ismarked
as system operation record. Check the whole system running process by calling the
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logging class library integrated by python. The generated log information is written
to the error and application log files respectively according to the information type.

(5) Data storage: pymysql realizes the function of data addition, deletion, modification
and query. This module encapsulates the database operation in pymysql class, and
provides the contents of query statements to manipulate the database.

(6) Network topology cloud DC mode
In the network topology of this model, t is the end cloud collaboration task

coordinator, each computer node is connected to the end cloud collaboration coor-
dinator through the network link L, and the collaboration cloud coordinator D is
responsible for the division of the set. Assuming that ti is the time when the current
task of each computing node is completed, the calculation formula is as follows:

T = min{max{Ti, 1 � i � z}} (1)

Set the end time ti for completing the calculation task, which is equal to the
time point tvi-1 after I-1 tasks before taskI are all completed and task distribution
plus task processing time. Ti is expressed as the following formula:

According to the above formula, we can then calculate the size of each RI, and
finally get the solution formula of task I of each node as follows:

2.2 Demand Analysis of BD Information Query System of DIAS Bureau

(1) Business requirements
The purpose of the DIAS Bureau to change the existing management mode and

promote the informatization construction of DIAS business is to improve efficiency
and make the DIAS business standardized, scientific and networked,. On the DIAS
information platform, there are interactive platforms and reporting platforms, which
can make related businesses more efficient [7, 8]. Through the understanding of the
discipline inspection work and the research on the realization of the objectives of
the system, it is analyzed and determined that the system should have the following
business operations:

The system needs to provide an online interactive platform so that people can
consult online in order to get a reply in time, which helps to reduce the number
of illegal petitions; The system needs to support online reporting and simplify the
reporting process. The whistleblower only needs to submit the reporting informa-
tion in the system, and the staff of the DIAS Bureau can conduct an investigation
according to the materials after receiving the report; It has a video broadcasting
mechanism to enrich the integrity education methods of the DIAS Bureau, so that
civil servants can learn more integrity knowledge in the information platform, and
the learning methods are diversified, which can enhance the learning interest of
civil servants [9]. It should have all operation functions with clear authority attribu-
tion, and ensure that system users perform their responsibilities through authority
management, which indirectly ensures the normal and orderly operation of the sys-
tem; The data of the system is relatively sensitive, especially some reports from the
public. The protection of this information needs to be completed by means of data
backup and recovery provided by the system; The system should ensure that users



Discipline Inspection and Supervision Big Data Information 273

can easily operate various functions, and the operation of various functions should
be based on specific business content.

(2) construction of BD information query platform
At present, the architecture method of application system is developing towards

loose coupling and distribution. SOA and WOA integrate the characteristics and
advantages of these two aspects and absorb the advantages of both aspects, which
has become a popular technology of current application system architecture. The
specific content consists of five parts:

Foundation support system. The foundation support system is the foundation
for the normal operation of a system. Including network facilities for government
affairs, hardware platforms composed of various servers and switches, tapes and
disks for storing and backing up data, etc. Since the project relies on the government
extranet of the Discipline Inspection Commission, these basic software do not need
to be re selected [10, 11].

Provincial law enforcement center database. The data storage and management
center of the system adopts the database of the provincial law enforcement center.
The law enforcement data of all administrative departments in the province are
centrally stored here. It involves system database, law enforcement database and
discretionary database.

Electronic supervision system for Discipline Inspection. The construction basis
of discipline inspection electronic supervision system is tykybos Jee middleware
external extension and function design, mainly to complete the DIAS information
collection of administrative law enforcement departments, DIAS of administrative
law enforcement departments and other functions.

Information portal. Based on the online public portal platform, the public can
query the disclosure of various DIAS information through this platform, and func-
tional departments and leaders at all levels can also implement officework, statistics
and decision-making through this platform.

Safety assurance system. Based on information security technology guarantee
means and guided by the issuance and implementation of security management
provisions, ensure the safe and effective operation of the application system in the
current interconnected network environment [12].

3 General Framework of DIAS BD Information Query System
based on DC

3.1 Project Overview

With the in-depth promotion of the company’s “digital state grid” strategy, enterprise
informatization is entering the era of cloud storage and BD. All kinds of businesses are
basically handled online. Massive data records the company’s reform and development
process, which not only poses challenges for DIAS, but also brings new opportunities.
On the one hand, DIAS personnel are constantly in contact with the business systems of
the State Grid in the process of daily office work and case handling, and have a high level
of information application and operation; On the other hand, under the requirements of
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confidentiality and rapid response, the requirements for rapid preliminary verification
of problem clues are becoming higher and higher. There is an urgent need to achieve
efficient preliminary verification of problem clues to avoid the loss of invalid problem
clues to DIAS. DIASwork keep pace with the times, make full use of digital information
technology, build an internal inspection platform, and query the commonly used data
of each business system within a controllable range, which can effectively enrich the
methods of supervision and discipline enforcement, and escort the healthy, stable and
sustainable development of the company.

3.2 Architecture Compliance

(1) business structure
Sort out the business structure of the system in this period according to the

construction objectives of this period, which is mainly divided into two parts:
comprehensive management and DIAS information query business. Among them,
integrated management is a service-oriented integrated management to support
information query business, mainly including application query management and
knowledge management; The inquiry of DIAS information can be divided into 12
business directions according to needs, such as the verification of system and stan-
dard information, the verification of important decision-making information, and
the verification of internal and external enterprise subject information is shown in
Fig. 2.

Fig. 2. Schematic diagram of business structure

(2) data architecture
The overall data of the system in this period follows the architecture design of

the internal inspection platform, and the technical architecture follows the unified
technical requirements of the State Grid. Business data mainly involves personnel
field, financial field, material field, project field, asset field, comprehensive field
and customer field.



Discipline Inspection and Supervision Big Data Information 275

The data of the internal inspection platform mainly involves three data top-
ics: organization management, personnel management and training development
in the personnel field; In the financial field, there are two data topics: fiscal and
tax management and cost management; Purchase contract and purchase demand
fulfillment are two data topics in the material field; 1 data subject of the project
plan in the project field; One data subject of asset information in the asset field;
One data subject of asset information in the asset field; Three data topics in the
integrated domain: laws and regulations, external data, and unstructured data; In
the customer domain, there are four data topics: customer public, integrated energy
services, measurement, and customer service.

(3) database demand analysis
The users of the DIAS system of a large state-owned enterprise are system

administrators, ordinary users of the system and users of the investigation team.
Different user roles have different functional requirements for the system in the
system, which is mainly reflected in the different functions of adding, modifying,
deleting, updating and querying data in the underlying database of the system.
Therefore, it is necessary to analyze the database requirements of various users,
which is the guarantee for the smooth construction of the database in the next step.
According to the above demand analysis results, to sum up, the data required by
the database of the DIAS system of a large state-owned enterprise mainly include:

User information table: record the user’s account number, password, and gender,
affiliated unit, and system permission information extracted as personal information
settings. Since the system users are the staff responsible for the DIAS of the entire
large state-owned enterprises, in order to ensure that they are seriously responsible
for the investigation results, the user information also needs to enter the user’s real
identity information: ID card number. However, because the ID card number is
long, it is not easy to remember and apply, so each user can be set with a unique
number, which is different from other users, And take this number as the primary
key of the user information table.

File information table: the file information table is used to record the data infor-
mation of each violation of laws and disciplines registered by ordinary users in
the system. The main fields of the document information table include document
number, registration personnel number, nature of the report (anonymous or real
name), entry date, name of the informant, contact information of the informant,
Department of the informant, position of the informant, verification code, political
appearance, gender, Department, position, disciplinary violations and other cate-
gories of the informant. Among them, the document number is the primary key of
the document information table.

(4) technical architecture
In the implementation of the technical architecture, it follows the technical

design specifications of the State Grid, adopts software component-based and
dynamic technology, adopts a consistent data model, and according to the perfor-
mance layer, service layer, technical support layer, storage layer and infrastructure
layer. Components are integrated and reused in the company’s internal collabo-
rative work at all levels to meet the company’s different business needs, provide
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efficient and flexible business support for each work unit, and provide technologi-
cally advanced service platforms and simplified business planning capabilities for
internal businesses and managers. The technical architecture is shown in Fig. 3:

Fig. 3. Schematic diagram of technical architecture

3.3 Technical Architecture Design

This system is developed based on J2EE platform. The architecture of this system is
divided into four levels, namely, customer level, page level, business level and EIS level.
Each level undertakes different tasks in the DIAS information platform.

Customer layer: this layer is for direct users. Users of this systemwill use the browser
as an operation tool to analyze functions through the browser. Customers can use the
corresponding specific operations. The client represented by the browser conforms to
the b/s structure model, and the interface layout through the browser will be applied to
specific technologies such as client script.

Page layer: users’ business requests can be directly accepted through the page layer.
The page layer uses struts model, which makes the specific operation page and program
code exist independently. This mechanism makes the code structure easier to adjust,
and there will be no relevant program code in the client, which indirectly ensures the
interface security of the system.

Business layer: it provides the level of the main business operations of the system,
establishes themain business methods of each functional module, and applies the object-
oriented programming idea to write the polymorphic behavior of the method. The Java
code in the business layer will execute various business requests issued by the page layer.
Each business in this layer has a certain degree of logic. Logic is the premise of good
or bad business execution, and the creation of business logic is closely related to the
function of the system.
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EIS layer: this layer stores the data information involved in the DIAS information
platform.The systemwill adopt SQLServer2005 database,which ismainly characterized
by relational data storage.

logical structure design
The system functions are divided into two levels according to the main function

modules and sub function modules. According to the modular function division idea,
the system mainly includes five function modules and twenty-six sub function modules.
The DIAS information platform needs to provide the following basic functions:

Safety protection: ensure the effective operation of various functions of the system,
ensure the relative safety of system data, ensure the smooth transmission of system data,
and ensure the clear authority of system users.

Discipline inspection newsmanagement: the discipline inspection newsmanagement
module mainly manages the business related to discipline inspection news, so as to show
the rich discipline inspection news to civil servants or the people. It consists of news
category management, news category management, news management, website search
and other functions.

Supervision and reporting: themain function of the supervision and reportingmodule
is to handle the supervision and reporting business. It can provide an online reporting
platform for the people,which is composed of real name reporting, anonymous reporting,
reporting investigation, reporting acceptance, reporting query, reporting deletion and
other functions,

Interactive communication: themain function of the interactive communicationmod-
ule is to build an online communication platform, which can solve the people’s ques-
tions about DIAS. It consists of message submission, message reply, message deletion,
message query and other functions.

4 Business Description

4.1 Business Objectives

(1) relying on the data center, build the company’s internal inspection platform
In accordance with the idea of unified construction, unified management and

hierarchical implementation, relying on the company’s data center, carry out the
construction of internal inspection platform, so as to realize the full coverage of
query scope and the gradual extension and refinement of query ability.

(2) rely on the business information system to realize the effective supplement of
platform query

On the basis of the construction of the internal inspection platform, for the
query items that are difficult to be achieved due to the fact that some data in the data
platform cannot be directly provided to the external system due to confidentiality,
we rely on various business systems as a supplementary query means. The DIAS
institution shall obtain or entrust the inquiry from the relevant business department
in the form of a letter. The relevant business department shall designate the inquiry
cooperation personnel, set up a quick approval procedure, cooperatewith the inquiry
according to the relevant needs, and pay attention to strictly control the scope of
knowledge.
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(3) connect the data channels between the headquarters and units at all levels to realize
the sharing of query resources and information

Based on the data service ability of the two-level data, according to the principle
of sharing and sharing, and on the premise of ensuring compliance and security, the
internal inspection platform realizes the shared query of the two-level data through
the role data query authority control, so as to maximize the overall utilization of
query resources.

4.2 Management Mode

The key work of project management is progress management. According to the over-
all progress requirements of the project, we should reasonably formulate the milestone
plan, and implement the management work of “prediction notification coordination con-
firmation” in the control of milestone nodes. Second, quality management, carry out the
whole process quality management of the project, and strictly control the quality of key
links such as demand review, outline design review, system testing, online trial oper-
ation, project acceptance, etc. Third, establish a closed-loop management mechanism
and a supervision and feedback mechanism for project risks and problems, clarify the
division of organizational responsibilities for risk management and problem manage-
ment, formulate risk management strategies, and carry out project level risk and problem
management. Fourth, carry out security work at all stages of the project to ensure the
design safety, construction safety, implementation safety and operation safety of the
information system, and ensure the safety of the whole life cycle of the information
system.

Safety management system
Data is the connotation of information assets, and data security includes data integrity

and confidentiality. Network security management is an important part of ensuring sys-
tem security. Preventing network intrusion from LAN and WAN is a part of daily work
that must be done to ensure system security. Prevent the existence of risk factors with
unclear responsibilities and rights and chaoticmanagement. Therefore, in order to ensure
the safety of the system, in addition to doing enough work in the realization of technol-
ogy, we must also rely on strict and standardized safety management provisions to do
further safeguard measures.

5 Conclusions

At present, the DIAS information platform has been built and successfully applied to
the DIAS Bureau. After a period of application, the system has played a good role. The
DIAS Bureau has received more reports, and the handling efficiency of reported events
is higher, which is in line with the basic objectives set by the management of the DIAS
Bureau, but some deficiencies of the system have also been found in the application
process, There is no corresponding notification mechanism when the people submit the
report information and submit it for acceptance. The corresponding users need to take
the initiative to check in the system to obtain the results. In the future, the notification
mechanism can be introduced, which will help to improve the work efficiency of the
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system; For some added functions, the verification of field format is not rigorous enough,
especially the field length, which needs to be corrected in the future. The construction
of DIAS BD information query platform based on DC needs further research.
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Abstract. With the continuous change of technology in the new era, digitization
is sweeping China and even the world. Enterprises generate various types of data
in business innovation and upgrading, resulting in data gradually becoming a key
production factor for enterprise development. As the supervisor of an enterprise,
internal audit should take the initiative to grasp and lead the trend of digital tech-
nology transformation in the face of increasing audit data, and carry out digital
audit transformation. The main purpose of this paper is to conduct research on the
construction of a digital audit platform based on visual data analysis. This paper
mainly focuses on the system construction goal of “enabling business and improv-
ing management efficiency”, in accordance with the work idea of “planning as the
guide, demand-oriented”, and facing the needs of different audit users and work
management, to build a system with “open, integrated, A digital audit platform
with dynamic and intelligent features. The digital audit platform has achieved full
coverage of StateGrid’smain business audit supervision, and the level of structure,
data and intelligence has been continuously improved, providing strong system
support for digital auditing.

Keywords: Big Data · Visual Analysis · Digital Audit Platform · Audit
Informatization

1 Introduction

The construction of the digital audit platform must implement the requirements of the
Central Audit Committee for strong scientific and technological auditing, deepen the
reform of the management system, emancipate the mind, keep pace with the times,
improve the management thinking, and timely reflect and display the new situation,
new problems and new trends in many economic fields and society. Adhere to scientific
and technological management of energy, strengthen the construction of management
details; to speed up the construction and implementation of internal control information.
Build a “comprehensive enterprise” information system that integrates “three important
and one big” decision-making, investment, finance, capital, operation, internal control
and other business systems [1].
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In related research, Palviainen mentioned that machine learning (ML) solutions are
rapidly evolving and increasingly capable of performing automatic visual data processing
(AVDP) tasks. The purpose of the study is to examine the skills and insights of companies
using different types of AVDP solutions in their business. Kruesi et al. to evaluate the
opportunity to open a biomedical knowledge base (OBR) using a distributed network
of the knowledge management system (KMS) conceptual framework. An innovative
KMS conceptual framework is proposed to guide the transition from traditional, siloed
approaches to sustainable OBR. It turns out that the proposed KMS framework aligns
the OBR requirements with the people, process, technology, and content elements of the
KM standard [2].

This paper studies the construction of digital audit platform based on visual data
analysis. This paper mainly introduces the digital audit platform and its advantageous
applications, and analyzes the reasons for its construction and business goals. Explore
the construction of an audit tool platform and carry out online auditing of key busi-
nesses; State Grid’s implementation work requires proactively adapting to new chal-
lenges. Central SOEs took the lead in proposing digital auditing as the main carrier for
the construction and application of audit informatization, making the construction of
audit informatization enter the fast lane.

2 Design Research

2.1 Digital Audit Platform

Thedigital audit platform implements the construction concept of “openness, integration,
dynamic and intelligence”, and fully supports the online audit work.

(1) Platform Introduction
The digital management platform consists of management control area, control

operation area and main database. Among them, the management area is based on
audit project management and daily audit management, and realizes the electronic
management of the whole process of the project; the operating environment is
based on the independent analysis library and intelligent analysis model library,
and provides a variety of professionals. The audit analysis service fully supports
the audit business needs; the data area is based on the actual production data of the
secondary data center of the StateGrid, and provides all the data sources required for
the evaluation. The digital audit platform has achieved full coverage of State Grid’s
main business audit supervision, and the level of structure, data and intelligence has
been continuously improved, providing strong system support for digital auditing
[3].

(2) Platform Advantages
1) Intelligent project process

Through the built-in audit template library, standardized entry audit knowledge
base, mining and utilization of historical audit results, integrating internal and exter-
nal audit data, analyzing the content elements, dependent data and dependent logic
of the core links of the audit project operation process, the intelligence of the core
links of the audit project is realized [4].
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2) Online audit work
The digital audit platform provides auditors with a data analysis platform and a

variety of technical means. Using the audit model library and independent analysis
library, auditors can rely on various business data in the data center to complete
remote online audit work.

3) Diversification of audit data
The audit data domain is based on the data center of the State Grid Corpora-

tion, supplemented by the audit business database, aggregates audit business data,
constructs an audit intermediate table, and provides comprehensive data support
for digital auditing [5].

(3) Application Results
At present, the digital audit platform has been fully deployed and applied in the

headquarters of State Grid Corporation of China, 6 branches, 27 provincial power
companies, and 39 directly affiliated units, and has been extended to large state-
owned enterprises such as National Pipe Network, China Construction Technology,
and China Green Development. It has strongly supported the construction of audit
digital transformation and has been widely praised by customers.

Improve business structure, strengthen key core technology business research,
and improve development quality and efficiency. The digital audit platform will
combine the advantages of “business+ data” to achieve a large-scale development
layout, build a data application and service product system, and drive the digital
decision-making of the power grid.

2.2 Reasons for Building

In terms of information system audit, the company’s information system audit work is
still in its infancy. With the steady progress of the construction of the Internet of Things
in electric power, the company has built a number of information systems covering the
company’s entire business after more than ten years of informatization construction.
Carrying out a special audit of informatization construction, combined with the head-
quarters economic responsibility audit project, taking informatization construction and
information system security as an important audit content, using digital audit tools to
broaden the way of audit evidence collection, allowing auditors to remotely view infor-
mation system logs, log in, operation process and other data, improve the efficiency and
quality of information system audit [6].

In terms of the improvement of platform management functions, the current audit
project operation has low correlation and weak intelligence in the whole process; the
degree of data sharing is low, andmulti-point linkage data analysis cannot be realized, and
there is no strong support for in-depth analysis and accurate discovery of problems; basic
knowledgeThere is no intelligent correlation reference for the result data such as database
and audit operation domain model operation doubts, and it is not automatically pushed
to the audit record and draft preparation stage, forming the basic basis for audit record
and draft preparation, and there is an information island between the audit management
process and the operation model data; In terms of audit talents, there are more than 3,000
full-time and part-time audit talents in the audit talent pool of State Grid. The auditors
build audit teams mainly based on personal experience, lack of scientific analysis data
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support for personnel resumes, past experience and professional expertise, and it is
difficult to accurately match the needs. Auditors cannot maximize their own advantages
of existing auditors. In terms of cross-domain auditing, due to changes in related audit
services, it is often difficult to find problems in the audit of a single business domain.
It is necessary to further expand the construction of a cross-domain comprehensive
analysis model, strengthen the horizontal integration of the audit business field, and
open up the vertical direction from the headquarters to the provincial (city) company.
Model management to meet the new requirements for cross-domain audit improvement.
Comply with the requirements of “Phase III construction and deployment of digital audit
platform and cross-domain business scenarios” [7].

At present, the discovery of audit doubts still relies on a large number of manual
inspections, resulting in the current situation of heavy workload, heavy tasks, and time-
consuming and laborious work. Combined with the application of unstructured data
processing of natural language processing and related theories, and artificial intelligence
technology to the audit process, various Automatic extraction of key information from
unstructured data such as unstructured audit documents, effectively solving the blind
spots and pain points caused by automated audit screening, real-time judgment of doubts,
and sampling audits, and build unstructured data conversion tools to achieve unstructured
Transform into structure and realize the goal of in-depth application of unstructured data.

2.3 Business Objectives

In terms of main business audit of directly affiliated units, firstly, the audit field of
directly affiliated units expanded, including international business audit, general con-
tracting business audit, equipment manufacturing business, pumped storage business,
ZTE business, ICT business, and general aviation business audit, realizing digital audit-
ing. Full coverage of the company’s audit unit and audit content. The second is to improve
and improve the financial business audit, in accordance with the financial industry reg-
ulatory requirements, combined with the business audit needs of various financial units,
based on the management process of financial business, to achieve the whole process of
financial business management and supervision.

Information system audit: including information system construction, implementa-
tion of information security control strategies andmeasures, information technology risk
assessment, informationwork risk assessment, etc., to promote the quality and efficiency
of the company’s information construction [8].

Monitoring and early warning: Based on the digital audit platform, it provides audit
monitoring and early warning functions, and issues early warning signals. Through the
establishment of a complete set of business monitoring indicators, it conducts real-time
monitoring and analysis, and plays a role in dynamic monitoring and early warning.

In terms of platform management function improvement: based on an “open,
dynamic, integrated, and intelligent” digital audit platform, it is oriented to prevent risks,
promote governance, feed back the construction of the energy Internet, and escort the
realization of the company’s strategic goals. It has carried out in-depth digital audit work
in terms of efficiency improvement, audit platform management innovation and audit
business data governance. Through the optimization and improvement of the functions of
the management domain of the digital audit platform, the whole-process correlation and
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intelligence of the audit project operations have been strengthened, and the construction
level of the basic knowledge base has been further improved; advanced application opti-
mization includes cross-domain scene audit model, intelligent audit There are two parts
of the work, starting from the requirements of function, friendliness, and performance,
with a total of 6 requirements points, mode default value modification and optimiza-
tion, adaptation of Bi analysis tools, table Chinese label function, intelligent model
library model curing customization function, provincial (city)) Model Execution Status
Statistics and Smart Model Library ReleasedModelMaintenance. Through this iterative
upgrade, the usability and capabilities of the system have been improved, and the overall
optimization and transformation of the audit platformhas been completed. Cross-domain
audits include marketing cross-domain audit scenarios, material cross-domain scenar-
ios, engineering cross-domain scenarios, and human resources cross-domain scenarios,
enabling digital auditing to fully cover the company’s audit units and audit content; con-
tinuous audit supervision and early warning, including the State Grid Audit Department
Supervision and early warning topics and regional center supervision and early warn-
ing topics, etc., promote the quality and efficiency of the company’s informatization
construction, further implement the concept of data assets, build online unstructured
data conversion tools, give full play to unstructured file processing capabilities, and
improve data management and processing capabilities, to realize all-round data mining
and utilization [9].

2.4 Implementation of BP Neural Network

(1) Network initialization.
(2) Hidden layer output calculation.

The input vector X, the weight ωij and the threshold aj (j = 1,2,…,I) are
calculated with reference to Formula 1.

Hj = f (
n∑

i=1

ωijxi − aj), j = 1, 2, . . . , l (1)

In (1), n is used to represent the hidden layer node, and the excitation function
is f(*).

(3) Output layer output calculation.
Substitute Hj, ωjk, bk (k= 1, 2,…m) into formula 2 for calculation, and obtain

the output layer result Ok.

Ok =
l∑

i=1

Hjωjk − bk , k = 1, 2, . . . ,m (2)

(4) Error calculation.
As shown in Eq. 3, the difference between the output layer result Ok and the

expected value Yk is made to obtain the prediction error ek.

ek = Yk − Ok , k = 1, 2, . . . ,m (3)
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(5) Update the weights.
Based on the prediction error ek, according to Eq. 4 and Eq. 5, the adjusted

connection weights ωij and ωjk are obtained.

ωij = ωij + ηHj(1− Hj)xi

m∑

k=1

ωjkek , i = 1, 2, . . . , n; j = 1, 2, . . . , l (4)

ωjk = ωjk + ηHjek , j = 1, 2, . . . , l; k = 1, 2, . . . ,m (5)

In the above formulas (4) and (5), the η variable is the learning rate.

3 Experimental Study

3.1 Highlights of Digital Audit Platform Construction

(1) Focus on the data foundation and build a full-service element data environment
The audit data domain is to support the audit operation model and management

decision analysis in an all-round way. We always take the construction of audit
data mart as the top priority of platform construction. Up to now, the company has
deployed 246 audit intermediate tables in the data domain of the two-level digital
audit platform, covering the five majors of company engineering, materials, human
resources, finance and marketing., involving more than 8,000 core business fields
of 32 sets of business management systems are fully accessed. At the same time, the
audit data resource directory is constructed according to specialties and scenarios,
and the data access interface is improved, so that the data can be understood, found
accurately, and used quickly. Auditors carry out multi-dimensional data analysis to
support project operations and provide strong data support. In the process of pro-
moting the construction, the data domain also feeds back the digital transformation
of the company [10].

(2) Management domain project process intelligence
The audit management domain is the basic platform for audit project implemen-

tation and daily audit management. Through the built-in audit template library, stan-
dardized entry audit knowledge base, mining and utilizing historical audit results,
integrating internal and external audit data, analyzing the content elements, depen-
dent data and dependent logic of the core links of the audit project operation process,
the automation of the core links of the audit project is realized.

(3) Integration of work domain and audit business
The audit operation domain is based on the platform data domain foundation,

and provides various professional audit analysis models and data analysis tools
for auditors at different levels to fully support audit project operations. It mainly
includes audit model library and autonomous analysis library.

Relying on the “two databases” to concretize the audit model, connect the audit
business and enterprise data in series, realize the “digital” presentation of audit
logic and audit methods, and become the core vitality of the digital audit platform.
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3.2 Overall Architecture of the Digital Audit Platform

(1) Business Architecture as shown in Fig. 1:

Fig. 1. Business architecture of the digital audit platform

(2) Data Architecture
The overall data architecture of the system in this issue follows the overall data

architecture design of the digital audit platform, and the system data model design
follows the SG-CIMmodel design. The business data mainly involves the financial
domain, material domain, market domain, personnel domain, power grid domain,
and project domain. The data architecture diagram is as follows Fig. 2:

Fig. 2. Data architecture diagram of the first-level subject domain of the digital audit platform
system
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(3) Technical Architecture
Data layer: Integrate the data center (analysis domain), build a digital audit

platform audit data mart based on the enterprise data warehouse (SG-CIM4.0) and
the data center.

Build an independent audit business library to store the data generated by the
audit management of the digital audit platform and the configuration data of audit
jobs (audit models and advanced applications in various fields).

Public service layer: The platform functionmodule of the digital audit platform,
that is, the core functional components, including full-text search, instantmessaging
and user behavior logs.

Application layer: It includes functional modules such as digital audit platform
audit management, audit models in various fields, and advanced applications. Use
SG-UAP3.0 development platform for development.

Presentation layer: Adopt the popular Bootstrap, Echarts, HTML5 and other
technologies in the industry. Bootstrap is a front-end framework used to control
page style and layout; Echarts is used for chart display of digital audit platform
decision analysis and other functions; HTML5 is the latest revision of HTML, used
to mark page elements.

System integration: including integration with portal, ISC, I6000, data center
and big data platform. The portal adopts the interface integration method, the ISC,
I6000 and big data platform adopts the application integration method, and the data
center adopts the data integration method.

4 Experiment Analysis

4.1 Capacity Planning

The original data of the cross-domain audit and information system audit of the audit
objects of the digital audit platform is stored in the data center shared domain, the audit
result data is stored in the data center analysis domain, and the audit comprehensive
management data is stored in the audit’s own database. Based on the current stock data
and service life of the audit comprehensive management system of the digital audit
platform, the capacity of the audit business database is estimated as shown in Tables 1,
2 and 3:

Table 1. Estimated number of users

project Digital Audit Platform

Phase II total number of users 5000

Maximum number of online users 200

System concurrency 50

Phase III total number of users 5000

(continued)
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Table 1. (continued)

project Digital Audit Platform

Maximum number of online users 200

System concurrency 50

Table 2. Headquarters data capacity estimation table

content Audit business library total

Data Classification Comprehensive
improvement of
platform management

Audit job configuration
data

Phase II Data volume (GB/year) 175 15 190

Estimated storage life
(years)

5 5 5

Estimated total amount
of stored data (GB)

875 75 950

Phase III Estimated data volume
(GB/year)

500 10 210

Estimated storage life
(years)

5 5 5

Estimated total amount
of stored data (GB)

2500 50 1050

Table 3. Provincial company analysis domain data capacity estimation table

content Audit business library Audit synthesis

Data Classification Audit job result data Comprehensive
improvement of platform
management

Phase II Data volume (GB/year) 23 175

Estimated storage life
(years)

5 5

Estimated total amount of
stored data (GB)

115 875

Phase III Estimated data volume
(GB/year)

20 500

(continued)
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Table 3. (continued)

content Audit business library Audit synthesis

Data Classification Audit job result data Comprehensive
improvement of platform
management

Estimated storage life
(years)

5 5

Estimated total amount of
stored data (GB)

100 2500

4.2 The Future Construction Direction of the Digital Audit Platform

Prospects for the next stage ofwork: Focus on the implementation of the company’s strat-
egy and the implementation of major decisions and arrangements of the party group,
adhere to the leadership of party building, ensure the performance of audit responsi-
bilities with technology-enforced audits, accelerate the transformation and upgrading
of audit work, and strengthen the company’s management risks, key areas, and key
links. Implement effective supervision and promote the modernization of the corporate
governance system and governance capacity.

(1) Improve the digital audit data mart
Based on the company’s digital infrastructure construction (including data cen-

ter and SG-CIM), iteratively upgrades the audit intermediate table, and expands
the scope of the platform’s data to the core business data of financial, interna-
tional, emerging and other units through the third-phase project of the platform;
expands non-structuralData conversion and technology applicationwill be enriched
to enrich audit data sources; the standardization of audit data marts will be strength-
ened, and the audit intermediate tables will be iteratively upgraded. At the same
time, this will be the starting point to continuously improve the company’s data
quality and promote the company’s digital transformation and development [11].

(2) Functions of iterative digital audit platform
R&D and deployment of directly subordinate unit work domains, provide gen-

eral models and advanced applications of “two databases”; digitize important audit
business processes such as audit project management, human resources, and prob-
lem rectification, build an audit work management standard system, and realize
the interconnection of audit operations and management. Interoperability and data-
driven; focus on key areas of finance, marketing and other core business areas
such as quality improvement, asset effectiveness, electricity bill recovery, etc., and
build cross-domain comprehensive analysis and early warning monitoring models;
strengthen internal control audits and add information system audit modules[12].

(3) Upgrade the digital operation mode
Continue to strengthen the in-depth application of the digital audit platform in

audit projects, cultivate the data thinking of auditors, give full play to the leading role
of the headquarters in digitalization, and consolidate off-site data analysis based on
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audit projects; give full play to the digital audit platform. The functional advantages
of general models and advanced applications promote the in-depth development of
digital audit supervision to cross-domain audit and early warning audit.

5 Conclusions

Digital auditing can play a greater role in supervising the production and operation of
enterprises and preventing enterprise risks. Therefore, enterprises should strengthen the
construction of digital auditing, play the auditing function through the digitalization
of auditing, and realize the “full coverage” requirement of auditing proposed by the
National Audit Office. At the same time, the development of digital auditing has brought
new challenges to the organizational structure and management mode of the company’s
internal control audit. Only by continuously innovating auditing methods and applying
digital means in the auditing process can the effectiveness of auditing be improved, so
as to meet comprehensive audit coverage overall requirements.
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Abstract. With the progress of technology and the development of society in our
country, the country’s demand for high-quality talents is also increasing. Modern
education presents many forms of teaching concepts and teaching methods, but
my country’s current teaching mode (TM) cannot meet the needs of the needs of
high-quality talents, so it is necessary to reform the TM. This paper is based on the
multi-objective algorithm (MOA) to design the teaching reformmode system. This
paper firstly explains the difficulty of solving the MOA, the related concepts and
existing problems of the TM, and then designs the teaching reform mode system,
and finally analyzes the results of the system implementation. In the analysis of
the effect of the reform of the TM, it was found that the proportion of students
in Class A with scores between 70–80 and 80–90 was relatively high, accounting
for 27% and 38%, respectively. The effect of the new TM reform is remarkable.

Keywords: Multi-Objective Algorithm · Teaching Reform · Teaching Mode ·
Teaching System Design

1 Introduction

Looking back at history, for everymajor reform of TM, theMinistry of Education spends
a lot of energy and financial resources to invest in curriculum planning and design, in
order to achieve a more perfect TM. However, the design and research of the TM system
based on theMOA is relatively small, and thematching evaluation system and the system
reform are relatively lagging behind, which directly leads to the appearance of the use of
each module in the reformed TM.What’s more, because the school level has made great
efforts to implement the teaching reform model, it basically adopts a “one-size-fits-all”
model and enforces the reform, which leads to the situation that each teaching module
is forcibly copied and the classroom efficiency is low in all disciplines and years. It is
impossible to do a specific analysis of the specific situation at all [1].

At present, many scholars have carried out in-depth research on the system design
of TM based on MOA, and have achieved good results. For example, Pawusik M et al.
ProposedNSGA-II. The strategy in this algorithm iswidely used to solvemulti-objective
problems. Themain idea is to first stratify individuals in the target space through fast non-
dominated sorting, and then use elite retention. The strategy saves the optimal solution
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to improve the exploration performance of the algorithm, and finally uses the crowding
distance of individuals in the target space as the individual selection mechanism to
improve the distribution of the solution in the target space. This idea has been used for
reference by a large number of algorithms [2]. Elsedimy E I proposed a multi-objective
optimization algorithm based on enhanced levy to efficiently solve the VM placement
problem as well as for improving non-dominated virtual machines in archives, using a
mechanism to maintain archives [3]. AlthoughMOAs are popularized around the world,
there are few studies that have been successfully applied to teaching reform models.
However, with the reform of TMls, the integration of MOAs can promote the reform
and development of TMls.

This paper first analyzes the difficulties of multi-objective solution, puts forward the
relevant concepts of TM and the problems existing in the current TM, and then designs
the TM reform system based on the MOA. Finally, after the system design is completed,
the teaching reform the implementation results of the system are analyzed. Through the
analysis of relevant data, it is found that the implementation effect of the teaching system
is remarkable. Finally, suggestions for the teaching reform model are put forward.

2 Related Concepts

2.1 Difficulties in Solving Multi-objective Optimization Problems (OM)

Solving multi-objective OM is to find an approximate solution of a set of PF after
considering multiple objectives at the same time. For this-group should try to satisfy:

(1) The obtained solution set is as close to PF as possible.
(2) Keep the solution diversity as much as possible in the target space.

For the first point, the requirement to solve the set as close to PF as possible is
to ensure that the algorithm has a good convergence, and convergence is an important
criterion for evaluating the performance of the algorithm in all OMs. For the second
point: keep the solution diversity. Since the multi-objective OM obtains a set of optimal
solutions in the solution space in the target space, we hope that the obtained solution can
cover as complete and uniform as possible while ensuring the convergence performance
on PF [4, 5]. In the multi-objective OM, the diversity of the solution set refers to the
obtained--theEuclideandistance between the solutions in the group solutions is relatively
far, so that even if fewer solutions are used, the PF can be expressed to a large extent.
The information contained in it is more conducive to the diversified choices of decision
makers. The specific measure of the diversity of solutions depends on the uniformity
of the Euclidean distance between the solutions and the coverage area of the optimal
solution obtained on the PF [6].

2.2 TMl

TM refers to the specific teaching activities organized under the guidance of a certain
thought [7]. As a way of teaching activities, TM can deal with the relationship between
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the elements and the whole of teaching activities as a whole, so as to highlight the
regularity and controllability of teaching activities. Different regions, different periods,
and different levels of education often have different TMs, and different TMs are also
required for different disciplines or people with different educational backgrounds. They
are not the same, the TM must be consistent with the training objectives, and the TM
should be selected reasonably according to the actual situation [8].

The TM is not a rigid teaching procedure, but an open subsystem. As educational
ideas become richer day by day, the educational system is constantly updated and devel-
oped, and the TM is also constantly developing and changing [9]. Teaching practice
is the logical starting point for the generation of TMs, which provides feasibility for
the generation of new TMs, and is also the process of verifying and improving TMs,
providing experience for the correct selection or application of a TM [10].

2.3 Problems Existing in the Current TM

(1) The teaching method is relatively simple

At present, the teaching method is still mainly based on traditional classroom teach-
ing. The advantage of teaching method teaching is that it can explain the relevant the-
oretical knowledge of mechanical manufacturing technology to students at the fastest
speed. However, this teaching method is only for the purpose of instilling knowledge.
Develop students’ practical ability.

(2) The teaching assessment method is not scientific

At present, the assessment method of the course is still the evaluation method of
the paper assessment. This kind of assessment method of written answer sheets causes
students to completely ignore the key teaching content of the course in the learning
process, and only pay attention to the key test content planned by the teacher at the end
of the semester. Usually, I don’t care at all in my studies. During the exam, I only want
the scores on the paper to pass. I hurriedly answer the paper without pursuing the quality
of the paper, and forget it after the test.

(3) Ability training is neglected

At present, the teaching method ignores practical teaching, and the teaching of rel-
evant knowledge is mainly through the teacher’s explanation of the knowledge in the
classroom, did not translate the knowledge learned into practice, which directly led to
the slow progress of innovation ability development.

3 System Design

3.1 System Design Goals

The users of the teaching reform system include students, teachers and administrators,
and they all have different requirements for system functions. The main users of the
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system are students. They want to learn anytime and anywhere, and can communicate
and communicate online. The systemcan store the progress of learning and test the results
of learning. Teachers can work at any time, communicate with students academically,
mark examination papers, and manage students’ grades. The system administrator has
the greatest authority, and must carry out database and management on the database at
any time. Because the TM system mainly serves students, the design of the TM system
is mainly based on student users, and the students should do the following: first, students
can view the courseware in the system, and the system intuitively displays the course
chapters. The system has a clear hierarchical structure and does not There will be cases
where the function points cannot be found. Secondly, after learning a chapter, you can
deepen your memory and consolidate your learning results through exercises. Finally,
when you encounter difficult problems, you can solve the learning problems encountered
through online real-time communication. The sharing and reuse of resources are realized
through the system. Therefore, we designed the overall structure diagram of the system
as shown in Fig. 1.

Fig. 1. Overall structure of the system

3.2 Evaluation Indicators for Multi-objective OMs

Because the objectives to be optimized in multi-objective OMs often conflict with each
other, for example, in the maximization problem, when one of the optimized objectives
is improved, it will inevitably lead to the decline of other objective values. Therefore, it
is impossible to directly the performance of the multi-objective optimization algorithm
is measured by comparing the objective value of the obtained solution. According to the
different evaluation indicators, the performance of the algorithm is different. In order
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to consider the convergence and diversity of the solution at the same time: IGD and
HV, these evaluation indicators can take into account the functions of the above two
evaluation indicators, and measure the convergence performance and diversity of the
algorithm at the same time.

(1) Inverse Iteration Distance (IGD)

IGD(O,P∗) =
∑

q∈p∗ d(q,O)

|P∗| (1)

where O represents the PF obtained by the MOA, P* represents the real PF, and d(q, O)
represents the Euclidean distance of the solution between q and O. It can be seen from
the formula that the smaller the IGD value, the closer the obtained PF is to the reference
point uniformly distributed in the target space, the better the convergence and diversity
of the algorithm.

Hyper-Volume Difference (HV)

HV (P) = vol
(
Uq∈o

[
q1,z

∗
1

] × . . .
[
qm,z

∗
m

])
(2)

where vol represents the Lebesgue measure, and O represents the approximate solution
obtained by the algorithm in the target space. In short, the HV index is to evaluate the
performance of the algorithm by calculating the volume of the region dominated by the
approximate solution set O in the target space with z* as the boundary. The larger the
HV index value, the larger the hypervolume dominated by the approximate solution set,
which proves that the closer the solution set is to the true PF, the better the algorithm
performance.

4 System Implementation

4.1 Analysis of the Implementation Effect of the Teaching Reform Model

Aiming at the implementation of the TM reform based on the MOA, this study selected
two classes A and B with the same enrollment time, similar class size, and no significant
difference in academic performance in a school to compare the system design effect.
Among them, there are 48 students in class A and 52 students in class B. Class A is taught
by this TM system, and class B is taught by traditional TM. The design of the system is
evaluated through the academic performance levels of the two classes at the end of the
term. The effect of the implementation of TMl reform. Analysis of the mastery of basic
knowledge Because class A adopts this TM to guide teaching, although the assessment
and evaluation method is different from that of class B, which adopts traditional TM,
both of them use the test papers issued by the school at the end of the term, so here Only
the results of the final exam papers of the two classes were compared, and the teaching
effect of the basic knowledge part was analyzed. Table 1 and 2 are shown in Table 1 and
Table 2.

By analyzing the score statistics of the two classesAandB,we candrawa comparison
between the two classes using the same test paper for the test, the proportion of the
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Table 1. Statistical table of grades in class A

Score range Below 60 60–70 70–80 80–90 90–100

Number of people 3 5 13 18 9

The proportion 6% 10% 27% 38% 19%

Table 2. Statistical table of grades in class B

Score range Below 60 60–70 70–80 80–90 90–100

Number of people 8 17 18 7 2

The proportion 15% 33% 35% 13% 4%

students in class A between 70–80 and 80–90. High, 27% and 38%, respectively; Class
B has a higher proportion between 60–70 points and 70–80 points, 33% and 35%,
respectively. It can be seen from the data statistics that compared with the B class that
adopts the traditional TM, the A class that adopts this TM has better grades. This shows
that the application of this TM to the A-class related knowledge is better, so that the
students’ final exam scores have been improved, and in terms of the basic knowledge
part of the TM reform, good results have been achieved.

4.2 Students’ Participation in Teaching Reform Model

On the student side, when participating in each module after the reform of the TMl,
children with better academic performance have significantly higher participation rates,
while underachievers are basically unable to participate and dare not participate at all.
This is positively correlated with the level of students’ own learning ability and study
habits. Figure 2 shows the relationship between students’ participation, learning ability,
and learning style after the reform of the TM.

The main concern of parents is whether their children can learn and grow in a rel-
atively relaxed and pleasant environment. Students have a higher voice to reduce their
burden, and they are opposed to the sea-of-question tactics and “cramming” teach-
ing. They are also concerned about the school’s philosophy and teachers’ teaching and
research The ability is generally more trusted, and I believe that as long as it is good for
the child and the way the child likes, they will support it. Of course, the expectations for
grades are also significantly higher. It is still expected that in the new classroom reform
TMl, students’ academic performance can be significantly improved, and they also have
a more objective understanding of the current situation of children.

4.3 Countermeasures and Suggestions

The reform of the TM based on the MOA brings not only a simple change of the central
role of the classroom, but also a comprehensive innovation of the educational concept.
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Fig. 2. Distribution map of the relationship between academic participation and learning ability
under the new TMl

This kind of innovation will penetrate into all aspects of the teaching process, forming
a chain reaction and producing various new changes. Therefore, this paper puts forward
the following three suggestions.

(1) Cultivate students’ awareness of being the subject of the classroom. Teachers should
carry out the awareness that students are the subject of the classroom throughout the
entire classroom teaching process, strengthen the guidance of students, allow stu-
dents to join in the classroom, and promote students’ motivation. Learning by expe-
rience; teachers give students tasks and give students a certain amount of time, so
that students can gradually break down tasks. In the process of analyzing problems,
students are encouraged to extensively collect and achieve this task by consulting
literature and using information technology such as the Internet. The data related to
the task goal, urge students to independently discover and solve problems, enable
students to gradually establish the awareness of independent inquiry and investi-
gation, cultivate their ability to collect literature, and help students to complete the
selection of papers and projects in the future. Expand the accumulated material.

(2) Teachers should improve the level of theoretical knowledge and practical ability.
In teaching, they can adjust the teaching plan according to the needs of students. In
the system design, they can fully learn from the educational concepts and methods
of Western countries to promote the mature teacher skills training model.

(3) In the process of TM reform, teachers should hold regular communication activities
to improve their own shortcomings through communication, so as to achieve the goal
of condensing the results of TM reform. The reform of TM is a gradual process, and
any reform cannot be achieved in one step. Therefore, it will take a certain amount
of time to fully realize the multi-objective TM.
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5 Conclusions

In this paper, theTMsystem is designed based on the theory ofMOA.Theproblems exist-
ing in the current TM are that the teaching method is relatively simple, the assessment
method is unscientific, and the ability training is neglected. Therefore, three sugges-
tions are finally put forward: cultivating students’ awareness of being the main body
of the classroom, strengthening teacher training and strengthening the management of
the TM reform process. Although this paper proposes the design framework of the TM
system based on the MOA, due to its limited ability, there are many deficiencies in the
research on the teaching reformmode, but how to reform the TM is still a problem worth
exploring.
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Abstract. At present, the on-site management of the power grid infrastructure
projects of the power supply company still mainly relies on manual management,
and only relies on the internal online power grid project management system for
business management, which has the problems of low business management effi-
ciency and inconvenient management. The purpose of this paper is to study the
application of domestic AI chips in power grid infrastructure construction based
on IoT technology and artificial intelligence algorithms. Aiming at the problems
existing in the information construction and development of the power grid con-
struction industry, by introducing RFID technology and using self-controllable
domestic chips, this paper focuses on the domestic Loongson 1B chip, including
on-chip resources and interfaces and the internal structure of the chip. The SM4
encryption algorithm and how to implement data encryption and decryption are
introduced. Reduce personnel and physical management risks and costs in the
process of engineering construction, standardize the management of enterprise
construction projects, and improve the level of information management of power
grid construction enterprises.

Keywords: Internet of Things Technology · Encryption Algorithm · Domestic
Chips · Power Grid Infrastructure Construction

1 Introduction

With the continuous development of the domestic power system, power companies
all over the country have strengthened the construction of power grid infrastructure.
Therefore, the management quality and level of power grid infrastructure construction
has become a key factor for power companies to build smart grids [1, 2]. Because the
construction sites of power grid infrastructure projects are widely distributed and involve
a large number of personnel, there are relatively big problems in management [3]. At
present, the management of power grid infrastructure construction in most domestic
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power systems ismainly automated throughmanagement software [4].However, because
suchmanagement software is usually located in the company’s internal network, it cannot
cover the project management activities at the construction site. As a result, the site
management business still mainly relies on manual management and implementation,
and there are problems such as low efficiency and low level of automation [5, 6].

On-site operation management has always been a weak link in the management of
power grid construction enterprises. Shadare SA explores emerging smart grid technolo-
gies such as electronic power interfaces, power line communications, alternating current
switches (FACTS) and communications equipment,with a focus on issues related to elec-
trical interference. They also provide some available EMC/EMI reduction procedures
[7]. Nguyen T discusses these important guidelines and recent improvements from the
perspective of different detection mechanisms, machine security concepts, and miti-
gation strategies to improve the capabilities of infrastructure and service innovations
against cyberattacks. This capability is important because even modest improvements in
cyber resilience to cyber threats can lead to substantial savings and rich general benefits
[8]. In the construction of the power grid infrastructure, the application of the Internet
of Things technology can realize the efficient collection of information points such as
personnel and materials in the process of infrastructure construction, and then realize
the intelligent management of the power grid [9].

This paper is a research on the application of domestic AI chips of Internet of Things
technology and artificial intelligence algorithms in the construction management of
power grid infrastructure.Although themanagement of IoT tag chips is only a technology
in the construction management of power grid infrastructure, it has a great impact on
the smooth development of the entire project. Pivotal role. On the basis of analyzing the
current situation of power grid infrastructure construction management and sorting out
the management process, combined with the Internet of Things technology, this paper
proposes an informatization construction plan for power grid infrastructure construction
management, and combines specific applications to design a power grid infrastructure
construction management system based on the Internet of Things. The informatization
of infrastructure construction management provides a set of feasible solutions.

2 Research on the Application of Domestic AI Chips Based
on Internet of Things Technology and Artificial Intelligence
Algorithms in Power Grid Infrastructure Construction

2.1 Key Technologies of IoT Tag Chips

(1) Offset voltage elimination
At present, methods for eliminating the DC offset voltage of a comparator mainly
include the following two voltage storage technologies, an output offset storage
technology and an input offset storage technology. Output offset cancellation is to
store the output of the differential comparator when the differential input is zero
on a capacitor in series with the comparator output; input offset cancellation is to
store the comparator’s DC offset on a capacitor in series with the comparator input
[10, 11].
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In the design, the offset voltage is eliminated by using the characteristic that the
voltage across the capacitor cannot be abruptly changed. To design a reasonable
switched capacitor circuit, first connect the capacitor to the circuit. At this time,
the offset voltage will be loaded on the capacitor. In the next working stage, the
offset voltage on the capacitor can be offset by the characteristic that the voltage
across the capacitor cannot be abruptly changed, so as to achieve the purpose of
eliminating the offset. [12, 13].

(2) Low power consumption design
For digital circuit design, methods such as reducing the output load capacitance,
reducing the power supply voltage, reducing the operating frequency, and reducing
the signal inversion frequency can effectively reduce the power consumption [14].
The design process and performance indicators determine the operating frequency
and power supply voltage of the circuit, so the focus of low-power design should
be considered from reducing the signal flip frequency and load capacitance [15,
16]. When designing the circuit layout, the load capacitance can be reduced by
reasonable layout, optimizing the relative position of the devices, and shortening
the circuit traces. The method of gated clock can effectively reduce the signal flip
frequency [17, 18].

2.2 Localized Chips

Semiconductor technology is applied to various fields, and the global market is huge.
According to statistics, there is a huge demand for chips. Nearly half of the chips are
consumed by my country’s market. Among them, chips represented by ARM series
microprocessors account for about 90% of my country’s market share. There is a great
security risk in this situation. In order to obtain my country’s commercial, military or
other confidential information, chip manufacturers will write malicious code and install
Trojan viruses on the chip to realize the control of computers, control systems and other
important equipment. It is very easy to cause security problems such as data leakage.
Therefore, long-term dependence on foreign chips is not a long-term strategy, which
will have a major impact on national security. This paper uses the Loongson 1B chip
developed by the Institute of Computing Technology, Chinese Academy of Sciences,
which is independently developed and designed by my country, and its performance is
between theARM7 series andARM9 series chips. The securitymeasurement and control
terminal completes the data acquisition and power calculation, and there are no harsh
conditions for the performance of the core processor, so the Loongson 1B chip can meet
the requirements of the design of the paper. At the same time, the use of domestic chips
can promote my country’s continuous improvement and innovation in chip technology
research.
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2.3 The Overall Technical Framework Design of the Application of RFID
Technology in Power Grid Construction Management

(1) Personnel attendance registration management
The application of RFID technology can realize the identification and positioning
of personnel entering the construction site. From the time when the personnel enter
the site gate to the time they leave the site, the RFID tag is the only identification.

(2) Electronic history management of machinery and equipment
In the management of power grid construction, RFID technology is introduced to
assign a set of electronic tags to each machine and equipment to record its basic
information and real-time operation status information, so as to monitor it in real
time, which greatly simplifies the management process and eliminates existing
problems in the management process. In some blind areas, from passive manage-
ment to active supervision, it provides timely and accurate data for the operation and
maintenance of equipment, thereby maximizing the utilization rate of equipment.

(3) Real-time location reporting
Using the RTLS communication module of RFID technology, combined with the
current mainstream android mobile intelligent terminal advanced technology, it
can complete the function of real-time viewing of the positioning target position,
activity trajectory and distribution.

3 Investigation and Research on the Application of Domestic
AI Chips in Power Grid Infrastructure Construction Based
on Internet of Things Technology and Artificial Intelligence
Algorithms

3.1 System Development Platform

In order to better integrate the power grid infrastructure management and control system
with the SAP system, the SAP Net Weaver platform based on the J2EE architecture is
preferred for development in the technology selection, and the system is also required
to be developed with the same SDK version of Java technology to ensure Application
Consistency. (Because this project is a complex enterprise-level application, it has very
high requirements on the reliability, performance and availability of the system).

3.2 Security Unit

The SM4 encryption algorithm is a commercial block cipher published by the State
Cryptography Administration of China. The block length and key length are 128Bit.
Both data encryption and key expansion use a 32-round non-linear iterative structure.
The structure of encryption anddecryption is the sameand the samekey is used.. TheSM4
algorithm is improved and designed on FPGA and applied to Ethernet communication.

For the input 128Bit message, first divide it into four 32Bit data, set it as (X0, X1,
X2, X3), and the output ciphertext is (Y0, Y1, Y2, Y3). For the i-th round of encryption
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transformation, the operation process is as follows:

Xi+4 = F(Xi,Xi+1,Xi+2,Xi+3, rki)

= Xi ⊕ T (Xi+1 ⊕ Xi+2 ⊕ Xi+3 ⊕ rki), i = 0, 1, ..., 31
(1)

After 32 iterations, the output is:

(Y0,Y1,Y2,Y3) = (X35,X34,X33,X32) (2)

where ⊕ represents the XOR operation; rki is the round key, which is generated by
the initial key through the key expansion algorithm operation; T(.) is the synthetic per-
mutation function, which is composed of the nonlinear transformation τ and the linear
transformation L.

In practical applications, the SM4encryption algorithm ismainly used for the encryp-
tion and decryption of a large amount of data, and requires high real-time performance.
Therefore, the SM4 hardware acceleration engine integrated in the security chip adopts
a parallel design, and the hardware circuit only needs 35 clock cycles to complete an
encryption and decryption operation. The input signal of SM4 acceleration engine is
256Bit input data and 32Bit control signal; the output signal is 256Bit output result and
32Bit status signal.

4 Analysis and Research on the Application of Domestic AI Chips
Based on Internet of Things Technology andArtificial Intelligence
Algorithms in Power Grid Infrastructure Construction

4.1 FPGA Implementation of Security Chip

Create an FPGA project through Vivado, and import all the code files of the designed
security chip SoC into the project. When the SoC is transplanted to the FPGA platform,
the memory size is modified to 32KB. In addition, because the PUF circuit requires
complete symmetry of layout and routing, it is difficult to achieve complete symmetry
of layout and routing in FPGA due to the limitation of slice position and trace length.
However, through manual constraints, the symmetry of MUX layout can be achieved.
There are two common methods for manually constraining the MUX. The first is to
specify the specific location of theMUX through the XDC constraint file, and the second
is to write a tcl script to implement the constraints of the MUX. This paper adopts the
first method to constrain the delay arbitration module of the PUF circuit.

The rest of the modules except PUF are automatically completed by Xilinx’s syn-
thesis and place-and-route tools. After the design is implemented, the resources of the
FPGA occupied by the entire SoC are shown in Table 1, and the occupation of Block
RAM and I/O is shown in Fig. 1.

4.2 Application of Power Grid Infrastructure Construction Management System

The system consists of a data center, a construction site positioning base station and a
radio frequency identification card. The construction site base station is equipped with
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Table 1. FPGA resource usage table

Resource Type number used total available usage/%

LUT 28641 38500 74.3

Flip-Flop 16874 100000 16.8

Block RAM 28 150 18.6

I/O 24 180 13.3
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Fig. 1. Block RAM and I/O usage

an RFID reader. The radio frequency identification card is an RFID electronic tag, which
is worn on the construction site staff or attached to the mechanical equipment on site.
Through the SPOTON signal strength algorithm, the specific location of the electronic
tag can be calculated to achieve positioning. The positioning model is shown in Fig. 2.

Fig. 2. RFID positioning system model diagram
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Combining RFID technology with the management system, a regional engineering
information traceability card is set up on the construction site. By scanning the trace-
ability card, the daily quality and safety inspection information on the construction site
can be extracted from the system and displayed to the terminal. Inspection information,
as well as the construction risk level of the area, can be traced back to the inspector
information.

5 Conclusions

Power grid infrastructure constructionmanagement is the highlight of the daily construc-
tion business of power companies, which not only reflects the management level of a
company to a large extent, but also relates to whether the strategic goals of infrastructure
construction can be successfully achieved. The system in this paper has been deployed
and applied in the company’s power grid construction infrastructure project manage-
ment site. The APP has been installed and deployed in the Android mobile devices of all
construction site personnel, and the server function has been implemented in the com-
pany’s information room internal network. The operation of the system has reached the
expected development requirements and goals, solved the problems and deficiencies in
the current business management, realized the digitalization and automatic management
of the company’s power grid construction infrastructure construction management, and
improved the company’s construction management efficiency and automation level.
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Abstract. Data compression refers to the use of software performance to improve
system utilization without increasing hardware costs. Therefore, in the process of
transmitting a large amount of power data, only an appropriate data compression
algorithm can reduce the cost of data storage and communication and meet the
user’s requirements for high-speed data transmission. Aiming at the reconstruc-
tion and coding of power data signals, this paper proposes a Huffman compression
algorithm, which can compress power energy signals and power quality distur-
bance signals. As a result, experiments show that the mean square error of the
Huffman compression algorithm is small, the signal-to-noise ratio is large, and
the compression effect is good. In view of the characteristics of redundant informa-
tion of power data, this paper proposes a dictionary-based compression algorithm
to compress it by searching for redundant feature formats. The advantage of this
data compression method is that it can be well compressed according to the char-
acteristics of redundant information in power system data format and units, and
the compressed text can keep good format and original useful data. The measured
compression ratio of this algorithm is not less than 30%. On the premise that the
compression effect is good, the amount of program consumed is relatively small
compared to the entire test data, and it is easy to implement on the hardware of
the store’s data processing system. Data compression reduces the occupation of
data storage space, thereby reducing the time required to transmit data.

Keywords: Power System · Data Compression · Huffman Compression
Algorithm · Dictionary-Based Compression Algorithm

1 Introduction

A large amount of power data is stored in the power system. How to achieve efficient
power data transmission and increase the storage space of the power system has become
an urgent problem to be solved. The data compression algorithm can compress huge
data files into smaller files. The compressed data is consistent with the original data, but
the size of the data file is changed. Therefore, this paper analyzes the power system data
compression algorithm to improve the data transmission speed, so that the power system
can store more data.

At present, many scholars have conducted in-depth research on the data compression
algorithm of power system, and achieved good research results. For example, some
researchers use the Huffman coding algorithm to reconstruct the power data signal, and
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the results show that if the coding level of the algorithm is increased, the power data
signal can be compressed to allow the power system to store more data for evaluation.
The compression ratio index of the Huffman coding algorithm will also increase. The
algorithm can extract signal features from the reconstructed power data signal, and the
amount of calculation increases. At the same time, with the increase of the number
of coding and decoding stages, the signal-to-noise ratio increases., the mean square
error after signal reconstruction is reduced. In practical applications, it is necessary to
consider the three trade-offs. In the application, the number of encoding and decoding
stages can be flexibly controlled according to the needs, and irrelevant information in
the data is eliminated [1, 2]. Some experimental studies have shown that the GPRS data
transmission speed is related to the size of the transmitted data. When the transmission
data is less than 50KB, the data transmission speed is fast, which is ideal. Therefore, in
practical applications, when the transmission data is slightly larger, in order to ensure
the real-time nature of data transmission., it needs to be effectively compressed in order
to improve the efficiency of data transmission [3, 4]. Although the research on power
system data algorithms has achieved good results, there are many data compression
algorithms, but each algorithm has its own advantages and disadvantages. In order to
achieve efficient transmission of power data in the transmission process, it is necessary
to further improve the data The performance of the compression algorithm.

This paper first focuses on two common data compression algorithms, namely Huff-
man compression algorithm, dictionary-based compression algorithm, and other com-
pression algorithms,which are not described in detail in this paper. Then, the compression
performance evaluation index is proposed, and then the power data processing system is
built. Finally, the simulation experiments are carried out on the two compression algo-
rithms proposed in this paper, and the experiments have verified that the compression
effects of the two algorithms are good.

2 Data Compression Algorithm and Algorithm-Related
Performance Evaluation Indicators

2.1 Common Data Compression Algorithms

(1) Huffman compression algorithm
The core of Huffman coding is to construct a Huffiman tree according to the

probability of occurrence of each character, and the codeword of each character
can be obtained according to the depth of the tree where each character is located
[5]. The performance of the Huffman encoding algorithm is related to the character
length and the number of times it appears in the data string. Generally speaking, the
longer the character is and the higher its frequency in the data string, the higher the
encoding efficiency, and the better the performance of the Huffman compression
algorithm. In this way, the overall symbol length is the smallest, and the purpose
of compression is achieved. Huffmnan encoding each character symbol length is
different, so Huffman is a prefix encoding [6].

(2) Dictionary-based compression algorithm
Huffman coding needs to obtain the statistical information of the source. The

dictionary-based compression method takes a different approach. By establishing
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a dictionary for the most recently encoded characters, the characters to be encoded
are searched in the dictionary to compress the data [7]. The decompression principle
of the dictionary lookup redundant feature format method: traverse the compressed
file, when the data separator comma is encountered, the corresponding information
is recovered according to the dictionary elements in the compression dictionary, and
the subsequent characters are moved back, so that the recovered The text maintains
a good format and original power data information [8].

The idea of run-length coding is the simplest example based on a dictionary,
such as compressing the character AAAABBBAAAACCC, and run-length coding
compresses it into 4A3B4A3C, using the local repetition of characters for com-
pression. Dictionary-based compression algorithms are widely used in text com-
pression, application compression, kernels of general compression algorithms such
as WinZip, Rar, and Gzip. Dictionary-based compression algorithms include LZ77
compression algorithm, LZW compression algorithm [9].

The LZ77 compression algorithm is a classic dictionary-based compression
algorithm. The algorithm uses a transformable data window to map the data. It
can compress the data file without knowing the original file of the data signal. At
the same time, it does not need to know the source in advance. Can be encoded.
In some respects, dictionary-based compression algorithms can not only compress
data directly, but also compress text, images, etc., with a larger range than other
compression algorithms [10].

LZW compression algorithm is a widely used compression algorithm based on
dictionary compression algorithm. The advantage is that this method only needs to
store a relatively small table to restore the corresponding value when storing the
data, so the required cost is relatively low, and the encoding and decoding speed of
the LZW algorithm is very fast. When the data repetition is large, the compression
ratio of the LZW algorithm is better than the compression algorithm based on
statistics [11].

(3) Other compression algorithms
Other compression algorithms include wavelet transform, arithmetic coding,

Fourier transform, etc., which are not introduced in this article.

2.2 Compression Performance Evaluation Index

The evaluation indicators for compressing electrical energy signals include signal
compression ratio, mean square error, and signal-to-noise ratio.

(1) The compression ratio of the signal RCR

RCR = R1

R2
× 100% (1)

R1 represents the data volume of the signal to be stored after compression, and
R2 represents the data volume of the original signal.
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(2) Mean square error eMSE

eMSE =
√∑N−1

i=0

[
g(i)− h(i)

]2
√∑N−1

i=0

[
g(i)

]2 × 100% (2)

The larger the eMSE , the less distortion of the AA signal.
(3) Signal-to-noise ratio rSNR

rSNR = 10log10

{
N−1∑
i=0

[
g(i)

]2
/

N−1∑
i=0

[
g(i)− h(i)

]2
}

(3)

Among them, g(i) is the original signal sampling point, h(i) is the signal recon-
structed from the compressed data, and i = 0, 1,…, N-1. The larger the rSNR, the
smaller the signal distortion [12].

3 Power Data Processing System

This paper proposes a power data processing system with TMS320F2812 as the core.
As shown in Fig. 1, the collected power data is input from the RJ-45 interface to the
TMS320F2812. TMS320F2812 fixed-point digital signal processor is the main control
chip, which mainly completes the realization and control of power data compression
algorithm, so as to achieve power data compression processing. In the hardware structure
of the system,CPLD is connectedwithTMS320F2812 andRTL8019ASat the same time,
while TMS320F2812 is connected with Flash1 and SRAM. The two-way connection
makes data transmission more convenient, and the final data is output through UART.
The system has wide application prospects in power system data compression.

RJ-45 RTL8019AS TMS320F2812 UART

Flash SRAM

CPLD

data input

data output

Fig. 1. Hardware structure of power data processing system

RTL8019AS network card hardware driver is mainly composed of initialization
program, data sending and receiving driver. The internal current page pointer, boundary
pointer, DCR, TCR and other parameters of the RTL8019AS are configured during the
initialization process. Among them, including selecting what kind of data packet to
receive, setting the buffer threshold range of FIFO, determining the size of the sending
and receiving buffer, which interrupt service mode to use, and the determination of the
physical address.
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The data sending process is mainly by starting the remote DMA and the local DMA,
amongwhich, theRTL8019ASautomatically completes the data information transmitted
from thewire. There are twoways to transfer the data in the RTL8019AS receiving buffer
to the memory of the DSPF2812. The first way is that for the data packet corresponding
to the boundary pointer BURY, the remote DMA automatically sends it away. After the
transmission is successful, the NIC removes the boundary pointer BURY and releases
part of the buffer area for continued reception. Because this method is inconvenient to
control read and write operations, it is generally not used. The second way is to move
the boundary pointer BURY through human operation.

4 Simulation Analysis of Power System Data Compression
Algorithm

4.1 Experimental Simulation of Huffman Compression Algorithm

The 5 samples of the electrical energy signal are compressed by the Huffman com-
pression algorithm, and the performance of the compression algorithm is measured by
three indicators: compression ratio, normed mean square error after signal reconstruc-
tion and signal-to-noise ratio. Table 1 shows the comparison results of the compression
ratio, normedmean square error and signal-to-noise ratio obtained by using the Huffman
compression algorithm.

Table 1. Energy Signal Compression Results

compression ratio mean squared error Signal to noise ratio

1 1.5638% 1.3192% 37.5217

2 3.5754% 0.8967% 42.8494

3 12.6823% 0.3281% 49.7265

4 17.3076% 0.1895% 53.9244

5 26.6172% 0.07483% 64.1556

As can be seen from the data in Table 1, using the Huffman compression algorithm to
compress the electrical energy data can achieve a good compression effect: first, a high
compression ratio can be achieved, and even in the case of a high compression ratio, it
can still maintain High signal quality; secondly, as the compression ratio increases, the
superiority of the algorithm’s compression effect becomes more and more prominent.
The Huffman compression algorithm not only compresses relatively small but also has a
large signal-to-noise ratio. With the increase of the compression ratio, the normed mean
square The error is relatively small, and the signal-to-noise ratio will increase; another
outstanding advantage is that the compression ratio can be freely changed.
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4.2 Experiment Simulation of Dictionary-Based Compression Algorithm

In order to more comprehensively check the compression effect of the dictionary lookup
redundant feature format compression algorithm, the front-end data acquisition module
is used to receive a large amount of power system data. A total of 5 test files are selected,
and the data volume is from small to large, ranging from a few B to a few kB. To a few
MB, through the change of the number, the compression effect can be expressed compre-
hensively and concretely. The five test files are from different time periods respectively,
and the above data is compressed and tested on the computer. The file size before and
after compression is shown in Table 2 and Fig. 2. In Fig. 2, the file unit is converted (1
kB = 1021 B, 1 MB = 1024 kB).

Table 2. Comparison of file sizes before and after compression

original file size file size after compression compression ratio

263 B 127 B 38.25%

342 kB 161 kB 36.49%

0.74 MB 0.43 MB 35.61%

1.38 MB 0.77 MB 33.07%

2.06 MB 1.18 MB 31.82%
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Fig. 2. Comparison of original file and compressed file size

As can be seen from Table 2, after using the dictionary lookup redundant feature
format algorithm to compress, when the compression ratio is not less than 30%, the
original file size of 263 B is compressed to 127 B, and the original file size is 342 kB.
The compressed file size is 161 kB, the original file size of 0.74 MB is compressed to
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0.43 MB, the original file size of 1.38 MB is compressed to 0.77 MB, and the original
file size of 2.06 MB is compressed to 1.18 MB, which is the same as the original file
size. Compared with the amount of data, the compression effect is obvious. And the
data compression process can be realized on the power data processing system with
TMS320F2812 as the core constructed in this paper, and it is also suitable for power
system data compression. After testing, the compression results of this algorithm have
reached the expected design compression results, and achieved the purpose of saving
storage space and facilitating power data transmission.

5 Conclusions

This paper proposes two data compression algorithms, namely Huffman compression
algorithm and dictionary-based compression algorithm, and conducts power system data
compression simulation experiments on them respectively. In the Huffman compression
algorithm simulation experiment, three compression algorithm performance evaluation
indicators are used to evaluate the compression effect of the Huffman compression
algorithm on the electrical energy signal. The results show that the Huffman compres-
sion algorithm has a small compression ratio, a small mean square error, and a large
signal-to-noise ratio. The compression algorithm has a good compression effect; in the
dictionary-based compression algorithm simulation experiment, comparing the size of
the original file and the compressed file, the results show that the dictionary-based com-
pression algorithm also has a good compression effect, and the algorithm can perform
data compression on the power data processing system.
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Abstract. Bankbankruptcywill trigger a credit crisis andproduce a series of chain
reactions, which have great destructive power to a country’s economy. Therefore,
governments of various countries have implemented strict financial controls on
commercial banks, and at the same time have strengthened the research on credit
risk identification and control. The purpose of this paper is to study bank credit
risk prediction based on MCDM and CNN. Apply convolutional neural network
to bank credit risk prediction to serve commercial banks. Through continuous
optimization of the algorithm, a more accurate and efficient credit risk identifica-
tion model is obtained, and the combined algorithm model of CNN and XGBoost
is combined with specific practices to give specific practical solutions. At the
same time, the MCDMmethod is used to build a multi-space multi-criteria model
comprehensive evaluation framework, and then the evaluation object is predicted
and evaluated. The experimental results show that the accuracy rate of the CNN
and XGBoost combined algorithm model in predicting non-overdue repayments
reaches 90%, and the model application effect Better.

Keywords: Bank Credit · Risk Prediction · Convolutional Neural Network ·
MCDM Method

1 Introduction

Credit risk is one of financial risk in financial markets. This is a major problem faced
by modern socio-economic entities (especially financial institutions), investors and con-
sumers [1, 2]. It directly affects various activities in modern economic life, and even
affects the stable growth of the world economy. Therefore, understanding the credit risk,
analyzing the reasons for the formation of credit risk, and preventing credit risk have
become an important topic in the field of modern economy and finance [3, 4].

According to their own national conditions, countries have successively improved
and innovated the original measurement methods according to their own economic char-
acteristics, in order to find a credit risk measurement method suitable for their own
national economic environment, and then improve the management of credit risk [5, 6]].
Riyazahmed K empirically examines the impact of managerial efficiency on credit risk
in Indian public and private sector banks. Think of return on assets as a proxy for man-
agement effectiveness and gross non-performing assets (GNPA) as a proxy for credit
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risk. The study used fixed effects and dynamic panel data models to examine effects.
Econometric model estimates suggest that asset returns have a negative impact on credit
risk. In addition, the impact of asset returns is analyzed through information on microe-
conomic andmacroeconomic variables in the dynamic GeneralizedMethod ofMoments
(GMM) method. The results remain unchanged after using a dynamic GMM modeled
with lagged credit risk and lagged asset returns [7]. Okoli T T uses panel ARDL (1,
1) ensemble average group, average group and dynamic fixed effect estimator to study
the bank credit risk, measured by non-performing loans and total loans (NPL) 1995-
BRICS. This study makes a new contribution to the fintech data series by using principal
component analysis to generate fintech indicators [8]. Therefore, for my country, which
is in the critical transition period of the economy, the research on the credit risk man-
agement of listed companies has not only stayed at the theoretical level, but has more
practical significance, which can provide information for the market practice activities
of all participants in the market economy. Important guidance [9, 10].

Based on the observation of the current credit risk forecasting abroad, combined
with the actual economic situation and conditions in my country, this paper finds that
the convolutional neural network in the credit risk forecasting model has the advantages
that are most in line with my country’s national conditions compared with other models.
Therefore, the model was adjusted under the premise of the current economic situation
in my country, and the combined algorithm model of CNN and XGBoost was proposed
to make it conform to my country’s national conditions, which is more practical for my
country’s commercial banks in terms of credit risk management. It can not only improve
the credit risk disclosure ability of my country’s commercial banks, but also improve the
credit riskmanagement system, and finally achieve the purpose of scientificmanagement
of commercial banks.

2 Research on Bank Credit Risk Prediction Based on MCDM
and CNN

2.1 Convolutional Neural Networks

Convolutional neural network is inspired by the visual cortex cells of animals. CNN is a
kind of forward propagation neural network, which has been widely used in the field of
graph and video recognition [11]. The classic CNN model structure has the following
parts: a fully connected layer, a pooling layer for pooling operations, an input layer
for input data, and a convolution layer for convolution operations. The most important
part of the convolutional neural network is its convolutional layer. Between different
layers of the network, the convolution kernel plays a crucial role, and the input of the
previous layer is formed by the convolution of a set of weights. Input to the next layer.
Moreover, the convolutional neural network is more powerful than the traditional filter in
that its parameters (weights and thresholds) can be self-trained, modified and optimized
according to the algorithm [12, 13].

2.2 CNN and XGBoost Combined Algorithm Model

The algorithm combination model proposed in this paper is built on the basis of convolu-
tional neural network, which is similar to the structure of convolutional neural network,
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including input layer, convolutional layer, pooling layer, output layer, and fully connected
layer [14]. Since the feature dimension of loan users is small, the combinedmodel adopts
two convolutional layers and two pooling layers. The input layer, two convolution layers,
two pooling layers, the first fully connected layer and the XGBClasifier() function con-
stitute the combined model of the CNN and XGBoost algorithms. The XGBClassifier()
function belongs to the XGBoost algorithm module, and its main function is to predict
the loan user’s repayment behavior according to the characteristics of the loan user.

XGBClassifier() function: This function belongs to the XGBoost algorithm module.
First, the function is fitted between the training data and the label, and then the label is
predicted to give the label of the test data, which is mainly used to solve the two-class
problem [15].

2.3 MCDM Method

(1) TOPSIS method
The TOPSISmethod is a multi-criteria decision-makingmethod under a limited

scheme. This method can integrate a variety of decision-making factors, and at
the same time consider the decision-maker’s preference for each decision-making
factor, and evaluate and rank the alternatives on this basis. [16, 17]. TOPSIS is
also called the approximation ideal solution sorting method. Its basic idea is very
simple. First, an optimal solution and a worst solution are calculated according
to the alternative solutions, and then the distance between each solution and the
optimal solution and the worst solution is calculated. Score the alternatives, and
finally complete the sorting of the solutions. If a solution is closer to the optimal
solution, then the solution is better.

Compute the distance:
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√
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j )

2
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where Li+ represents the distance from the positive ideal solution, and Li-
represents the distance from the negative ideal solution.

To calculate the closeness, the closeness in the TOPSIS method is defined as
follows:

Ci = L−
i

L+
i + L−

i

, i = 1, 2, · · · ,m (3)

It can be seen from the above formula that the value range of Ci is: 0 ≤ Ci ≤ 1.
When Li- = 0, Ci = 0, Ai = Ai- is the negative ideal solution.
When Li+ = 0, Ci = 1, Ai = Ai+ is a positive ideal solution.
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(2) Analytic Hierarchy Process
AHP can help decision makers choose a plan that satisfies their own decision

preferences in complex decision problems. It belongs to themulti-attribute decision-
making method inMCDM. The basic idea of analytic hierarchy process to solve the
problem is: firstly, stratify the target problem. Consider the key evaluation criteria
for the final plan selection, and then decompose the evaluation criteria to estab-
lish a hierarchical relationship. The lower-level elements must have a subordinate
relationship with the upper-level elements to form a multi-layer analysis structure
model. The relative importance of each criterion to the target and the relative impor-
tance of each scheme relative to the criterion are determined bymutual comparison,
and a paired comparison matrix is formed. After passing the consistency test, the
eigenvector corresponding to the eigenvalue of the paired comparison matrix is cal-
culated to determine The weight of each layer of elements; the weight of each layer
of elements is comprehensively calculated, and the weight of each scheme of the
scheme layer relative to the target layer is obtained, so as to select the appropriate
scheme.

3 Investigation and Research on Bank Credit Risk Prediction
Based on MCDM and CNN

3.1 Acquisition of Data

The data in this article is derived from the loan user dataset provided by Bank M, which
includes six data tables of user information, bank records, browsing information, bill
records, loan time and overdue records. The characteristics of this dataset are: the user’s
features have been preliminarily numericalized, the features cover a wide range of fields,
and the number of features is large. The combination algorithm model constructed in
this paper is used to predict whether the loan user’s repayment is overdue. In the actual
situation, the user to be tested is a small sample data set. In order to better explain it, the
traintestsplit() function in the sklearn module is used to select 60 users from the data as
the users to be predicted, and then use the constructed combination. Algorithmic models
predict their repayment behavior.

3.2 Feature Selection

In order to understand the degree of correlation between the characteristics of the loan
user’s bank record table, draw the number of income (n1), total income (n2), number of
expenditures (n3), total expenditure (n4), number of wages (n5), and wages in the bank
record table. The heat of the six features of total (n6), in which the correlation between
the number of income and total income, the number of expenditures and total expen-
diture, the number of wages and total wages is between [0.99, 1], so the relationship
between income, expenditure, wages and total is between [0.99, 1]. Strong correlation.
The correlation between other features and features is below 0.9, so we will not do
anything about them for the time being. In order to eliminate the features with greater
correlation, this paper constructs three new features, namely average expenditure, aver-
age salary, and average income, to replace them. For the original six features, this paper
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uses feature selection technology to screen out the important features that affect the
repayment behavior of loan users from the user feature set of the correlation analysis,
thereby reducing the data dimension. Through feature selection, the feature index of the
system can be optimized, and some features with small influence value are eliminated,
which can reduce the computational workload and help the credit industry to obtain the
effective features of borrowers.

4 Analysis and Research on Bank Credit Risk Prediction Based
on MCDM and CNN

4.1 Multi-space and Multi-criteria Model Comprehensive Evaluation
Framework

In this paper, a multi-space multi-criteria model comprehensive evaluation framework
is constructed, as shown in Fig. 1.

Fig. 1. Comprehensive evaluation framework of multi-space multi-criteria model

First, the data used in the evaluation process is preprocessed, and then different
feature selection methods are used to construct different feature spaces, and then the
models are trained and verified in these feature spaces, and the performance of the model
on each evaluation criterion is obtained., and finally adopt the MCDMmethod to set the
weight preference for the evaluation criteria according to the problem background of the
evaluation model, and synthesize the performance of each model on a single criterion to
obtain the final evaluation result of the model.

4.2 Application Analysis

According to the predictions of these 60 people, the precision, recall rate, and f1 value
are calculated in Table 1.
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Table 1. Precision, recall, and f1-score values for predicting repayment behavior of users under
test

Predictive classification precision recall f1-score

Forecast not overdue 90 95 94

Forecast overdue 80 70 76
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Fig. 2. Analysis of the effect of the algorithm model

Predicting non-overdue repayments is 90 percent accurate. The accuracy rate of
predicting overdue repayment is 80%, indicating that the algorithm model has a better
effect on the classification of loan users’ repayment behavior, as shown in Fig. 2. The
recall rate for predicting non-overdue repayments is 95%, and the combined algorithm
works well for actually classifying overdue repayment users. The recall rate of predicted
overdue repayments is 70%, which shows that the combined algorithm has a better
classification effect on actual overdue users.

5 Conclusions

With the rapid development, the bank’s credit riskmanagement has not only reformed the
original system and institutions, but also put forward new related technical requirements
for the identification of risk assessment and the management of credit risk. This paper
proposes a customer default risk predictionmodel based on convolutional neural network
for personal credit riskmeasurement of banks. The customer default risk prediction based
on the convolutional neural network model has a high accuracy rate and can accurately
evaluate the borrower’s credit risk default probability; at the same time, the combined
algorithm model of CNN and XGBoost can automatically learn features from the data,
which is similar to the artificially designed features. Than can save a lot of time.
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Abstract. With the progress and development of modern science and technol-
ogy, information technology and mechanical manufacturing technology, China’s
aerospace manufacturing technology also presents a trend of rapid development.
Especially with the support of NC machining technology, the efficiency and qual-
ity of aircraft manufacturing have also been greatly improved. The surface quality,
thin-wall shape, deep cavity The machining accuracy is more and more suitable
for the current advanced aircraftmanufacturing requirements. NCmachining tech-
nology is characterized by its high efficiency and high quality, in recent years, with
the rapid development of NC process equipment and NC process technology at
home and abroad, NC processing technology has been widely used, especially in
the manufacturing of aircraft body parts [1]. Therefore, NCmachining technology
has become an important technical means in China’s aircraft manufacturing pro-
cess, and it is also an important technical support to improve the development level
of China’s aerospace industry. Based on this, this paper analyzes the application
of NC machining technology in aircraft manufacturing.

Keywords: NC Machining Technology · Aircraft Manufacturing · Application

1 Introduction

With the support of numerical control technology, some important parts of the aircraft
can be accurately cut and polished, so that their accuracy and surface quality can meet
the requirements of aircraft assembly. Moreover, the automation and intelligence of
numerical control processing also greatly save labor costs, not only improve production
quality and efficiency, but also reduce production costs, It ensures the economyand safety
of aircraftmanufacturing, especially in themanufacturing of some complex components.
Therefore, it is necessary to pay attention to the application of NCmachining technology
in aircraft manufacturing.

At present, China’s aviation industry is in a period of rapid development. In order to
promote the development of national economic construction and consolidate the needs of
national defense construction, we are trying to develop and produce a number of modern
aircraft that catch up with and surpass the international advanced level, including the
batch production of the third generation military aircraft, the development of the fourth
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generation military aircraft, and the R &D of passenger aircraft and Dayun aircraft. The
development and production of these advancedmodern aircraftmust have good advanced
technical equipment and advanced manufacturing process methods, and the selection of
advanced technical equipment and advancedmanufacturing process methodsmust study
and analyze the mechanism characteristics of modern aircraft parts [2].

NC machining technology is the technology of using computer program to control
machine tools to process components and realize automatic production. The technology
includes hardware and software, in which hardware mainly refers to NC machine tools
related to machining and related supporting facilities. NC machine tools mainly input
the mold parameters to be manufactured into the sensor inside the NC machine tool
through the staff, and the sensor can automatically identify and produce, so as to realize
automatic and flexible production of mold manufacturing; Software refers to the com-
puter, program coding and other systems that realize NC machining. With the support
of coding program, the relevant dimensions and materials of processed products can be
input into the machine tool to complete the automatic machining of machinery. [3] Gen-
erally speaking, NCmachining technology has the following application characteristics:
first, automatic production, which greatly reduces the investment of labor cost, avoids
the error caused bymanual production, and ensures safe production; Second, centralized
production. Comparedwith the traditional decentralized processing technology, NC pro-
cessing technology can centrally manage each process, and reduce the piecemeal time
between processes and the space occupied by various machines. Therefore, this technol-
ogy has less space requirements in practical application, and can complete large-scale
processing in a small space; The third is flexible production, which mainly refers to the
more flexible production line, which can greatly adapt to the market production demand
[4].

2 Influence of NC Machining Technology on the Application
of Aircraft Manufacturing

2.1 Impact on Standard Tooling

In the process of aircraft manufacturing, themanufacturing department will manufacture
a variety of different types of standard samples according to its actual needs and process
them according to these standard samples. Due to the large scale of the aircraft, the
number of parts is relatively large, and even the sizes and models of various parts are
quite different, it requires more time, energy and material resources for the manufacture
of standard samples, It is not conducive to the improvement of production efficiency. The
application of numerical control technology only requires individual standard tooling to
coordinate the installation relationship between various aircraft parts,while the tooling of
other aircraft standard parts can realize production andmanufacturing through numerical
control processing technology, which saves a lot of materials and manpower for aircraft
manufacturing enterprises. In general, the production cost is greatly reduced, At the same
time, the production efficiency and production quality have been greatly improved.
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2.2 Influence on Die Line Template

In the past, in the process of aircraft manufacturing, the only original basis was the
mold line template, so as to realize the processing of various parts. Therefore, the mold
line template has also become a fixed part production and manufacturing template in
aircraft manufacturing. The manufacturer only needs to produce the corresponding parts
according to themold line template, but this method has great restrictions on the thinking
of design, It is increasingly unable to meet the requirements of current aircraft perfor-
mance. With the application of numerical control processing technology, the processing
and upgrading of various aircraft parts has been realized, and its data-based manu-
facturing method also advantageously promotes the quality and efficiency of aircraft
manufacturing [5].

3 NC Machining of Typical Parts

To select whether the product is suitable for NC machining, refer to the following
principles:

(1) The geometry is complex, and the surface of the part is mostly curved, and there
are many spatial angles;

(2) Products that are difficult to processwith ordinarymachine tools, complicate tooling
and increase cost;

(3) Products with aluminum alloy tensile plate as raw material and large cutting
allowance, which can be processed by high-speed cutting;

(4) Large batch of products suitable for multi spindle NC machining;
(5) The product has high precision requirements and strict interchangeability require-

ments;
(6) The program can complete the processing of opposite parts through the “mirror”

function and use plates;
(7) Products requiring NC machining in subcontracting production and new machine

development at home and abroad.

According to the above principles, aircraft integral machined structural parts are one
of the main products suitable for NC machining. According to the structure, they can be
divided into beams, wall panels, frames and joints. The following describes the common
problems of the above types of parts in NC machining [6].

4 Application of NC Machining Technology in Aircraft
Manufacturing

4.1 Beam

Themost important standard and requirement of the aircraft during operation is tomaster
the balance. The main function of the beam is to master the fuselage balance so that it
can fly more smoothly. In the manufacturing process of beam, load-bearing member
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is the key part to ensure the function of beam, so the requirement for its toughness is
relatively high. At present, high-strength alloy structure or high-strength aluminum alloy
is generally used in the manufacturing of load-bearing member. These materials have
high strength and good toughness, which effectively ensure the service performance of
the beam, so as to improve the safety factor of the aircraft. The load-bearing components
are generally of variable angle profile, the cross-section shape is I-shaped, and equipped
with notches, joint holes, etc. (as shown in Fig. 1 below). Therefore, the manufacturing
process is relatively complex. In NC machining, the manufacturing process of this kind
of parts is generally based on milling. The processing of various holes in individual
components needs to be produced in strict accordance with the requirements of their size
and location. In addition, the geometric dimension of the beam is relatively large, and
there may be deformation problems. Therefore, NC machining technology is required
to consider every detail to ensure its manufacturing quality [7].

Fig. 1. Schematic diagram of beam

4.2 Partition

The diaphragm is mainly used to bear gravity, and can also divide various functional
areas of the aircraft. In the processing and manufacturing of the diaphragm, it requires
a large area of the processing platform. It can be manufactured only when the working
surface is large, which also means that it is necessary to launch the data control facilities
with large table surface for operation. The main material of diaphragm is plate, so it is
often used for cutting, but the excessive area also causes some difficulties for cutting. At
this time, the rigidity and strength of the NC machining fixture can be used to improve
the cutting force and cutting speed. The milling method can also avoid the deformation
and distortion of the diaphragm in the manufacturing process, and further ensure the
quality of the diaphragm [8].
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4.3 Frame

Frame is an important load-bearing part in aircraft. It is an important part of fuselage
shape. Its curved surface characteristics make it difficult to manufacture. In the manu-
facturing of frame, it is generally die forging, and then it is fine processed. The separate
fixture with plane positioning and process hole positioning is adopted to better maintain
the flatness and parallelism of the upper and lower parts of the frame. At the same time,
the method of repeated processing up and down can be adopted, and the feed amount
shall be controlled within 3mm.When approaching the final target size, the feed amount
and speed shall be gradually reduced to ensure the integrity and accuracy of cutting.
NC machining technology shows a strong automation advantage in the production and
manufacturing of frame parts. It can set the feed rate and speed in advance, reduce the
error rate of human factors, ensure the effective and rational use of aircraft materials,
and reduce the error rate in construction, so as to improve the utilization rate of aircraft
manufacturing materials, While reducing the manufacturing cost, it can also ensure that
its manufacturing quality meets the requirements of aircraft manufacturing [9].

4.4 Joint

The main function of the joint is to connect other parts and bear the role of gravity. The
structure of the joint usually has increased differences. In the manufacturing process, the
shape of the joint needs to be designed according to different types of parts in the aircraft.
Therefore, the general joint has the characteristics of complex geometry and more space
angles (as shown in Fig. 2 below), As a result, the process in the manufacturing process
is more complex. At present, the materials used in joint parts are generally materials
with good strength and rigidity, which are cut by mechanical technology. However, in
actual operation, the qualification rate will be relatively low due to the characteristics of
the joint. At this time, we can use NCmachining technology and adopt cutting tools with
different machining depths according to the design drawing paper to give full play to
the advantages of NC technology, Use both long and short knives to effectively improve
the qualification rate of joint parts [10].

Fig. 2. Schematic diagram of connector parts
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5 Epilogue

Tosumup, the level of aircraftmanufacturing is closely related to the development quality
of China’s aerospace industry. The development of numerical control technology can
further improve the efficiency and accuracy of aircraft parts manufacturing, and there
is no need for a large number of tooling in the processing and manufacturing process,
which greatly shortens the R & D time of aircraft parts, thus continuously strengthening
the market competitiveness of the aircraft manufacturing industry. With the progress
and development of modern society, the requirements for college processing of parts in
aircraft manufacturing are higher and higher. NC technology will also give full play to its
application advantages and lay a good foundation for the healthy, stable and sustainable
development of aircraft manufacturing industry.
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Abstract. With the innovation and development of computer application technol-
ogy, colleges have further accelerated the process of information construction, and
data mining has gradually become one of the most active research fields in educa-
tion and teaching big data analysis. As a public basic course, college mathematics
has many problems, such as a large number of students, high learning failure rate,
and many learning disabilities. Stolyar, a famous mathematical educator of the
former Soviet Union, said that mathematical teaching is also the teaching of math-
ematical language. Therefore, it plays a significant role in mathematics teaching
to train students to skillfully usemathematical language to represent mathematical
problems and enhance the students’ ability of solving problemswithmathematical
methods. Based on the existing circumstances of students’ mathematical language
representation obstacles, this thesis deeply discusses the influencing factors of stu-
dents’ performance, constructs a decision tree model of the main factors affecting
students’ performance according to the decision tree arithmetic in data mining
technology, and predicts the level of curriculum obstacles according to the model,
so as to help teachers adjust teaching reasonably, and guide students to overcome
the obstacles of mathematical language representation.

Keywords: Data Mining ·Mathematical Language · Representation Barrier

1 Introduction

As a new data analysis technology, data mining uses artificial intelligence to analyze the
data in the database. At present, it is used on a large scale in many fields. With the inno-
vation and development of computer technology, all colleges and universities in China
are implementing campus digital construction, with a large amount of educational data
and huge databases. How to scientifically apply data mining to discover the laws in edu-
cational data is of great significance and application background for guiding schools to
optimize teachingmanagement and improve teachers’ teachingwork. Literature [1] stud-
ied the prediction model of college students’ experimental class performance with data
mining technology. Educational Data Mining can help learners continuously improve
their academic performance through educational technology methods [2, 3]. Literature
[4] comprehensively reviewed the educational data mining (EDM) and learning analysis
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(LA) in higher education. More and more scholars at home and abroad have introduced
data mining algorithms into the field of education, conducted in-depth analysis and
mining of students’ performance information, and achieved many results [5–9].

Stolyar, a famous mathematical educator of the former Soviet Union, said that math-
ematical teaching is also the teaching of mathematical language. Therefore, it plays a
significant role in mathematics teaching to train students to skillfully use mathemati-
cal language to represent mathematical problems and enhance the students’ ability of
solving problems with mathematical methods. As we all know, college mathematics
public courses mainly include advanced mathematics, linear algebra, probability the-
ory and mathematical statistics. They have a wide range of courses, a large number of
students and great influence. However, in the process of learning college mathematics,
a considerable number of students have learning disabilities, especially mathematical
language representation barriers. Mathematical language is mainly divided into graphic
language, symbolic language and written language. The research on mathematical lan-
guage representation barriers mainly focuses on children’s enlightenment education and
mathematics education in primary and secondary schools, while the research on learning
barriers of college students in mathematics curriculum learning is relatively small [10].
Therefore, the further research on the obstacles of mathematical language representation
of college students is very significant to improve the learning management of college
students and the reform of college mathematics teaching.

In thiswriting, the decision tree arithmetic in datamining is used to discuss the factors
affecting students’ mathematical language representation obstacles, and put forward
corresponding teaching suggestions to solve the language representation obstacles in
mathematical problem, so as to help teachers formulate corresponding improvement
measures, and guide students to overcome the mathematical language representation
obstacles.

2 Model Preparation

The decision tree algorithm model can be established through data mining technology.
On the one hand, it can grasp in advance the types and current situation of language
representation barriers in mathematical problem solving of college students, as well
as the degree of mathematical language representation barriers of students in different
majors (science and engineering, economics andmanagement, etc.).On the other hand, it
reveals the important factors that affect students’ mathematical language representation
barriers, so as to help students eliminate learning barriers, and also provide an effective
reference for college mathematics teaching. The research process generally includes
three stages: data collection, model building, analysis and decision-making. First, the
collection and preprocessing of educational data are completed to generate high-quality
data. Then, analyze and mine the data, explore the key data variables, build the model
under the decision tree rules and test the prediction effect. Finally, the conclusion of the
model is refined and formed into a decision to solve the problem. Each stage interacts
with each other and iterates circularly.

C 4.5 algorithm is mainly used to establish decision tree classification rules. It can
not only process attributes with continuous values, but also process training samples
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with vacant attributes. Based on the decision tree node selection criteria to maximize the
information gain rate, complete the processing of different levels of data, and complete
the overall construction of the decision tree from root to branch and from branch to leaf.
The procedures of using C 4.5 algorithm to generate a decision tree are as below.

1) The information gain rate of each attribute of the training sample is obtained.
2) The attribute with the largest information gain rate is selected as the root node of

the decision tree.
3) Divide the data set according to the root node attribute values, and recursively per-

form step 2 on the subset until the observation data in the subset is consistent with
the values in the classification attributes.

4) According to the established decision tree, the classification rules are extracted and
the decision tree is constructed.

The procedure of generating the decision tree model is shown in Fig. 1.

Fig. 1. The procedure of generating the decision tree model

3 Model Application

3.1 Data Collection

In order to study the types of language representation barriers in students’ mathematical
problem solving, the test paper takes the knowledge points of highermathematics courses
as the test content, which involves the understanding, transformation and expression of
mathematical language, and can accurately reflect the current circumstances of language
representation barriers in students’ mathematical problem solving. In this thesis, we
collected the personal information of the students in ZhixingCollege ofHubeiUniversity
in the form of online questionnaires, and finally collected 1016 questionnaires.



Barriers of Mathematical Language Representation of College Students 331

Table 1. Language representation barrier level assignment table

Levels of language representation barriers NO Mild Moderate Severe

Assignment 3 2 1 0

The results of the test paper are assigned according to the levels of language repre-
sentation barriers in students’ mathematical problem solving, as shown in Table 1. The
mathematical language representation disorder subscale adopts a 4-level scoring system,
including none, mild, moderate and severe. The more serious the obstacle is, the lower
the score is, and vice versa.

In order to facilitate later data mining, students are classified into three categories
according to their professional nature: science and engineering, economics and manage-
ment, and humanities. According to the category of college entrance examination, they
are divided into two categories: ordinary college entrance examination and skill college
entrance examination. The data of 1016 students will be randomly divided into training
set (n= 711) and test set (n= 305) in line with the ratio of 7:3. Based on the training set,
the C4.5 algorithm is used to generate a prediction model, which is used to predict the
test set data, and compare the prediction results with the actual results to test the model
effect. The variables in the data are displayed in Table 2.

Table 2. Description of variables in data

Variable Name Value

Student gender STUSEX M(male), F(female)

College entrance examination
category

GKLB PT(Ordinary college entrance examination)
JN(Skill college entrance examination)

Major classification ZYFL LG(science and engineering),
JG(economics and management),
RW(humanities)

Weekly time for self-study of
mathematics after class

ZXSJ 1 (less than 2 h),
2 (2 to 5 h),
3 (more than 5 h)

3.2 Model Building

Decision tree algorithm is used to mine and analyze the college entrance examination
category, student gender, major classification and other items in student data, find out
the key factors that cause students’ mathematical language recognition obstacles, help
teachers better predict students’ grades, timely find students’ problems in learning, and
make suggestions for students to learn better. The sample data is calculated with the
algorithm C4. 5. The decision tree after pruning is shown in Fig. 2.
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Fig. 2. The decision tree after pruning

3.3 Analysis of Resolution

This study finds that the key factor that leads to the obstacle of mathematical language
representation is the category of college entrance examination. Generally speaking, the
mathematics foundation of the skill college entrance examination students is not solid
enough, and themathematics subject needs long-term accumulation. The candidateswith
a weak foundation also encounter more obstacles in mathematics learning. This is con-
sistent with the judgment drawn from daily experience. For ordinary college entrance
examination candidates, the professional category factor plays a key role in the test
scores. The scores of science and engineering students are generally better than those
of economic students. The decision tree model combines the student data content to
complete the evaluation, and the prediction accuracy can reach 81.5%. The above exper-
imental results indicate that the prediction of the model has certain referential value. Its
specific practical application value lies in: at the beginning of the class, teachers predict
the students with serious obstacles in mathematics learning through the model, and issue
academic early warning in advance, so as to take targeted preventive measures to help
students improve their mathematics learning level.

Based on the test data analysis, the following conclusions are obtained.

1) Compared with written language and graphic language, symbolic language is the
most difficult to understand, which is determined by the simplicity and abstraction
of symbolic language itself. Therefore, symbolic language should be paid more
attention to in the understanding of mathematical language.

2) Obstacles are most likely to occur in the transformation from graphic language to
written language and symbolic language. Although the graphic language is intuitive,
it needs to find out the details. It is difficult for students to accurately convert the
graphic language into written language and symbolic language.

3) It is easier to have obstacles when using mathematical language to express. Stu-
dents are especially used to reasoning or calculation in symbolic language. They
not only pay insufficient attention to written language, but also lack the training of
mathematical expression in written language.
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4 Conclusion

In the epoch of big data, we make the best of information technology to mine education
data, which provides an important scientific basis for teaching reform. This paper fully
conforms to the demands of the processing of the information age, uses the decision
tree algorithm to mine student data information, finds out the key factors that affect the
obstacles of students’ mathematical language representation, and realizes the analysis
and prediction of the obstacles of students’ mathematical language representation, so as
to help teachers adjust their teaching work reasonably, and guide students to overcome
the obstacles of mathematical language representation.
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Abstract. MM and SP a computational feature in which a computer can simulate
the state of a system at high speed and accuratelywhile eliminatingmachine faults.
Over the years, computer MM and SP have slowly been accepted and accepted by
most people. Computers should consider all aspects of how to lay out MM and
SP modules. Whether this system layout can meet the application requirements
can be tested to prove. In this text, a CS patterning and SP module are set up, and
computer MM and SP applications are processed. This text studies the MM and
SP in CS on account of IGA, introduces the professional knowledge of MM and
signal in CS, and expounds its operation principle. The data test shows that the
MM and SP in CS on account of IGA can improve the accuracy of MM and signal
efficiently.

Keywords: IGA · Computer Simulation · Mathematical patterning · Signal
Processing

1 Introduction

The principle of wavelet analysis mode is to extract the characteristics and data of partial
discharge signal and electric wave signal through partial discharge. On the basis of
repeated investigation and familiar with pd SP and experiment at home and abroad, ciah
used wavelet analysis algorithm to analyze the characteristics of two kinds of signals,
part data, frequency data, and Fisher discriminant mode to select the most characteristic
quantity for identification processing. This operation can greatly improve the accuracy
of simulation data patterning and SP accuracy. MM and SP in CS on account of IGA is
beneficial to the progress of MM and signal simulation technology.

Domestic and foreign scholars have studied the IGA. In foreign studies, KumariR
proposed that in the process of image segmentation, the subset of the image should be
found according to the gray value of the pixel or the position of the pixel. Image seg-
mentation using genetic algorithm is an NP-complete problem, and finding the solution
of this kind of problem is a computationally difficult task [1]. In the new genetic algo-
rithm proposed by AcunaY, the global grabbling power is realized by an improved island
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pattern, while the part grabbling power is realized by a new accommodative disparate
outburst trimming program. Part radical grabbling mode is adopted to handle raw con-
centration [2]. Al-obaidima proposed an optimization framework on account of species
conservation Genetic Algorithm (SCGA) to optimize process design and operational
parameters. In order to enable readers to have a deeper understanding of the process, the
effects of membrane design parameters on the dimethylphenol interception rate, water
recovery rate and specific energy consumption level of the two different processes were
studied [3].

Neurons complete the construction of the algorithm network by means of synaptic
connectivity, which can collect data information and collect electrical characteristics
[4, 5]. It is very important for medical application to study the data and transmission
mechanismof algorithmic network. The neural network has nonlinear complex feedback,
and it is difficult to conduct experiments from the internal structure [1, 6]. On the premise
of in-depth study of neural network structure, the application field can be simulated, so
that the internal structure and attributes can be obtained. The MM and SP in CS on
account of IGA is beneficial to improve the simulation effect and the quality of CS
patterning and SP.

2 Regrabbling on the Design of MM and SP in CS on Account
of IGA

2.1 IGA

Genetic algorithm refers to the global grabbling and optimization of targets in a par-
allel way [7, 8]. Simulated biological outburst was used to solve the optimal solution.

Advantage:Population 
diversity

Disadvantage:Trapped in 
local optimum

Fig. 1. Advantages and disadvantages of genetic algorithms
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Compared with the part grabbling algorithm, this algorithm has more advantages. The
algorithm can grabbling a wider solution space, which is an effective technique for
solving.

One of the advantages of the algorithm is to process the data in the way of population.
At this time, the diversity of population can be inherited and the advantages of population
can be borrowed into the algorithm. A population is essentially a viable solution space,
so a single individual in a viable solution space is a viable solution. The efficiency of the
algorithm can be improved by using population theory to grabbling feasible solutions. In
addition, the defects of genetic algorithm also exist. If individuals in the feasible solution
space are competing with each other, survival of the fittest will be carried out, so that
similar individuals will remain. In this mechanism, there are all similar individuals, the
original diversity of the population will be broken, so that the algorithm will fall into
part optimum more early. In this case, the global effect of the crossover is reduced, so
that the next generation is not more easily produced. Population outburst adopts part
variation for processing, and the solution is limited to the domain scope for solving, so
the global optimal solution cannot be achieved, as shown in Fig. 1.

Crossover operation is a mainstream computing mode in genetic algorithm, which
influences the efficiency of the pattern. So, the key to algorithm success is to have a
perfect crossover operation. The algorithm steps of the crossover pattern are as below:

Step1: calculate the Euclidean distance between any two elements in the population and
generate the adjacency matrix D;
Step2: Use the algorithm pattern to process the adjacency matrix D and generate the
minimum spanning tree T;
Step3: solve the correlation value of T, its average weight QUOTE and select the
maximum weight value (0 < δ < 1) in T where V is not greater than δ×;
Step4: read tree T one by one, grabbling all boundaries greater than V and then partition
to obtain sub-connected graphs;
Step5: grabbling the sub-connected graph one by one, obtain subclasses, and then
perform sequence arrangement;
Step6: Roulette picks out any single element X1, obtains the sequence I of the sub-
population below the single element, and obtains an optimal individual X2 from the
subpopulation I;
Step7: Obtain the subpopulation J nearest to I, and arbitrarily select a single individual
Y of subpopulation J;
Step8: x1 and X2 perform crossover operation, and the set obtained is X;
Step9: Select individuals farther from individual Y, assume that individual X2 and
individual Y operate cross, and obtain set Y;
Step10: Use the more excellent individuals in the two sets of algorithms to change the
individuals into offspring individuals.

2.2 MM and SP in CS on Account of IGA

1) CS MM
After neurons are connected to all equivalent circuits, professional theoretical

knowledge and neuron knowledge are used to construct mathematical algorithm
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formulas [9, 10]. The electrical properties are shown by the membrane potential of
neurons.

Numerical representation adopts individual elements in the algorithm formula
under neurons, and such representation or description of data is called numerical rep-
resentation of objects [11, 12]. The data value representation can have the following
specific advantages:

(1) Data sharing within the network [13–14]. Each neuron in a neural algorithm
can be composed of basic components, and one of its characteristics is that it
can be shared.

(2) Network mutual data reuse. Algorithm data assembly, using the common
constituent in the algorithm.

(3) Data files can be generated and edited [15–16]. Basic object files are usually
small and in a fixed form. In this case, you can generate files for each basic
object configuration interface.

(4) Object-oriented programming. Data description from the basic object from the
hair, its link to the corresponding class, can be object-oriented programming.
Its advantage is that it can ensure data security and is easier to expand and
process.

(5) Optional parameters [17]. Parameters are divided into files, which have cor-
responding algorithm formulas and specific definitions, and can have value
ranges.

2) SP
The selection of appropriate wavelet is very important for PD signal analysis.

When selecting the optimal wavelet basis in multi-scale analysis, in addition to con-
sidering the orthogonality, support set and symmetry of the wavelet, it is necessary
to ensure that the optimal wavelet can best reflect the frequency characteristics of
PD signal at different layers. For a given signal, the optimal wavelet has the largest
wavelet coefficients in the time-scale domain.

3 Regrabbling on MM and SP Effect in CS on Account of IGA

MM and SP in CS on account of IGA, the membrane potential Vi of each neuron is
expressed by dynamic equation:

dVi

dt
= sIex − ∑m

j=1 Ivdij − ∑n
k=1 IeSik − ∑n

k=1
∑p

l=1 IcSikl
CMi

(1)

where, I corresponds to the subscript of neuron membrane potential V in the network;
J corresponds to the subscript of voltage dependent conductance current QUOTE ; K
corresponds to the subscript of electrical synaptic current QUOTE ; L and subscripts
corresponding to chemical synaptic currents QUOTE ; N is the number of neurons and
electrical synaptic currents in the network;M is the number of ion current in each neuron;
P is the number of chemical synaptic currents corresponding to each electrical synapse.
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SP. The simulation system has 4 external terminals: display Moniter, data, printing
interface, Postscript format file. Postscript doesn’t have a high settlement. The external
algorithm will process according to the settlement and automatically filter the complex
and useless information under certain precision conditions. Simulation is internal to the
system and requires very little complexity. Its main principles are described as below:

(1) According to different yield media (Moniter, printer, file, and Postscript file), obtain
its range (width, height);

(2) Set the yield optimization factor (Rx, RY) according to different media. The
larger the coefficient, the taller the corresponding yield settlement. The values of
optimization factors for each yield media are as below.

(3) According to the media yield range and optimization factor, establish the corre-
sponding optimization rules

Int.[curX*rx] < width (2)

Int.
[
curY*ry

]
< height (3)

Int.
[
(prex − curx) ∗ rx

] �= 0 (4)

Int.
[
(prey − cury) ∗ ry

] �= 0 (5)

Int.[] indicates the integer. (preX,preY) denotes the original value point;
(curX,curY) denotes the current numerical point;

(4) Apply rules and accommodatively optimize the yield data.

(a) The original numerical point (preX,preY) is cleared;
(b) Calculate the current numerical point (curX,curY)
(c) If rules I and II are met, go to (d); Otherwise, go to (e)
(d) yield the current point if rule three or four is met; Otherwise, go to (f)
(e) Assign the current value point to the previous value point;
(f) If not the last numerical point, go to (b); Otherwise, end.

4 Investigation and Analysis of MM and SP in CS on Account
of IGA

The data patterning and SP effects of the pattern in this text were detected by binary cod-
ing and real coding. The algorithm patterns were traditional algorithm Harr+ Adaboost,
DPM and IGA in this text. 23 functions were selected to compare the algorithm
effects. Parameter reference of algorithm pattern. Configuration environment: The envi-
ronment mirror system is Windows8, the processor is Inter(R)Core(TM) I3–8556,
CPU@4.20GHz, thememory is 12GB, andVS2008 software is used to run the algorithm.

During the test steps, the computer is used to extract data from all test points, such
as system operation data, channel counting data, bus storage data, etc. If the detection
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Table 1. Test parameter list

Algorithm Gen Time(s)

Harr+ adaboost 18 60

DPM 13 60

IGA 8 60

bit is faulty, you can query fault parameters, such as the number of channels, fault
classification, fault category, and discrete data. The time required by Harr+ Adaboost,
DPM and the IGA in this text in testing, and the algebraic Gen of population outburst
are shown in Table 1.

The three items in the first row of Table 1 are Algorithm, POPULATION outburst
algebra (Gen) and total running Time respectively. The first column contains three algo-
rithms, namely Harr+ Adaboost, DPM and the IGA in this text. In Table 1, the maximum
outburstary algebras of the three algorithms in the test are 18,13,8 respectively. The total
running time is 60 s.

In Fig. 2, the gray line represents the IGA in this text, the orange line represents
DPM and the blue line represents Harr+ Adaboost. As can be revealed from the figure,
the IGA in this text has the lowest line bit and the least population outburst algebra. It
can be revealed that the IGA has the highest effect.

The data show that the MM and SP in CS on account of IGA has remarkable effect
in the field of MM and SP in CS.
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Fig. 2. Algorithm operation effect diagram

5 Conclusions

Many test data and practical performance can prove that the algorithm pattern is very
accurate, the data description is correct, the signal calculation is reasonable, and the
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variable dynamic processing and parallel operation are carried out. This simulation
system uses IGA pattern, computer tools, programming language is Java. The simulation
system can run on all Java language platforms. The system uses the image interface,
which has stored many case scenes. The MM and SP in CS on account of IGA is
beneficial to the progress of CS MM and SP technology.
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Abstract. Since there is no obvious delimiter in Chinese, the problem of word
segmentation that does not exist in English is a very important step inChinese. This
papermainly studies the designofEnglish translation intelligent recognitionmodel
based on reverse maximum matching segmentation algorithm. In this paper, we
first propose the inverse maximummatching segmentation algorithm, and propose
the NMT model based on dual learning and mask language model (MLM). The
dual learning based NMT model uses one encoder and two decoders (including a
source language decoder and a target language decoder). The experimental results
show that the method proposed in this paper has a good effect in identifying new
words in the article.

Keywords: Reverse Maximum Matching · Word Segmentation Algorithm ·
English Translation · Intelligent Model

1 Introduction

Due to the diversity and complexity of languages and the lack of computer performance,
there has not been much progress in machine translation for a long time after the con-
cept was proposed. However, in the last 30 to 40 years, with the vigorous development
of deep learning of artificial intelligence, the development of machine translation has
a new direction. As we all know, the translation between languages not only involves
a variety of rich vocabulary, but also needs to consider the complex correspondence
between grammar and sentence patterns. Traditional machine translation methods gen-
erally design templates for the translation between two languages to match, which is
undoubtedly inefficient and inaccurate. In the research of machine translation, natural
language processing is an extremely important part [1, 2]. In the field of Natural Lan-
guage Processing (NLP), Chinese is more difficult to process than English, Portuguese
and other western languages. One important reason is that in the Chinese corpus, words
as the basic unit of a sentence do not have formal delimiters (while Spanish words
have space marks as delimiters). Therefore, word segmentation, which does not exist
in Spanish, is a very basic and important step in Chinese processing [3]. The correct
segmentation of Chinese sentences will be of great benefit to the downstream tasks of
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natural language processing, such as emotion classification and topic analysis. However,
the existing word segmentation tools are more or less based on the dictionary. Research
shows that out of vocabulary (words that do not exist in the dictionary) is an important
factor affecting the accuracy of word segmentation. More than 60% of Chinese word
segmentation errors are caused by the existence of new words. Relying on manpower
to build a thesaurus requires considerable effort. With the rapid growth of the number
of new words, the cost of maintaining and updating the thesaurus also increases [4]. In
this context, the technology of automatically mining new words from text by computer
came into being.

Chinese word segmentation was proposed in the 1980s. After nearly 40 years of
development, it is now facing twomajor technical problems: segmentation of ambiguous
words and unlisted words. Ambiguous words are caused by two or more segmentation
results in a Chinese sentence. Common segmentation ambiguities are intersection type
segmentation ambiguities, combination type segmentation ambiguities and the ambi-
guities of the Chinese language itself; Among them, unknown words are also called
new words, which refer to words that are not recorded in the dictionary, such as net-
work words, person names, place names, organization names, and professional terms
in all walks of life. Therefore, whether ambiguous words and unknown words can be
effectively resolved is an important factor to judge the performance of Chinese word
segmentationmethods. Chinese word segmentationmethods can be roughly divided into
three categories: first, dictionary based word segmentation methods, which match the
Chinese sentences to be segmented one by one with the dictionary prepared in advance.
If words with the same segmentation fields in Chinese sentences are found in the dictio-
nary, thematching is successful; otherwise, the newChinese character string obtained by
subtracting characters is matched again [5]. The second is a word segmentation method
based on statistics. It uses the frequency of adjacent Chinese character strings appearing
in the corpus as a basis to judge whether adjacent Chinese character strings can be com-
bined into a newword. Although this method solves the problem caused by the imperfect
dictionary, it will also segment some wrong high-frequency Chinese character strings
as an independent whole, such as “my”, “ate” “Why” and other meaningless words [6].
However, it is difficult to convert syntactic and semantic information into a recognizable
way for computers, so this method is still in the exploration and development stage [7].

With the continuous development of the times, the world is accelerating its integra-
tion. More and more fields require cooperation and communication between different
countries to work effectively, and language communication is the most basic require-
ment for cooperation, which means that machine translation has a decisive strategic
significance in both academia and industry.

2 Translation Model Based on Reverse Maximum Matching
Algorithm

2.1 Reverse Maximum Matching Segmentation Algorithm

The word segmentation algorithm based on string matching is also called dictionary
based word segmentation algorithm or mechanical word segmentation algorithm [8].
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This algorithm first requires a computer word segmentation dictionary with sufficient
coverage, and then matches the Chinese string to be segmented with the entries in
the word segmentation dictionary according to certain rules. If the word segmentation
dictionary contains the characters or character strings in the Chinese string, the matching
is successful, and the character or string is regarded as a recognized word [9, 10].

The advantages and disadvantages of the word segmentation algorithm based on
string matching are as follows:

Advantages: simple algorithm, easy implementation and high efficiency;
Disadvantages: low efficiency, slow speed, difficulty in handling ambiguity, inability

to learn independently, and unsuitable for handling Chinese texts of Jiaotong University.
This segmentation algorithm can have different classifications. According to the

starting position and direction of scanning, it can be divided into forward matching
algorithm and reverse matching algorithm.

Because there are many positive phrases in Chinese, if we match from back to front,
we can do reverse matching to reduce the error rate.

The basic idea of Reverse Maximum Matching Method (RMM) is as follows:
Assume that the number of characters in the entry with the largest number of char-

acters in the word segmentation dictionary is MaxLen, and set the Chinese string to be
segmented as S1;

Judge whether S1 is empty. If it is empty, go to step 7. If not, go to the next step;
Take no more than MaxLen characters from the string Sl from left to right as the

matching string W;
Find the word segmentation dictionary. If the character string W exists in the word

segmentation dictionary, the matching succeeds. Go to the second step. If the character
string W does not exist, the matching fails. Go to the next step;

Remove the leftmost word of W as the new W;
Determine whether W is a single word. If it is a single word, go to step 7. If it is not

a single word, go to step 4:
Output results.

2.2 English Translation Intelligence Model

NMTsemi supervisedmachine translationmodel can usemonolingual corpus to improve
the performance of the pre training model. Even if only monolingual corpora are avail-
able, dual NMT models can obtain high-quality feedback through forward translation
and back translation.

For the sake of brevity of language expression, this paper uses (E, F, G) to represent
a message of language A (which can be a sentence or a piece of text). Agent A only
understands language A, and sends a message (E, F, G) to Agent B through a noisy
channel 1. Channel 1 uses a translation model to convert the information into messages
(x, y, z) of language B. Proxy B only understands language B. After receiving the
message (x, y, z), it checks the information and tells proxy A whether the message is a
natural statement in language B. Then agent B sends the received message (x, y, z) to
agent A through another noisy channel 2, and another translation model in channel 2 can
convert this information into language A messages (H, I, J). After Agent A receives the
message (H, I, J), it checks the message and determines whether it is consistent with the
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original message (E, F, G) sent by Agent A, and then feeds it back to Agent B. Through
the feedback mechanism, the two agents can know whether the two translation models
performwell, and then make improvements to the translation models. The above process
can also start from agent B by sending the original information of language B.

Given a corpus DA of language A and a corpus DB of language B. The two corpora
are not strictly aligned. There are two translation models that can translate language
A into language B, or translate language B into language A. Starting from a statement
in corpus DA, the model translates it into language B, and then back to language A.
By evaluating the original sentences and the back translation results, we can know the
translation quality of the two translation models, and then improve the model parameters
respectively.

The translation model encoder used in this paper is composed of Transformer, which
acts as a shared encoder. The two decoders also use Transformer, which contains a
source language decoder and a target language decoder. The two decoders have the
same structure, but different model parameters. As shown in Fig. 1, the source language
is language A and the target language is language B. Decoder 1 is the source language
decoder, and decoder 2 is the target language decoder. First, we can train a dual NMT
model to translate sentence XA (sentences frommonolingual corpus of language A) into
language B. YA and YB represent the output statements of language A and language B.
We input the statement XA into the encoder. After a dual translation process, decoder 2
can output a statement YB′, and then YB′ is used as the input of the encoder. Finally,
decoder 1 outputs a sentence YA′′. The dual NMTmodel can be improved by evaluating
XA and YA′′.

Fig. 1. Example of dual NMT model

In document level translation tasks, the standard training goal is to maximize the log
likelihood estimation of training data:

θ̂ = arg max
θ

{
∑

(X ,Y )∈Dd

logP(Y |X ; θ)} (1)

among θ It is a set of model parameters. However, the number of large-scale document
level parallel corpora is limited. Under this condition, the translation performance of the
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translation model for document level corpora is often worse than that for sentence level
corpora, which is due to the insufficient estimation of the low probability in the text. In
the past, some researches used the “two-step” training strategy to train document level
translation models using large-scale sentence level parallel corpora.

3 Translation Model Word Segmentation Experiment

3.1 Experimental Data

In the field of Chinese word segmentation, there are four commonly used data sets:
MSRA data set provided by Microsoft Research Asia and PKU data set provided by
Peking University, XITYU data set provided by City University of Hong Kong and
CKIP data set provided by Chinese Knowledge and Information Processing Laboratory
of Taiwan Central Research Institute. The first two are simplified Chinese, while the last
two are traditional Chinese. This paper uses the first two datasets.

This paperfirst uses the 600000news texts obtainedby crawling to train, and thenuses
the standard test corpus of Peking University (PKU) and Microsoft Research Institute
(MSR) to evaluate the reverse maximum matching segmentation method introduced in
this paper. The size of the test corpus of Peking University is 498KB, and the size of
the test corpus of Microsoft Research Institute is 548KB. Finally, the performance of
the segmentation algorithm proposed in this paper is compared with the current four
segmentation tools.

3.2 Evaluation Index

In this experiment, the performance of Chinese word segmentation algorithm is com-
pared by using three evaluation indicators: accuracy rate, recall rate and F1 (F1measure)
value. The three evaluation indicators are defined as follows.

The accuracy rate P refers to the probability that all the predicted positive samples
are actually positive samples, and its formula is:

precise = TP

TP + FP
(2)

Recall rateR refers to the probability that positive samples are predicted to be positive
samples, and its formula is:

recall = TP

TP + FN
(3)

Accuracy and recall are contradictory to some extent. For example, blindly pursuing
accuracy will lead to a decline in recall, while deliberately pursuing recall will also lead
to a decline in accuracy. Therefore, the F1 value is a comprehensive evaluation index that
can simultaneously consider the accuracy rate and recall rate, is the weighted harmonic
average of P and R, and its formula is:

F1 = 2 × precise × recall

precise + recall
(4)
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4 Analysis of Word Segmentation Results

4.1 PKU Test Set

In this paper, PKU and MSRA are used to compare the effect of reverse maximum
matching segmentation algorithm. Among them, jieba, NLPIR, LTP and THULAC are
the three evaluation indicators. The data comes from THULAC official website.

Table 1. Word segmentation results of pku test set

Precision Recall F-score

jieba 0.83 0.75 0.80

NLPIR 0.91 0.91 0.91

LTP 0.97 0.94 0.94

THULAC 0.92 0.90 0.91

RMM 0.96 0.96 0.94

It can be seen from Table 1 that on the pku test set, the accuracy of the reverse
maximum matching algorithm proposed in this paper is as high as 96%. Compared
with the current four word segmentation tools, it is 13% higher than the jieba word
segmentation tool, 5% higher than NLPIR and THULAC, and slightly lower than the
LTP word segmentation tool; In terms of recall rate and F1 value, it is 21% and 14%
higher than that of jieba word breaker, respectively, and is on a par with NLPIF, LTP
and THULAC word breakers.

4.2 MSR Test Set

It can be seen from Fig. 2 that in the msr test set, the reverse maximum matching word
segmentation algorithm proposed in this paper has better ambiguity word processing
results. Compared with the four word segmentation devices, the accuracy rate and recall
rate have improved by varying degrees, respectively 15% and 14% higher than the jieba
word segmentation device; F1 value is slightly lower than NLP and LTP word breakers.
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Fig. 2. Word segmentation results of msr test set

5 Conclusions

In the field of natural language processing, especially in Chinese natural language pro-
cessing, word segmentation is an important benchmark task, and the performance of
its results will directly affect the final performance of subsequent machine translation,
information retrieval and other high-level pragmatic tasks. The powerful feature self-
learning ability of deep learning frees researchers from complex feature design, and
its excellent generalization ability makes it a hot spot in the field of natural language
processing. The research goal of this paper is to complete the new word recognition and
disambiguation, which is slightly better than the current mainstream word segmentation
tools such as jieba, nlp, etc., but there are still some improvements, and the performance
of word segmentation needs to be improved. The next research work can be carried out
from the following two aspects: we can consider the fusion of new word recognition
algorithm and ambiguity word disambiguation algorithm, that is, a word segmentation
algorithm has the ability to process ambiguity words and recognize new words.
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Abstract. With the advent of the era of Internet of everything, building a smart
city requires us to set off a technological revolution in various industries. Fac-
ing the current trend of geographic information data continuously developing to
big data, this paper studies the suitable clustering algorithm for the characteris-
tics of geographic information data, an efficient retraceable hierarchical clustering
algorithm is proposed for two-dimensional spatial data, firstly, the region map is
divided by a method similar to grid indexing, and the precision of Geohash is used
as the grid size division criterion. The data density of each grid under different
Geohash precision is calculated, and a suitable precision is selected as the basis
of clustering, and the regions are classified as locally dense, locally uniform and
locally dispersed according to the data density under this precision, and reason-
able clustering is performed according to the region division. Subsequently, the
clustering is divided into two parts: splitting phase and merging phase, adding
markers to subclasses at the time of splitting so that they can be traced back to the
clusters before splitting, and then testing whether the splitting results need to be
merged at the end of splitting. Compared with coalescence or splitting methods,
it can better delineate clusters of clusters. The marker detection method makes
the splitting results traceable back, improves the fault tolerance, and the merging
phase is less computationally intensive.

Keywords: Spatial index · Hierarchical clustering · Geohash

1 Introduction

Spatial indexing is the cornerstone in GIS and spatial databases, and exploring new
ways to organize data has become an important way to meet the growing demand for
data retrieval and query. To meet the needs of users’ preferences for infrastructure near
the target listing, in this paper, we propose a new hierarchical clustering algorithm
based on CLUBS+ clustering by introducing Geohash precision and adding markers to
subclasses, called New Retraceable Clustering Algorithm (NRCA).

2 Related Work

Scholars from various countries have never stopped their research on spatial indexing,
but many of them are not applicable to GIS (Geographic Information System) systems
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due to various reasons. Xu et al. [1] proposed a secondary index that supports two-
dimensional data indexing and k-nearest neighbor algorithm query based on LevelDB
and R-tree to solve the key-value database itself does not have the problem of the method
of querying keys from their values and the problem of ensuring both the consistency of
data and the timeliness of spatial data. However, its centroids need to set the number in
advance, which is not applicable to geographic information data. xu et al. [2] constructed
a hybrid index of hilbert information retrieval tree by introducing keyword inverted doc-
uments in nodes and integrating it with LDA topic model, although the query efficiency
of semantically related texts was improved by topic classification, but the query effi-
ciency for geographic information was not greatly improved. Based on k-means++, Zou
et al. proposed a dynamic tree TR tree [3], which improved the indexing efficiency and
inter-node correlation compared with the R tree based on location clustering, however,
their research lacked the exploration of query efficiency improvement. Liu et al. [4]
proposed a three-dimensional grid-R tree hybrid index structure, however, the charac-
teristics of geographic information data were not considered, thus it could not However,
the characteristics of geographic information data are not taken into account, and thus
cannot be queried efficiently.

Clustering refers to the division of data into multiple classes or clusters. These
classes or clusters are highly similar to each other with objects in the same cluster, while
objects in different clusters are more different from each other [5]. It is divided into
various ways [6], and the algorithm in this paper uses hierarchical based clustering.
Hierarchical clustering refers to decomposing a given data set so that it is hierarchical
until certain requirements aremet [7]. Representative algorithms areBIRCH [8], CLUBS
[9], CHAMELEON [10], etc.

3 New Retraceable Hierarchical Clustering Algorithm

3.1 Splitting Strategy Based on Statistical Sample Distribution

The distribution of data within the class in each dimension is counted during the splitting
process to determine the best splitting position. Considering the characteristics of GIS
data, the method based on statistical data distribution does not require labels and training
data and is more suitable for GIS database use. The suitable split location should satisfy
the following two conditions:

(1) The fluctuation of the line graph of the data distribution of the dimension must be
above k(k < 1) times the fluctuation of the initial line graph.

(2) The number of data within the larger data grouping after the split is greater than
the mean number of data before the split for any dimension corresponding to all
subclasses.

For condition (1), the fluctuation characteristics in the line graph can reflect the
divisibility of the current class of data. The data fluctuation calculation process should
be implemented by the standard values of the line graph. If the above two conditions
are met, then the splitting position is the one with the least number of data, dividing the
data set into two sub-data sets, and iterating such a process.
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The splitting process is expressed by the following equation:

C1 = {Pj|Pj ∈ D ∧ pji � h, i = 1 ∼ d , j = 1 ∼ n} (1)

C2 = {Pj|Pj ∈ D ∧ pji > h, i = 1 ∼ d , j = 1 ∼ n} (2)

3.2 Merging Strategy with Additional Marker Detection

The algorithm has added a marker to each data during the splitting process, the main
reason for this is to identify the source of the subclass splitting and to clarify the pos-
sibility of splitting the same data set. During the merge, the last layer of subclasses is
first detected, in a bottom-up manner, all the way to the first layer of subclasses. That is,
starting from the current digit marker to the end of the merge with digit marker 1. In the
detection of each layer, it is sufficient to detect only the last r bits of all subclass mark-
ers (r is the number of bits of the hierarchical marker). The subclasses with the largest
marker bits are considered to be the subclasses that should be detected immediately,
and these subclasses must be obtained by splitting from the same data set. In addition,
if there are subclasses that are not derived from the same class division at some levels,
their merging at those levels can be performed in parallel, which greatly reduces the
computational effort. The merging of subclasses requires the following two conditions:

(1) The subclasses are not “disconnected” in any dimension.
(2) After the merging process, the intra-class and inter-class similarities become higher

and lower, respectively.

Accordingly, the measure of “disconnected” is also analyzed here using a line graph
of the sample distribution. If two subclasses have no samples in the line graph of a certain
dimension, they are disconnected in this dimension and will not be merged.

4 Algorithm Analysis and Experiments

This section shows the process of clustering with examples. The experimental data set
is the spatial geographic information data of Hunnan District, Shenyang City, which
contains location names, addresses, latitude and longitude coordinates, telephone and
other information, and the location names, latitude and longitude are retained after
cleaning for experiments. The data are visualized as shown in Fig. 1. It can be seen that
the data set has different regions and different data distribution characteristics, such as
locally dense, locally scattered, and locally uniform.
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Fig. 1. Data Visualization

The clustering method in this paper uses the same evaluation index as the CLUBS
+ algorithm. That is, F-M value and ARI (Adjusted Rand Index). The greater the value
of these two indexes, the better the clustering effect.

This algorithm uses a method similar to grid indexing to divide the region map, and
uses the precision of Geohash as the grid size division criterion. The data density of each
grid under different Geohash precision is calculated, and a suitable precision is selected
as the basis of clustering, and the regions are classified as locally dense, locally uniform
and locally dispersed according to the data density under this precision, and reasonable
clustering is performed according to the region division.

As in Fig. 2, when the precision level of Geohash is selected as 4, this dataset is
divided into 3 clusters with low intra-cluster similarity, and there are sparse points (e.g.,
top right corner) and dense points grouped into one cluster. This is due to the large range
and small number of grids at precision of 4. And the grid range at precision of 4 is far
beyond the boundary of the Huntington area.

As shown in Fig. 3. When the precision level of Geohash is selected as 5, this dataset
is divided into 7 clusters with high intra-cluster similarity, and sparse points (e.g., top
right corner) are separated from dense points. The grid division is more reasonable.

The accuracy level ofGeohash is 6, the grid area is too small, the computational effort
increases dramatically, the time consumption increases significantly, and it is difficult
to distinguish dense and sparse regions with this accuracy, which loses the value of
clustering.

Therefore, the most appropriate Geohash precision level for this dataset is 5.

Fig. 2. Clustering results at precision level 4
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Fig. 3. Clustering results at precision level 5

For F-M and ARI values, CLUBS+, BIRCH, and k-means are used as comparison
algorithms in this paper, and the comparison algorithm data are obtained from the exper-
imental results of the original CLUBS+. Due to the different devices and programming
languages, there is no comparison of running time in this paper, and the specific results
are shown in Table 1.

As can be seen from the Table 1, in terms of F-M values, the F-M of the NRCA
clustering algorithm decreases slightly as the number of clusters increases, but it is still
slightly higher than theCLUBS+andBoolean clustering algorithms,while the advantage
is more obvious compared to the other comparison algorithms.

Table 1. Comparison with classical clustering algorithm at different number of classes

Methods 2 Clusters
F-M

4 Clusters
F-M

8 Clusters
F-M

2 Clusters
ARI

4 Clusters
ARI

8 Clusters
ARI

NRCA 0.994 0.992 0.986 0.993 0.991 0.984

CLUBS+ 0.990 0.987 0.985 0.990 0.985 0.982

BOOL 0.987 0.984 0.976 0.985 0.980 0.976

BIRCH 0.972 0.905 0.808 0.951 0.845 0.742

k-means 0.934 0.909 0.895 0.904 0.826 0.745

For the ARI value, with the increase in the number of clusters, the NRCA clustering
algorithm gradually becomes equal to the CLUBS+ algorithm, but still higher than the
other comparative algorithms.

Compared with the classical clustering algorithm, the time complexity of this algo-
rithm is not large. The time complexity of this algorithm is divided into the split phase
time complexity and the merge phase time complexity, which are O(d*nlogn), O(n),
respectively. n denotes the number of data and d denotes the data dimensionality. The
overall time complexity of the algorithm is determined by the part with the highest time
complexity, so the overall time complexity of this algorithm is O(nlogn). According
to Fig. 4, it can be found that the leaf nodes obtained by using the NRCA clustering
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algorithm aremore compact and have a small dead space area compared to the Hilbert R-
tree. Based on the above analysis, a comparison of the characteristics of the present algo-
rithm (NewRetraceable Clustering Algorithm, NRCA) and common classical clustering
algorithms is shown in Fig. 5.

Fig. 4. Delineation of leaf nodes of Hilbert R-tree before and after clustering with NRCA

Fig. 5. Comparison of NRCA and classical clustering algorithm

5 Conclusions

TheNRCAclustering algorithmproposed in this paper improves on theCLUBS+cluster-
ing algorithm. The statistical data distribution is utilized in the splitting phase to specify
the best splitting position and obtain much more subclasses than the actual number of
clusters. When entering the merging phase, the subclasses that were overdivided in the
previous process are merged while making them into more correct classes. Compared
with the CLUBS+ algorithm, this algorithm is relatively more accurate and effective,
while breaking the limitation that the intermediate results of hierarchical clustering are
not retraceable.
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Abstract. In recent years, China has initially formed a smart home ecosystem.
With the development of new generation information technology, the smart home
industry has also entered a period of rapid development. Smart home can be used
as an entry point for smart city construction, and the digital transformation of
smart home industry is of great significance to promote the digital transformation
of cities. However, there are currently problems in the smart home industry, such
as the digital ecosystem is not yet complete, device brands isolated from each
other, inability to realize deeply customized smart needs, possible leakage of user
privacy, high threshold for elderly people to use, and failure to lead the digital
transformation of cities. This paper proposes to solve the above problems by
improving digital ecology and enterprise structure, creating a unified platform for
industrial integration, strengthening infrastructure construction and data sharing,
establishing a multi-party privacy protection credit mechanism, integrating smart
home and smart community, and exploring humanized voice control terminals.
We hope to find out the smart home industry development positioning, seize the
opportunity, lead the new direction of the industry.

Keywords: Digital Ecosystem · Digital Transformation · Smart Home

1 Introduction

Smart home, is a systematic product that integrates automatic control, computer, Internet
of Things, artificial intelligence and other technologies to achieve centralized manage-
ment of functions such as home appliance control, environmental monitoring, video and
audio entertainment, and information management with the user as the carrier and con-
tent as the center. Smart home industry is the product of digital transformation of home
industry, but the digital transformation of smart home industry has just begun [1].

1.1 Background of Research

Markets estimates that the global smart home market will reach 122 billion US dol-
lars in 2022, with an average annual growth rate of 14%. From the point of view of
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demand analysis, the scale of China’s smart homemarket will present a situation of rapid
growth. Internationally, Google, Apple, Amazon and other global technology giants have
arranged the smart home industry [2]. China’s domestic Internet and home appliance
giants such as Alibaba, Baidu, Tencent, Huawei, Xiaomi, Haier and Midea are also
scrambling to seize the market, and large-scale market applications are landing rapidly
[3].

5G, voice recognition, computer vision, cloud services and other next-generation
information technologies are the core technologies leading the development of smart
home. As the new generation of information technology continues to integrate into all
areas of urban development, smart city is becoming an important symbol of world-class
cities. In the last two years, the construction of smart cities has paid more and more
attention to urban governance [4]. For the government, digitalization is the only way to
realize the fine management of cities. Smart homes can serve as an entry point for smart
cities.

1.2 Problems in the Digital Transformation of Smart Home

Smart home has gone through more than 10 years, but the digital transformation of
smart home industry has just begun. At present, the common problems in the digital
transformation of smart home mainly include the following.

(1) Low market concentration, cross-brand or cross-category household products are
difficult to truly achieve connectivity, is the pain point facing the development of
smart home industry [5].

(2) As the operation of some interactive devices in smart home is too complicated and
not humanized, there are obstacles for the elderly to use smart home and they cannot
enjoy the convenience of life brought by digitization.

(3) With more and more user data being acquired, shared and applied, the problem of
smart home security governance becomes prominent. Due to the lag in the construc-
tion of relevant laws and policies, there are security problems in the smart home
field [6].

(4) Smart home is an important booster of cities digital transformation [7]. Due to the
lack of unified planning and coordination by the government, the development of
smart home is chaotic, and it cannot exert the due effect of boosting the construction
of digital community and forming a smart city.

1.3 Research Program

This paper proposes to solve the above problems by improving digital ecology and
enterprise structure, creating a unified platform for industrial integration, strengthening
infrastructure construction and data sharing, establishing a multi-party privacy protec-
tion credit mechanism, integrating smart home and smart community, and exploring
humanized voice control terminals [8].
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2 Research Content

2.1 Improving the Digital Ecosystem and Enterprise Structure

China has initially formed a smart home ecosystem. From the perspective of the industrial
chain, smart home can be divided into upstream technology layer, midstream system
layer and downstream single product layer, as shown in Fig. 1 [9].

Fig. 1. The Smart home ecosystem

The construction of the smart home digital ecosystem requires the joint efforts of var-
ious stakeholders. In addition, the complete smart home digital ecosystem also includes
the following stakeholders:
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(1) Government

Relevant government departments should complete the planning and construc-
tion of smart home standardization system as soon as possible. It includes overall
standards, business standards, application standards, cloud platform technology
standards, data management standards, terminal product standards, security stan-
dards, etc. At the same time, strengthen enterprise management, standardize the
market, for the development of smart home to create a good social and economic
environment.

(2) Industry associations

Smart home related industry associations should explore the connectivity between
different brands of equipment, and strive to promote the formulation and imple-
mentation of relevant standards. Industry associations provide unified quality cer-
tification, safety certification also, to build a unified standard, good compatibility
and testing evaluation, market supervision specification of smart home control
system.

(3) Smart home enterprises

Manufacturers can control the cost of smart home system through information sys-
tem integration, reduce the phenomenon of repeated investment, so that it canmeet
the consumption level of the majority of consumers, and promote the popularity
and generalization of smart home products in China.

Smart home manufacturing enterprise should improve product and simplify the
operation of the management system to better meet the actual needs of people’s
lives.

Third-party service institutions provide scheme customization and consulting ser-
vices. Through the establishment of whole-house intelligent customization service
company, help users to develop their personalized whole-house intelligent plan.

(4) ICT companies

When ICT companies provide data storage services, they need to ensure the inde-
pendence, stability and security of data. ICT companies can also build a public
IoT platform and provide IoT technical support.

(5) The users

Meeting users’ humanized and personalized needs is the ultimate goal of various
smart home products.
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2.2 Standardization of Platforms

In the era of AIoT, smart home carries out big data analysis on the basis of collecting a
large amount of data at the device end and connecting the bottom layer with the cloud,
so as to realize active intelligence and whole-house intelligence.

Considering the large amount of sensitive data in the industry, the government can
standardize the service and application of smart home products by formulating unified
smart home device access standard agreement, and integrate smart home cloud plat-
form into unified service management framework to deepen management, service and
interaction [10]. Smart home system localization, cloud and marginalization are com-
bined to improve the overall operation efficiency of smart home and bring better product
experience to consumers.

The government can rely on the big data resource platform to establish and improve
the subject database for smart home, promote the two-way sharing mechanism between
smart home enterprises and the government, and provide support for the refined
governance and services of urban communities.

In addition to unify the standard protocols of various smart home hardware at the
policy level, it is necessary to accelerate the digital transformation of traditional home
manufacturers and integrate the supply chain of the smart home industry.

2.3 Boost the Development of Smart Cities

The elderly who are accustomed to a traditional way of life often encounter “digital
divide” in the process of digital transformation of urbanization. Smart home applications
based on voice control can be developed to create smart home products with low learning
costs and temperature, so that the aging society can keep pace with the digital era.

With the home intelligent control panel as the unified entrance, it focuses on appli-
cation scenarios such as home network, online education, pension and health, building
intercom, intelligent terminal distribution, intelligent security, parkingmanagement, and
track capture of community activities, etc., to grasp the pain points of consumer demand
and create an immersive terminal covering People’s Daily life. Urban digital transforma-
tion is a major strategy concerning the overall situation and the long-term. It is necessary
to take digitalization as the lead, focus on “digitalization+ human settlements” and “dig-
italization + community”, realize the penetration of technology, services and solutions
into the residential space, and boost the construction of digital economy innovation and
development highland.

3 Conclusions

This paper takes the digital transformation of smart home industry as the topic, explores
the problems in digital transformation of smart home industry. And proposes to solve
the above problems by improving digital ecology and enterprise structure, creating a
unified platform for industrial integration, strengthening infrastructure construction and
data sharing, establishing a multi-party privacy protection credit mechanism, integrating
smart home and smart community, and exploring humanized voice control terminals.
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We hope to find out the smart home industry development positioning, seize the
opportunity, lead the new direction of the industry.
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Abstract. IoT applications play an important role in today’s society, where
devices from different domains collaborate on the same task, and device authenti-
cation technologies are urgently needed to ensure the security of IoT applications.
In addition, due to the wide distribution of IoT devices, complex application sce-
narios, and large differences in node performance, their identity authentication
efficiency is low. The existing authentication methods have problems such as high
key management overhead and reliance on trusted third parties. Therefore, an
overall architecture of distributed storage for IoT device identity authentication
is proposed. It mainly includes the distributed IoT device identity authentication
mechanism and the detailed process of device registration consortium chain and
consortium chain verification device. The performance analysis of the identity
authentication method shows that the block creation time of different devices
is less than 0.55 s, the IoT devices can join the alliance chain, and the identity
authentication mechanism is real and effective.

Keywords: Blockchain · Authentication · Internet of Things · Smart Contract

1 Introduction

With the development of the Internet of Things technology, from the access of scattered
devices to the Internet of Everything, the changes in the scope, mode, channel, and
efficiency of social communication are realized. A key application scenario of IoT is the
combination of industrial scenarios, which is also known as Industry 4.0[1].However,
while the Internet of Things brings convenience to people’s work and life; it also brings
about a series of new technical and social problems [2]. Ubiquitous connections will
lead to severe security risks, so the authentication of IoT devices is extremely important
[3]. However, with the further growth of IoT interconnectivity, while bringing more
opportunities to production andmanufacturing, it also creates an environment for various
types of cyber-attacks. Therefore, it is necessary to authenticate the special data collected
by the IoT device layer in order to maintain IoT security efficiently and safely. In this
paper, we design a consortium chain consisting of the main body of the consortium
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chain, low-level device nodes, and high-level device nodes. Low-level device nodes are
IoT device nodes, and high-level device nodes are nodes represented by institutions
or organizations. The alliance chain provides the decentralized storage of this node
information and the storage of identity authentication results. Each organization uses
smart contracts to authenticate the identity of IoT nodes and the use of IoT devices.
The alliance chain is obliged to manage IoT node information. The networking node
applies to multiple organizations to join the alliance chain to complete the initialization.
IoT nodes must complete IoT device registration in the alliance chain, upload IoT node
information, and submit identity information to the alliance chainwhen they apply to join
the network again.When joining the network for the second time, themain authentication
information needs to be submitted to the constructed alliance chain, and the high-level
nodes need to accept the request and then create a wallet. The low-level device node also
associates the device to be authenticated with the authenticated device node to facilitate
subsequent operations.

2 Related Work

In recent years, identity authentication technology has solved some of the security prob-
lems of the Internet of Things, providing an effective idea for ensuring the security of
the Internet of Things. Compared with the traditional identification technology, the iden-
tity authentication strategy based on biometrics has the advantages of high security and
unique features, but this method cannot performM2M authentication and is not suitable
for general industrial environments; Li et al. [4, 5] proposed a two-factor identification
method that combines biometric information and password; Deebak et al. [6] proposed
to combine smart card and biometric information for authentication, but this method
requires some special hardware to achieve the purpose of identification and authenti-
cation; Beltran et al. et al. [7] proposed a token-based federated identity authentication
method to solve the energy limitation problem of low-power devices in some scenarios
of the Internet of Things.

The above research results are all based on traditional identity authentication meth-
ods, and their centralized structure is difficult to meet in today’s Internet of Things sys-
tem. As a decentralized technology, blockchain has the characteristics of non-tampering,
traceability, openness, and transparency, which can be used as a guarantee for network
security. Bartolomeu et al. [8] proposed a self-sovereign identity (SSI) technology based
on the Internet of Things, which provides a decentralized identity identifier (DID) based
on blockchain technology to build a model that does not require centralized trust; Yu
et al. [9] proposed a selective revocation anonymous authentication method for smart
industrial applications based on blockchain to solve the problem of credential revocation
in smart industrial environments; Shen et al. [10] proposed a blockchain-assisted security
device authentication mechanism BASA, to solve the authentication problem of devices
between different domains; Zhang et al. [11] constructed a large-scale heterogeneous
WSNs collaborative authentication protocol to ensure the reliability of data sources in
the IoT environment; Wang et al. [12] designed a collaborative authentication protocol,
including a memory-efficient and fast validator locator, a trust model to assess device
trustworthiness, and a protocol suite for dynamic update and revocation verification to
efficiently authenticate IoT devices.
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Although the above methods solve the reliability problem of IoT terminal devices
to a certain extent, the centralized identity authentication method has the problem that
if the server is attacked, the whole system will be unusable. Blockchain-based identity
authentication the method has a limited scope of application. Since most of the alliance
chains are based on the credit generated by the collective endorsement of multiple
organizations or institutions, traditional blockchains’ efficiency and cost advantages
can be greatly improved [13]. Therefore, this paper proposes an IoT device identity
authentication method based on the alliance chain, which solves the problem of mutual
distrust among multiple nodes and is of great significance for promoting the large-scale
security application of IoT technology [14].

Considering the above problems, this paper designs an IoT device identity authenti-
cation method based on the consortium chain. The main purpose is to store the authen-
tication result in the consortium chain while realizing the identity authentication of the
IoT device [15]. When an IoT device needs to be used, the owner of the device can store
user information such as username and password on the server. The server is generally
represented by a centralized organization. Once a user or device needs to log in, the
user’s stored information can be used for comparison through the centralized server. If
the comparison is successful, the user device is allowed to log in. At the same time,
the information of these IoT nodes is identified by an asymmetric encryption algorithm
using a public key, because, during the specific communication process, the identity
information of IoT devices and the security process of blockchain node information
verification need to be protected [16].

3 The Specific Method of Identity Authentication

When the first request of the IoT node is sent to the consortium chain, the consortium
chain processes the sent information, and the consensus generates a new block according
to the algorithm. The alliance chain uses the information processing module to process
the information of the IoT nodes, and at the same time sends the processing results to the
external interface layer. If the device does not request authentication for the first time,
the consortium chain will verify the node with existing data, mainly including locally
stored or previously maintained data. Figure 1 illustrates the overall architecture of the
system.

Fig. 1. Overall architecture of the system
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Fig. 2. Overall Process Flow Chart

Among them, the main functions of each module are as follows:

1) Institution or organization: As the target object of the alliance chain, institutions and
organizations mainly select a node for accounting operations. At the same time, it
can query the information it wants to know through the smart contract, so as to carry
out subsequent operations.

2) Alliance chain: As a variant application of blockchain, the alliance chain mainly
realizes the functions of creating IoT device identity, uploading IoT device data, and
IoT device identity authentication.

3) IoT devices: IoT devices are the foundation of the entire consortium chain, which
have certain computing and storage capabilities and meet network transmission
functions. In this method, the IoT device is mainly responsible for the storage of
the private key and the functions of information exchange and transmission with the
consortium chain.

The most important node in the alliance chain is the low-level device, that is, the
IoT device, because the information provided by the IoT device is the core element that
constitutes this network. IoT devices exchange and transmit information with alliance
chains through various communication protocols, such asWiFi, 4G, Lorea, and NB-ITT.
When initializing the device, you first need to initiate a registration request, and add the
device to the consortium chain network by calling the API provided by the organization.
Once the device registration is completed, the alliance chain will create a wallet for the
device, and the private key of the wallet will be stored on the device. The overall flow
of the process is shown in Fig. 2.

The equipment registration alliance chain process is as follows:

Step 1: Initialize the device, and then the IoT device initiates a registration request
to the alliance chain;

Step 2: The alliance chain obtains unique identification information such as IoT
device ID by using the information requested by the device to register;

Step 3: The alliance chain invokes the security control function to issue a
registration application to the institution;

Step 4: If the registration is successful, the institution or organization obtains the
device information to obtain the corresponding permissions;
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Step 5: After successful registration, the alliance chain will create a wallet for the
node and send the private key to the node after creation.

The specific registration process is shown in Fig. 3.

Fig. 3. Equipment Registration Process Chart

Fig. 4. Equipment Certification Process Diagram

The authentication process of the IoT device identity authentication function is
mainly composed of 4 steps: first, the public key is converted into its own special ID
through the SHA 256 algorithm; when the ID is generated, the physical device sends a
request to join the alliance chain; The public key of the node’s identity ID is stored in
the block, and the information is stored in the current blockchain network; finally, the
specific operation process and operation authority of the low-level node are set using
smart contract technology. The user of this device can then remotely operate the device
in the form of blockchain “transactions”, query device information, add IoT devices to
the network, etc.

In terms of security, in order to improve the security of the entire blockchain network,
the system will pre-check the operation of IoT devices. In order to prevent malicious
or dangerous nodes from sending wrong requests, the consortium chain uses this to
determine the functions that the device can have after executing the smart contract. The
process of consortium chain verification equipment is shown in Fig. 4.

4 Experiment and Evaluation

Our simulation experiments are performed on four computers with one CPU as Intel i7,
NVIDIA MX50 as GPU, and 8 G RAM; 2 CPUs as Intel i5, GPU as Intel Graphics620
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and NVIDIA MX150, and RAM as both 4 GB computer; 1 CPU is Intel 8th generation
i5, GPU is Intel UHDGraphics620, RAM is 4 GB computer, and the above 4 devices are
correspondingly simulated into 4 organizations, on which Linux system is installed and
Java is configured PairingBased Cryptography related environment. We use MATLAB
R2020a to simulate this scenario. In order to simulate the accuracy of the experiment,
we test the reliability of the method from the time required to generate wallets, block
generation time and overall identity authentication from different devices.

4.1 Time for 4 Devices to Generate Blocks

Because the IoT node identity authentication scheme of the alliance chain will be accom-
panied by the generation of new blocks, the specific information operation process can
also be stored in the block. Based on the analysis of the experimental results of block
generation, this paper also studies the time required to create a block and compares the
time required to create a new field faster on 4 different physical platforms. From Fig. 5,
we can see that the generation time of the four IoT device nodes is within an appropriate
and reasonable range, and as more and more IoT device nodes are generated, the growth
rate will slow down. This is because the Byzantine algorithm is slower when the number
of blocks is relatively large because network communication is important and nodes
must coordinate to generate new blocks.

Fig. 5. Time of block generation by different devices

4.2 The Speed at Which 4 Devices Generate Wallets

The process of creating a wallet for a consortium chain device is very similar to that of
an IoT device. Both use cryptography-related technologies to create wallets for users
and at the same time store the private key in the node. Broadcast. Figure 6 illustrates
the speed at which different institutions or organizations generate wallets. The number
of generated wallets is not affected by the device factor, but as the number of IoT nodes
increases, the speed of wallet generation will increase slightly. When a node needs to
generate a newwallet, there will be a new block to store specific transaction information.
But the generation speed of the wallet will slowly increase with the increase of nodes,
which is because of the growth of the block that stores the transaction information.
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Fig. 6. Number of wallets generated by different devices

4.3 Analysis of Identity Authentication Results

This paper focuses on the authentication of IoT devices. After the IoT node completes
the creation of the wallet, these devices need to join the consortium chain network,
and in this process, it is necessary to authenticate these devices to ensure the security
of the IoT. This section mainly tests whether these IoT devices can successfully join
the alliance chain. The analysis of the identity authentication results is shown in Fig. 7.
According to the experimental results, it can be seen that the required time for successful
and unsuccessful authentication is different. The difference in time lies in the post-
authentication operation. If the authentication is successful, the organizationwill perform
access control on each device, and if the authentication fails, it will not.

Fig. 7. Time spent on equipment certification

5 Conclusions

This paper builds a consortium chain-based IoT identity authentication scheme on the
basis of blockchain to realize a decentralized identity authentication system and peer-to-
peer communication between blocks. In addition to the information of the block header,
each block also contains transaction input and transaction output related to IoT identity
authentication. Once recorded in a block, these data are irreversible. After the blockchain
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system is completed, through the analysis and testing of the platform, the platform is
more in line with the specific scenarios of the Internet of Things, thereby promoting the
combined development of the Internet of Things and blockchain technology. However,
from the perspective of the entire IoT security identity authentication system, the frequent
operation of devices uploading and broadcasting transaction information in the alliance
chain puts forward higher requirements on the storage capacity and computing power
of the device, which is difficult to meet the needs of large-scale IoT scenarios. At the
same time, this paper mainly focuses on the security of the blockchain data layer, and
there is no complete authentication system for the Internet of Things from the network
layer to the application layer.
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Abstract. At present, the research on financial risk focuses onmarket risk, liquid-
ity risk, credit risk, operational risk and legal risk of financial instruments(FI), and
there is no research on accounting risk(AR) of FI. Based on the fuzzy influence
diagram(FID) evaluation algorithm, this paper studies and analyzes the financial
accounting risk(FAR) and the construction of the prevention system, briefly ana-
lyzes the concept of FAR, the causes of risk formation, and puts forward preventive
measures; The related definition and transformation principle of FID, the construc-
tion of FID and the evaluation algorithm of FID are discussed; Finally, through
the analysis of FARs, the paper constructs a FAR prevention system, which is of
great significance for the reduction of FARs in the future.

Keywords: Fuzzy Influence Diagram · Evaluation Algorithm · Financial
Accounting · Prevention System Construction

1 Introduction

Nowadays, all kinds of products obtained and rights and interests formed by enter-
prises should be accounted according to the actual cost or actual amount incurred at the
time of acquisition or formation. In the case of drastic changes in prices, the historical
cost principle will not apply, and the relevance of the accounting information provided
thereby can be imagined. Accounting standards are the norm for accountants to engage
in accounting work, but there are a lot of uncertain words in them, which leads to too
much prompting accountants to use professional judgment, which will inevitably lead to
the subjective arbitrariness of accountants in dealing with accounting business. FA has
this big risk, and the urgent task at present is to build a FAR prevention system. For this
reason, this paper proposes a FID evaluation algorithm, which is studied and analyzed.

In the late 1990s, China began to take “AR” as an academic concept and began
to study it. The researchers focus on defining the concept and classification of AR
and how to prevent AR. Yiwei Dou gave a comprehensive explanation of AR. This
document defines the concept of AR. The article points out that AR is mainly the risk
of monitoring the loss caused by the authorities due to false accounting information,
and believes that external FA reports are the main factors that generate AR, and that AR
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is mainly related to FA reports [1]. Shengli Dai believes that macroeconomic factors,
socio political and legal factors, and socio-cultural factors affect AR in China. The
macroeconomic factors mainly include the diversification of accounting objectives and
the economic consequences of accounting; Social, political and legal factorsmainly refer
to the conflict between accounting objectives and the status of accountants, and the lag
of laws. In a word, the common point of current research on AR is that the concept of
AR is basically analyzed, and quantitative measurement and empirical research on AR
are relatively insufficient [2].

This paper sums up the definition of AR by drawing on and synthesizing the different
understandings of various scholars on the definition of AR. This paper defines AR as:
due to the wrong choice of accounting policies, the abuse of accounting elements, the
misuse of accounting techniques, the lack of competence and quality of accountants,
and other factors, the financial statements of enterprises or other information carriers
that reflect the financial status of enterprises are ultimately wrong and incomplete, and
accounting information users, enterprises, regulatory agencies and other relevant per-
sonnel or organizations Risk of loss caused by the institution. On this basis, a FAR and
prevention system based on FID evaluation algorithm is proposed [3, 4].

2 Research on FAR

AR refers to the risk caused by false financial report. AR can be subdivided as shown in
Fig. 1.

Fig. 1. Enterprise AR composition

2.1 Characteristics of AR

(1) Uncertainty of AR
The concept of risk itself refers to the possibility of loss, which is only a possibility
rather than a certainty. AR is hidden in the daily work of accounting. When there
are no factors inducing AR, AR will not be converted into real losses. Only when
conditions are ripe can this potential uncertainty be converted into real losses [5].
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(2) Severity of AR
Accounting information has economic consequences. The false accounting infor-
mation not only damages the economic interests of the enterprise, but also brings the
loss of the image of the enterprise, which leads to the credit crisis of the enterprise,
and also affects the healthy development of the market economy. At the same time,
in view of the wide use of accounting information, involving suppliers, investors,
banks and other relevant interest institutions, the inaccuracy of accounting infor-
mation will also mislead the economic decision-making of these enterprises [6, 7].
From a macro perspective, accounting information can guide resource allocation,
while inaccurate accounting information leads to inefficient resource allocation,
inferior goods market and adverse selection, which will result in waste of resources
and is not conducive to the healthy development of the economy.

2.2 Classification of ARs

The classification methods of ARs mainly include the following:
According to whether AR can be controlled, it can be divided into controllable risk

and uncontrollable risk. As the name implies, controllable risk is the AR that can be
controlled, prevented and predicted [8]. Uncontrollable risks are ARs that cannot be
controlled, prevented and predicted.

According to whether AR can be avoided, it can be divided into systematic risk
and non systematic risk. System risk refers to the risk of influencing the authenticity of
accounting information due to the limitations of accounting itself, such as accounting
assumptions, accounting systems, accounting standards and other reasonswhen each link
in the accounting system is playing its own role. Non systematic risk is the risk caused by
factors other than the accounting system. Non systematic risks mainly include account-
ing technology risks, accounting behavior factors, accounting management factors and
accounting legal factors [9].

(1) Impact of accounting environment
Here, the accounting environment refers to the external macro environment and the
internal business management environment of the enterprise. Although the emer-
gence of AR is directly related to the problems of the accounting system itself,
the accounting system is also part of the external macro environment, so AR will
inevitably be affected by the external macro environment. The external macro envi-
ronment includes market economic environment, law, culture and other aspects,
which have more or less influence on AR [10]. For example, when the economic
system is transformed fromaplanned economy to amarket economy, due to changes
in the economic environment, accounting treatment has to become more and more
complex. In addition, there are many ambiguities in the formulation of account-
ing related laws in China, which will reduce the function of laws to restrict the
self-discipline of relevant personnel, thus increasing the AR. A healthy and orderly
operating environment of an enterprise can ensure the authenticity and reliability
of accounting information [11].



Financial Accounting Risk and Prevention System 375

(2) Impact of accounting theory itself
Accounting theory is the action guide of accounting practice. A complete and scien-
tific accounting theory is undoubtedly conducive to the development of accounting
practice. If the accounting theory has its own insurmountable limitations, it will
lead to the distortion of accounting information, which will lead to the risk of loss.
Accounting is a very practical work, but its theoretical structure is composed of a
series of abstract concepts. In particular, the accounting assumptions, accounting
standards and general principles of accounting make the basis of accounting not
so reliable and credible. It can be found from the above that the factors that affect
the size of AR include people, materials, time and other aspects, which all have an
impact on AR [12].

3 Evaluation Algorithm of FID

3.1 Relevant Concepts of FID

The influence diagram theory, formed in the early 1980s, is a relatively new decision-
making analysis method and tool. It can be represented by G = (N, A). Where, G
represents the influence diagram, A represents the directed arc set (information arc,
influence arc, correlation arc, and forgetting arc), N represents the composition of node
set and decision node set D, that is, N = (C, D, V) represents various interrelationships
between variables. The specific meanings and representations of the three types of nodes
are shown in Fig. 2.

Fig. 2. Schematic Diagram of Node Types

Decision node d (d ∈ D): the optimal decision d * is a mapping corresponding to it,
indicating that the arrow node is the optimal choice when the node information of the
directed arrow tail is known;

Opportunity node x (x ∈ C): also known as uncertain node. In mathematical sense,
its corresponding mapping is a conditional fuzzy distribution function � x, � x =
P(x|C(x));

Value node v (v ∈V): in mathematical sense, its corresponding mapping is the utility
function U, � c (v) ------ ------ → � U, indicating that the expected value of utility can
be expressed by the function of the value node’s predecessor node.

3.2 Relevant Definitions and Transformation Principles of FID

Definition 2: If there are two or more directed paths from node xi to node xj at the same
time, then node xi can be said to be the multi way preorder node of node xj.
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Definition 2: If the influence diagrammeets the following three conditions at the same
time, it is called the specification influence diagram: there is no loop in the diagram;
There are value nodes without subsequent nodes in the graph; There is a directed path
containing all decision nodes in the graph. When the third condition becomes that there
is only one value node in the graph, the influence diagram is called the directional
specification FID.

3.3 Structure of FID

FID is a commonly used method and modeling tool, which has the characteristics of
visualization and intuition, and is suitable for people to accept. After simplification and
computer programming, the biggest difficulty is how to construct the influence diagram.
TheFIDdescribes the object of study from three levels: relationship level, numerical level
and function level. The three levels represent different research depths. The construction
idea of fuzzy influence map is as follows:

Determine the function layer. Quantitative analysis methods such as mathematical
statistics can be used. In the actual indemnificatory housing BT financing project, the
function level is generally determined by referring to similar projects and historical
statistical data through expert survey and scoring method.

Determine the numerical layer. In the FID, the determination of the numerical level
refers to giving the variable state of the problem studied in the diagram and its cor-
responding fuzzy distribution value, which generally includes edge blur and condition
blur.

In the process of using the FID to analyze the risk of the actual indemnificatory
housing BT financing project, the determination of the numerical level is generally
synchronous with the determination of the functional level, which determines the fuzzy
relationship between the risk factors, and the numerical level determines the specific
fuzzy value of the risk factors. In the actual safety risk analysis of cable-stayed bridge
foundation construction project, the numerical layer is generally determined by referring
to similar projects and historical statistical data through expert investigation and scoring
method and function layer.

The fuzzy influence map has two basic construction methods: target oriented
construction and two-way construction:

The fuzzy influence map generally adopts the target oriented construction method.
First, the boundary nodes in the influencemap are divided by disciplines, giving full play
to the professional advantages of experts in different fields, and reducing the difficulty
in the construction and estimation of the influence map. Then, all local influence maps
are integrated and expanded. After reaching a satisfactory scale, a detailed inspection
is carried out. The parts that can be merged are merged. Some insignificant factors are
discarded, and the influence map is simplified, Finally, an influence diagram model with
reasonable structure and scale and beautiful structure is obtained.

3.4 Evaluation of Fuzzy Influence Map

Independent node evaluation algorithm. An independent node means that the node has
no antecedent node and no other node points to it on the graph. In the FID, it is shown
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in Fig. 3. Let X represent a node without preorder. Assume that the possible state vector
of node X is:

PX = {
PX1 ,PX2 ,PX3 , . . . ,PXn

}
(1)

Among them,PX1, PX2, PX3,…,PXnare fuzzy sets definedby language vocabulary.
The frequency vector of independent node X is:

fx = {
fx1, fx2 , . . . , fxn

}T (2)

where, fx1, fx2,…, fxn are the frequency ambiguity sets corresponding to each possible
state in the frequency vector of node X.

Then, the frequency matrix of independent node X is:

FX = (fX1 × PX1) ∪ (fX2 × PX2) ∪ ... ∪ (fXn × PXn) (3)

Fig. 3. Schematic Diagram of Independent Nodes

4 Analysis of FAR and Prevention System Construction Based
on FID Evaluation Algorithm

4.1 Prevention and Management of FARs

(1) Improve the fair value measurement method of FA instruments
It is a general trend for derivative FI to adopt the measurement attribute of fair value
to be included in the form of financial statements. At present, we should focus on
the valuation technology of the fair value of derivative FI. This paper argues that
China can use the "B-S option pricing model" and matrix method to valuate the
fair value of derivative FI on the basis of the present value method, which is widely
used at this stage.

(2) Valuation techniques for improving fair value measurement
The application of B-S option pricing model in China has great applicability. The
main variables involved include price and time, and the variables involved are few.
Moreover, any derivative financial instrument is determined by the price and time
of the basic financial instrument. B-S option pricing model can also be used for
other derivative FI other than options as long as other variables are added, which
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can expand its applicability. However, as mentioned above, derivative FI are based
on a series of assumptions, and the current economic conditions may not meet their
assumptions. Many experts in academia expect to expand the application scope of
B-S option pricingmodel and relax its assumptions, so these scholars are committed
to studying the expansion of the model. And with the extensive use of computer
technology, B-S option pricing model should be widely used.

4.2 Construction of FAR Prevention System

(1) Strengthen the supervision of fair value measurement and the construction of
authoritative valuation institutions
The volatility of the value of derivative FI and the characteristics of financial lever-
age make derivative FI have greater volatility on the data in the financial statements
of enterprises, especially when the external economic environment is more volatile.
Therefore, the determination of the fair value of derivative FI should not only pro-
ceed from the technology, but also solve the fairness problem of fair value beyond
the technology, and prevent the behavior of profit manipulation using fair value.
Therefore, this paper constructs a supervisionmechanism for the fair value valuation
of derivative FI as shown in Fig. 4.

Fig. 4. Supervision mechanism for fair value valuation of FI

First of all, the government should establish relevant laws and regulations to
increase the illegal costs of enterprises and relevant personnel as a daily supervision
of enterprises. At the same time, we should establish a third-party authority respon-
sible for the value evaluation of the fair value, and change the current situation that
the fair value evaluation is completed by the enterprise itself. This can not only
give play to the professionalism of the third-party organization, but also reduce the
subjectivity and free operation of the enterprise. Of course, the rights of third-party
appraisal agencies should also be supervised by CBRC, CSRC and other regulatory
agencies, and their evaluation results should be supervised. Establish a series of
mechanisms based on this to ensure the fairness of the value of derivative FI.

(2) Improve accounting information disclosure of derivative FI
First of all, we should add a “detailed list of derivative FI”. Second, a simple detailed
list of derivative FI only describes the value and changes of derivative FI in figures.
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From this table, we can not see the risks involved in the derivative FI that enterprises
are trading. It should be explained from the quantitative and qualitative perspectives
of credit risk, liquidity risk and market risk. For other types of risks that cannot be
quantified at present, a detailed explanation should be made in the notes so that the
statement users can know the risk level of derivative FI.

5 Conclusions

For a long time, foreign and domestic scholars have been actively engaged in the research
on various risks of derivative FI This paper puts forward the FID evaluation algorithm,
studies the FAR and constructs the prevention system. Due to the limitation of my
knowledge and the lack of research time, the research on the problems related to FAR
in this paper is only a general study, for example, the analysis of the problems in FA
treatment is relatively shallow, and no in-depth research has been done; As the research
content belongs to a very frontier issue in the field of FA, the research process is faced
with many difficulties, and there is still room for further improvement in the feasibility
of AR control measures for FI.
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Abstract. With the development of big data and cloud computing technology, the
use of digital means to manage information resources has gradually become the
mainstream of information processing. The outflow of rural labor force has greatly
affected residents’ labor operations, and temporary work is seriously lacking in
normative and professional management and docking. This paper combined with
the idea of information systemproject exploration, analyzed and classified the rural
labor resource information through the current situation analysis method, experi-
ence summary method, design and exercise method, and initially built the rural
labor resource platform with the help of SpringBoot technology. The combination
of Internet and modern rural labor management can improve the shortcomings of
traditional rural labor management and provide information technology support
for rural revitalization.

Keywords: Rural labor Force · Resource Optimization · Temporary
Management

1 Introduction

The proposal of the CPC Central Committee on Formulating the 14th Five-Year Plan
for National Economic and Social Development and the Long-range Goals for 2035
proposes to develop the county economy, promote the integrated development of the
primary, secondary and tertiary industries in rural areas, enrich rural economic forms,
and expand the space for farmers to increase their income.[1] The newly issued “14th
Five-Year Plan for Promoting Agricultural and Rural Modernization” also points out
that the traditional driving forces supporting the increase of farmers’ income are grad-
ually weakening, and the new driving forces need to be cultivated. The construction of
digital countryside should be further deepened to provide impetus for the promotion of
agricultural and rural modernization. In recent years, with the tightening of resource and
environmental constraints, the weak competitiveness of local agriculture, the promotion
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of urban-rural integration and other factors, more and more young rural labor force out-
flow, resulting in a sharp increase in the number of left-behind elderly and children.[2]
At the same time, there is also a part of the labor force because of various factors can
not travel to work. This has resulted in a serious imbalance in the distribution of surplus
Labour. In order to better regulate the two-way flow of urban and rural factors, develop
the value of surplus labor and promote the integration of rural industries, it is of great
significance to analyze and design the optimization platform of rural labor resources for
the construction of new countryside.[3].

1.1 Domestic Research Status

At present, there are still no perfect rural labor platforms in our country, and more
rely on “three edge” relationship to disseminate the relevant information. The existing
rural labor platform mainly collects information of rural labor force to recommend
employment opportunities and promote rural plans, which has drawbacks such as long
waiting time for employment, unsuitable work content and incomplete follow-up basic
security. A platform that can provide short-term income is similar to the daily settlement
in Shenzhen. In an area with intensive personnel flow, the rural labor platform with
short-term, efficient, fast and short distance needs to be supplemented and improved in
order to adapt to the changes of posts.[4].

1.2 Foreign Research Status

Up to now, the research and practice of rural development in various countries, such
as rural planning, agriculture-related policies, such as urban-rural integration, farmers
moving to the city, capital to the countryside and so on.Whether it is large-scale farming
in the United States, specialized farming in Japan or medium-sized farming in France.
They have complete basic service facilities and professional equipment, technology to
the countryside, capital to the countryside is the mainstream rhythm of their rural labor
development, and these are suitable for their own conditions of development of scale
management path. Foreign economists’ analysis of economic development and the full
use of rural labor information system make rural labor management more inclined to
scalemanagement and the transfer of surplus labor. In addition, forwestern countries, the
development of computer network technology is more mature, and the way of computer
information management is also the earliest applied in their work and life, so the scope
of this management is relatively more extensive in the West [5, 6].

2 Significance and Objectives of the Development of Rural Labor
Resource Optimization Platform

2.1 Development Significance

The rural labor force platform is mainly a way to support the development of modern
rural labor force industry. The traditional rural labor force management mode is still in
the offline management stage, and the management efficiency of this management mode
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is extremely low. With the transfer and loss of rural labor force, this offline management
mode has been difficult to meet the needs of existing users. But with the arrival of
the information age, the transformation of labor digitalization, can greatly facilitate the
management of labor resources, solve the problem of imbalance between supply and
demand of rural labor operations [7, 8].

2.2 Development Objectives

(1) Realize grid management of rural labor force
Based on the village, TUEN MUN, township, according to the principle of

regional management, fine management and exploration of surplus labor resources,
improve the efficiency of rural labor management and information immediacy,
maximize the advantages of network management information.

(2) Simplify the platform registration process and audit process
Users can register an account with their real names through the network plat-

form, and input, update and delete personal information and job skills information.
A hierarchical and itemized administrator is set up to conduct professional and
timely audit of personal certification, skill certification, recruitment authenticity
and other contents, so as to better ensure the accuracy and security of platform
information.

(3) Realize efficient allocation of rural labor resources
The system preferentially recommends personnel or positions that meet profes-

sional skills. Users can also choose more suitable temporary jobs according to the
spatial distance to meet the needs of both sides.

(4) Realize the function of employment evaluation
Through the evaluation of both employers to improve the personal reputation

and service level, to providemore andmore real evaluation cases for both employers.

3 System Development Technology

3.1 System Architecture

The technology used in the development of the platform is mainly the currently very
popular B/S structure development mode, Java object-oriented programming language
and Mysql database, and finally through the overall module design, database design,
functional module design, system page production to make a detailed plan [9, 10].

3.2 Database Selection

This project is designed to apply the data information in the distributed storage of Mysql
database.Mysql is a large database system launched byMicrosoft, with strong scalability
and a very large scale of data storage. For theMysql database, it is mainly to carry out the
code and view the data, and has been applied to the database in many design schemes. In
the course of use, you can carry out the search and composition of the basic data, so in
the application of Mysql database, as long as write a small section of data can complete
the relative function.
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3.3 SpringBoot Framework

This project is designed to apply the data information in the distributed storage of Mysql
database.Mysql is a large database system launched byMicrosoft, with strong scalability
and a very large scale of data storage. For theMysql database, it is mainly to carry out the
code and view the data, and has been applied to the database in many design schemes. In
the course of use, you can carry out the search and composition of the basic data, so in
the application of Mysql database, as long as write a small section of data can complete
the relative function.

3.4 B/S Architecture

The B/S structure works by making a request from the browser and getting a response
from the server. When the server processes the browser’s request, it returns the results
and information to the browser. And B/S structure has the advantages of low cost,
convenient maintenance, strong distribution and simple development. [11] It is suitable
for the development of this platform.

4 Design of Optimization Platform for Rural Labor Resources

4.1 Overall System Function Design

Through the system demand analysis, the development and implementation of the rural
labor platform mainly includes three modules: the administrator module provides indi-
vidual management, employer management, employee management, recruitment man-
agement, order management, service management, education and training management,
system management functions; The employer module provides personal management,
recruitmentmanagement, ordermanagement, servicemanagement, learning and training
management; The module provides functions of personal management, order manage-
ment, service management, learning and training management, my collection and so on.
[8, 12] The specific functional structure is shown in Fig. 1.
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Fig. 1. System function diagram

4.2 Database Relation Tables

(1) Administrator information table: mainly used to store all system information,
including personnel numbers, passwords and other entities.

(2) Employer database table: it is mainly used to store all employer information in the
system, including: personnel number, employer name, gender, telephone number,
recruitment information and other attributes.

(3) Candidate information database table: it is mainly used to store all staff information
in the system, including: personnel number, personnel name, email, mobile phone
number, professional position and other attributes.

(4) Employment evaluation management information database table: it is mainly used
to store all information of the system, including employer evaluation, employee
evaluation and other attributes.

(5) News and information management information database table: mainly used to
store all the information of the system, including: professional positions, policies
and regulations, education and training, technical certification and other attributes.

The relationship between the above five data tables is shown in Fig. 2.
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Fig. 2. Data relationship diagram

4.3 Setting System Functions

(1) System setting module
(1 Login management. When logging in to the system, enter the account and

password, select the role for logging in, and click Log in. The system will compare
the input information with the database information.

(2 Administrator function management. The hierarchical administrator can
review, input, screen, modify, delete and view the information of employers and
employees in the region, and release the news consultation, education and training,
etc.

(3 Employer function. After logging in the account, employers can publish and
modify their recruitment information, review orders, evaluate employees, terminate
services and other operations.

(4 Staff function. After logging in the account, employees can receive
orders, bookmark recruitment information, participate in skill training, and make
complaints and terminate the service when there is a problem with the order.

(2) Information management module
(1 Recruitment information management. A tier administrator can review, filter,

view, and delete recruitment information.
(2 Order receiving information management. This section describes how to

configure a tier administrator who can audit, query, and delete orders.
(3 Data export. Can generate reports and print according to different screening

conditions.
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5 Conclusions

At present, China’s rural labor resources management information construction is still in
the advancing stage. More policy support and social support are needed to design a com-
prehensive management system which meets the regional characteristics and can meet
the regional demands. Increasing the education, training and skill upgrading of labor
resources at all levels is the basic means to improve the physical demand. Accelerating
the improvement of agricultural science and technology infrastructure and the extension
of entrepreneurship are the necessary conditions for increasing production and income.
Consolidating the human resources management system and social service guarantee is
a powerful guarantee for the overall development of rural economy. [9, 13] Making full
use of Internet technology to design and implement rural labor resources management
system can better serve rural revitalization, optimize the local labor resources man-
agement system. Build a platform for government management, resident employment,
social services, promote rural modernization, and promote the construction of a new
countryside.
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Abstract. This paper describes the status quo of intelligent checking technology
and the efficiency problems existing in the current checking system, and analyzes
the reasons why the processing complexity of the checking system determines the
time consuming of serial execution. Through the introduction of parallel comput-
ing technology, the paper finds out the tasks suitable for multi-process and multi-
thread in the checking system. Through the reference of openMPI and Pthread,
through multi-scene and multi-parameter experiments, the direction and method
of parallel computing performance improvement and parameter value measures
are obtained, and the parallel computing optimization strategy of the existing
intelligent checking and checking system is proposed.

Keywords: Intelligent Proofreading · Parallel computing · FPMax

1 Introduction

With the continuous development of artificial intelligence technology, especially after
the emergence of deep learning technology, the application fields of artificial intelligence
continue to expand, especially in the media industry is more and more widely used. The
proofreading of news articles is an important link in the process of news production
and release. In the context of artificial intelligence, the traditional manual proofread-
ing has been unable to meet the requirements of information transmission speed in the
new media era, and the application of artificial intelligence-related technology to the
proofreading of news manuscripts has become the mainstream proofreading method at
present. Therefore, in order to enhance content production, improve production veri-
fication efficiency, and enrich news content, it is of practical significance to build an
intelligent proofreading system for media and we-media industry.

2 Development of Intelligent Proofreading System

The content intelligent proofreading of news articles can be divided into three levels:
vocabulary level, whole sentence level and opinion level. Intelligent proofreading system
is also developed according to these three levels.
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The first generation proofreading system is mainly based on the lexical level proof-
reading system. Based on the long-term accumulation of a large number of wrong word
database, the system matches the text content of the manuscript word by word and word
by word. In the process of proofreading, if it is found to match the content of the wrong
word database, the system will identify it as a word error and give a hint. The system
can assist the checker to identify some common vocabulary errors and improve the effi-
ciency and accuracy of the check. However, due to the infinite number of collocation
combinations between words, the first-generation proofreading system could not detect
the whole sentence level errors for collocation errors in context [1].

The second generation proofreading system is mainly based on the whole sentence
level checking system. By learning a lot of correct corpus, the system enables the com-
puter system to analyze and summarize the idioms and patterns of the language, so that
the system can form a certain understanding and judgment ability of the sentences, so
as to realize the analysis and judgment of the words and words in the dimension of a
sentence, identify the abnormal and unreasonable content, and achieve the purpose of
checking and proofreading. In view of the shortcomings and weaknesses of the first gen-
eration system, the second generation of checking system adopts artificial intelligence
technology to realize the whole sentence level text check, and can realize the whole
sentence level verification [2].

The third generation proofreading system is mainly based on viewpoint level check-
ing system. The system is a humanoid system, which can imitate the recognition way of
human, and carry out comprehensive analysis and understanding of manuscript content.
Based on the point of view and keynote of the full text, it can judgewhether each sentence
and each word is reasonable, and whether there is any contradiction or illogical place, so
as to realize the point of view level verification. At the same time, the third-generation
system will also be able to check manuscripts based on pre-set ideas and themes to iden-
tify content that runs counter to mainstream values or common sense. It can be said that
the third generation of intelligent proofreading system has been able to replace manual
proofreading work to a large extent [3].

3 Analysis of the Current Intelligent Checking and Rectifying
System

3.1 Current Status of Intelligent Checking and Rectifying System

The current intelligent proofreading system completes the training and construction of
the checking model by combining manual and machine learning, which can realize
the checking and checking of specific words and data docking, the data checking and
checking of Chinese fixed terms, the checking and checking of punctuation marks in
Chinese language, and the checking and checking of common text errors. Through
CA/LDA, SIFT/HO, GMM, HMM, SVM, decision tree, neural network, deep learning,
reinforcement learning multi-modal feature extraction methods to identify news events,
judge the truth and falsity of news. The intelligent checking and checking system also
provides many services [4].
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(1) Interface service
By connecting the API interface service, the interface can return the content

and location of suspected problems found in the manuscript, which is convenient
for the editing system to display in the corresponding position of the manuscript.

(2) Statistical Service
Intelligent proofreading products can count the number of proofreading or The

Times of proofreading by checking the text, which is conducive to the business
identification ability of products and lays the foundation for the charging mode of
cloud services.

(3) Account management capabilities of cloud services
Intelligent verification products can be SAAS through cloud services. In this

case, independent multi-account service capabilities and statistical capabilities are
required.

(4) Technical standards and user experience
The UI and UE experience design of software should conform to the form of

current mainstream Internet software. Technically, the distributed micro-service
architecture of Spring Cloud is adopted, and python and related NPL plug-ins are
used to develop and iterate the artificial intelligence kernel [5].

3.2 Problems Existing in the Current Intelligent Checking and Checking System

(1) Model-based single-threaded execution affects performance
The inspection model trained on a network of neurons analysed from a billion

words of digital data, 13,000Chinese idioms,more than 7000 sensitiveword, careful
use of Words, forbidden words, More than 15,000 punctuation checks, more than
20,000 citation words, homophone words, sound words, shape words, homophone
words synonyms is huge. Each model adopts a single-thread processing mode, so
that in the intelligent check of a large article, as long as there is a thread is not
finished, it needs to wait for its return result, resulting in the overall performance
is weak [6].

(2) When multiple users use cloud resources, cloud resources are improperly allocated
In SAAS deployment, the intelligent checking and verification system cannot

allocate cloud resources according to the usage of different users. The cost of cloud
resources using GPU and common ECS servers is uncontrollable and cannot be
adjusted flexibly.

(3) The interface has downward compatibility problems. Procedure
The interface of intelligent checking needs to be compatible with the version

upgrade. Due to the high coupling degree in the original program architecture, the
reconstruction cost increases.

(4) The program design of GPU is not applicable
In the current checking system, GPU is used in parallel computation of MIMD

(multi-instruction stream and multi-data stream), but in fact, GPU programming
tends to directly parallel computation of a single computing model. The unsuitable
programming occupies the computing resources of the GPU, which makes the
whole situation unreasonable.
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4 Optimization of Intelligent Checking and Checking System
by Parallel Computing

The parallel computing is used to optimize the intelligent checking and checking system,
which usually adopts multi-process and multi-thread processing. Combined with the
multi-process processing experiment, OpenMPI multi-process is used to carry out the
experiment in the supercomputer center. After the semantic model, political language,
fallible word, sensitive word, disable corporathat needs to be checked is initialized with
the data square, the column and row data of the check task is formed, and the column
and row data that needs to be processed is evenly distributed in each process [7]. MPI
was broadcast for the column and row data, so that each process received the broadcast
task pushed from the data array, and the experimental data was shown in Table 1.

Table 1. Number of processes and runtime relationship table

Number of experiment Times (s)

Number of processes

1 2 4 8

1 54.627 27.588 13.816 9.211

2 54.647 27.449 13.805 9.214

3 54.821 27.551 13.83 9.194

4 54.731 27.621 13.82 9.242

5 54.693 27.584 13.847 9.249

6 54.694 27.575 13.802 9.247

7 54.577 27.525 13.896 9.252

8 54.594 27.541 13.803 9.233

9 54.766 27.585 13.861 9.272

10 54.709 27.499 13.848 9.203

Mean value 54.686 27.552 13.833 9.232

It can be seen from the data in Table 1 that the NLP, NLP model, political lan-
guage, fallible word, sensitive word, disable corpora that inspection effect of 8000 words
manuscript with 1, 2, 4, and 8 processes is shown in Fig. 1. As the number of NLPmodel,
processes increases, the checking time decreases from 54.686 s to 9.232 s, indicating
that parallel computing improves the checking speed.

With the increase of the number of processes, the running time is gradually shortened
and the acceleration ratio is gradually increased. But the running time slope is decreasing.
One possibility is that there are toomany processes, and a lot of up time is spent switching
between processes and communicating with each other, which slows down the speedup
rate.

In addition to the parallel computation of multiple processes, Pthread multithreading
can be used in each process to deal with the relative same type of check tasks [8]. For
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Fig. 1. Calculate the graph of the change of time with the number of processes

example, the examination objects of political language are divided into task packages,
and then the contents of the task packages are checkedwith the political language corpus.
The experiment is repeatedly run with different numbers of threads, and the average time
ofmulti-threading processing of political language is obtained. The flow chart of specific
implementation is shown in Fig. 2.

Fig. 2. Flow chart of multithreaded parallel computing
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According to the above process, multithreading parallel computing experiment was
carried out, and the experimental data results were shown in Table 2.

Table 2. Relationship between number of threads and time

Time (S) 1.2 0.7 0.45 0.4 0.3 0.25 0.31 0.33 0.4

Number of threads 1 2 3 4 5 10 15 20 30

As you can see from the table above, adding more threads increases the computation
speed when the number of threads is small. However, when the number of threads is too
large, the scheduling of threads also needs to consume time, thus affecting the computing
speed.

From the conclusion of the above process and thread parallel experiment, the applica-
tion of intelligent checking and checking system should be optimized from the following
aspects:

(1) Serial threads are parallelized directly
The parallel mechanism of serial algorithm is used to directly transform serial

algorithm into parallel algorithm. The method of direct parallelization by serial
algorithm is one of the most common methods of parallel algorithm design, but
not all serial algorithms can be directly parallelized. In intelligent checking and
checking system, for idioms, common words, polyphonics, fallible words, political
words and other dictionary models can be directly parallelized. This can greatly
enhance the performance of model verification.

(2) Parallelization of sorted groups of elements checked by the same class
The semantic analysis elements of Chinese language are massive, which can

be grouped into different processors for multi-process and multi-threaded parallel
computation. In the checking and checking system similar to the semantic model of
Chinese language, some algorithms need to be used to group, sort and parallelize
the model elements. The basic algorithms include multi-candidate generation algo-
rithm, pattern growth algorithm and vertical format algorithm, and parallelization
scheme using association rule mining algorithm. Using the FPMax algorithm for
recursive processing, and then using the width first processing method to model
mining and comparison of FP-TREE data to be checked, this parallel nonlinear
processing mechanism is an effective way to improve the speed of the natural
language semantic analysis check.

(3) Optimization of GPU programming
With the continuous enhancement of the programmability of theGPU, the coop-

eration between the CPU and GPU becomes a strong computing body [9]. The CPU
is the core of serial processing, while the GPU is the core of strong parallel comput-
ing. The serial part of the program runs on the CPU, while the parallel computing
part runs on the GPU. Make the checker run much faster than a system using a
multi-core CPU [10].
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5 Conclusions

In summary, the application of parallel computing can improve the performance of
intelligent checking and checking system in many aspects and extend the life cycle of
software,which indirectly drives the reconstruction andbusiness innovation of intelligent
checking and checking products. For the processing of intelligent and parallel computing,
a lot of excellent algorithms and program architecture need to be reformed.
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Abstract. Artificial intelligence is not a pure labor tool, but an innovative force
that drives the technological revolution and promotes industrial innovation. A
series of ethical dilemmas such as the responsibility attribution dilemma, fair-
ness and justice dilemma, privacy and security dilemma, and threat to humanity
dilemma have arisen accordingly. The reason for all this is due to the development
of artificial intelligence technology itself and the transformation of the production
mode in which human beings become data producers and the whole society is
reshaped. In the face of dilemma relief strategies, we should not only adhere to
the basic law between productive forces and production relations and the main
principle of people-oriented to benefit mankind, but also ensure that the develop-
ment principle of human-machine integration which guarantees that humans and
machines evolve together, while following ethical principles such as the trend of
sharing and openness contained in artificial intelligence itself.

Keywords: Artificial Intelligence · Ethical Reflections · Practical Dilemmas

1 Introduction

The fundamental goal of artificial intelligence is to understand the essence of human
intelligence and simulate it, or to create similar intelligent machines [1]. The rapid
development of artificial intelligence has brought profound changes to human production
and life, and has also brought many ethical dilemmas to human beings. How to avoid
the risks brought by artificial intelligence has become a necessary research [2]. It is
an objective requirement of society and reality to systematically investigate the ethical
dilemmas of artificial intelligence, analyze the specific root causes of the dilemma and
make corresponding strategies to alleviate them.

Avoiding the risk caused by limitations of AI technologies has become a grand
challenge.

2 The Ethical Dilemma of Artificial Intelligence

The rapid development and popularization of artificial intelligence technology has
inevitably brought many ethical dilemmas to society. On the one hand, these dilem-
mas warn us to pay attention to the relationship between human beings and artificial
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intelligence. The attitudes and values that human beings hold towards artificial intelli-
gence will directly affect the development of human society itself. On the other hand,
the dilemmas also require people to carry out scientific and reasonable use and control
of artificial intelligence technology and always adhere to the basic ethical principles of
science for the benefit of mankind.

2.1 The Ethical Dilemma of Attribution of Responsibility

The large-scale application of artificial intelligence has brought a large number of issues
related to the subject of responsibility, represented by self-driving cars. Artificial intel-
ligence is an important part of autonomous vehicle [3]. In the event of a traffic accident,
who will hold the responsibility? Is it the user of the car, or the car manufacturer, or even
the car itself? The self-driving car itself is only controlled by intelligent programs. It can
have certain human-like intelligence, but it cannot become an independent subject with
corresponding responsibilities. Its logical behavior is determined by the algorithm of its
own program, and limiting the discussion of accident liability to the users of the vehicle
and the manufacturers is a more reasonable consideration. For one thing, it is irrational
to blame the car users for the accident, because the automatism of automatic driving lies
in the fact that the cars are driven without the involvement of the users that is, the driving
behaviors of the cars don’t depend on the users’ will, so the users are not responsible for
the accident; For another, if the cars are delivered to the users without obvious defects
in their designs, then the subsequent accident liability should have nothing to do with
the designers, then the design manufacturers are not responsible for the accidents of the
self-driving cars.

2.2 Ethical Dilemmas of Fairness and Justice

The “intelligence” of artificial intelligence mainly relies on algorithms in the program,
and the fairness and justice problems brought about by algorithm discrimination are
increasing. The development process of artificial intelligence is also the development
process of algorithms from simple to complex, and the code generated inside artifi-
cial intelligence is increasingly difficult to be explained by the decisions generated by
machine learning, and what leads to people’s inability to accurately predict the results
of the algorithm is the “black box” problem inside the algorithm, which is an unfair
behavior produced by the algorithm in the specific application process.

2.3 Ethical Dilemmas to Privacy Security

The abuse of data collection and accurate prediction technology of artificial intelligence
technology has led to more and more privacy security issues. There is a remarkable
increase in the number of Web 2.0 tools like online social media and e-commerce web-
sites where users freely express their ideas and thoughts [4]. Through the collection and
calculation of personal information, big data technology infers our preferences, habits
and needs. On the one hand, face recognition, camera surveillance, biometric collec-
tion and other technologies have been integrated into our lives, and almost everyone
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is accustomed to this. However, whether the data collected through these methods is
reasonable and whether these data will not be used to calculate users’ privacy informa-
tion and predict users’ privacy behavior are difficult to guarantee. On the other hand, if
these technologies are abused by criminals to steal state secrets, carry out human flesh
search and disseminate privacy letter maliciously, they will also cause great damage to
individuals, collectives and national interests.

3 The Root Cause of the Ethical Dilemma of Artificial Intelligence

The rapid progress of artificial intelligence technology has brought great, rapid and all-
round changes to society and human beings. On the one hand, it provides convenient
technical basic support for the entire human society, resulting in the comprehensive
intelligence of social life. On the other hand, it also brings corresponding ethical dilem-
mas, making the relationship between humans and artificial intelligence increasingly
distorted and ambiguous.

3.1 Objective Root Causes

AI has become more capable in planning and decision-making [5]. The rapid devel-
opment of artificial intelligence technology itself for human beings has created cor-
responding ethical dilemmas. Artificial intelligence needs to be gradually developed
through the basic field to the application field. For example, Artificial intelligence-based
technologies are gradually being applied to psychiatric research and practice [6]. Virtual
health assistance is a successful example of the application of artificial intelligence in
the field of medical and health care, such as Babylon Health in the United Kingdom
and Kangfuzi in China. AI even gave birth to a computational medicine [7]. Artificial
intelligence has penetrated into all aspects of life, extracting people’s private data and
directly “controlling” human beings through algorithmic decision-making. We enjoy
the convenience and superiority brought by scientific and technological progress, but
the price we pay is surrounded by various artificial intelligence devices, such as smart
phones, smart bracelets, various monitoring devices, etc.

3.2 Subjective Root Causes

In the age of artificial intelligence, everyone has become a data producer. Different from
the traditional labor object, whose scope is always narrow, either the materials produced
by nature, or the products processed by some people, labor object in the era of artificial
intelligence, is the data. All people who access the network will produce data, so the
issue of data privacy is gettingmore andmore attention.More andmore personal privacy
data is obtained in a lower, more private and simpler way and cost, and the channels for
obtaining private data have even become a complete gray industry chain, which greatly
increases the cost of maintaining data security for enterprises and reduces the public’s
trust in artificial intelligence and its industry. Data information is permanently retained
online, even if it is deleted artificially, it will definitely leave clues on the network.
Therefore, some people call the era the naked era is not unreasonable.
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3.3 Social Background

Production mode of the whole society is reshaped. The continuous informatization,
intelligence, unmanned and automation of social economy, cultural, political and other
activities has brought about a great increase in labor productivity, resulting in a significant
increase in productivity and a corresponding expansion of labor scope. AI can even be
used to predict the distribution of energy [8]. Data information has become one of the
new and most important resources, so the corresponding data enterprises and intelligent
industries have also emerged. The repetitive, monotonous and simple physical labor in
the traditional factory has been replaced by artificial intelligence robots, and more and
more mental work, even including computing and medical work, is constantly being
replaced by intelligent machines.

4 Strategies for Solving Artificial Intelligence Dilemmas

With the development of artificial intelligence and the change of human interaction,more
andmore people are beginning to express concerns about the technological development
potential of artificial intelligence. Artificial intelligence has adapted to the social and
natural environment [9]. ElonMusk asserts that “artificial intelligencemay be the demon
we are summoning”. Artificial intelligence is only a technical means, and the changes in
productivity and production relations brought about by artificial intelligence are unified
in people themselves. The essential attribute of artificial intelligence is thematerialization
and objectification of human labor and the materialization and objectification of the
intelligent activity viewing man as a subject.

4.1 Follow the Trend of Sharing and Openness Contained in Artificial
Intelligence Itself

The deep learning of artificial intelligence requires artificial intelligence to be continu-
ously used by various people in order to become smarter and smarter quickly, so artificial
intelligence itself requires continuous use once generated. The development and evolu-
tion of artificial intelligence can only be realized by sharing. The foundation of artificial
intelligence, big data itself is open. Data itself is difficult to be occupied alone due to its
own form, so openness itself is the requirement of big data. And big data itself can be
more accurate and intelligent only if it is open. Developing countries should keep upwith
the development trend of artificial intelligence, and developed countries should shoulder
international responsibilities. The whole world should unite together to strengthen the
global quality of artificial intelligence.

4.2 The Principle of People-Oriented Should Be Adhered to for the Benefit
of Mankind

Service should be a basic feature of artificial intelligence, and the purpose of service
must be people-oriented. Artificial intelligence is to help people become healthier and
happier, for example, to help people treat cancer [10]. Artificial intelligence technology,
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like traditional technology, should always implement the basic principle of putting peo-
ple first. Artificial intelligence cannot be developed at the cost of human beings’ eternal
basic right to privacy, but should provide better, safer and more convenient protection
for the basic right to human privacy. No matter how amazing the artificial intelligence
world will be in the future, without people, even the most magical artificial intelligence
will become meaningless. Marx believed that people not only carries out the produc-
tion of material materials, but also the production of social relations. “The continuous
enrichment of social relations in the process of practice pushes subjective relations into
public relations.” Artificial intelligence machines can never replace human subjectivity.

4.3 The Development Principle of Human-Machine Integration Ensures
that Humans and Machines Evolve Together

The relationship between humans andAImachines is symbiotic rather than binary oppo-
site. The combination between human and machine means that artificial intelligence and
human beings play their respective strengths and organically combine to jointly realize
the existence value of human and artificial intelligence. The relationship between com-
puters and people is getting closer and closer, and computers can replace the human
brain for more and more jobs. The digital surgery assisted by artificial intelligence has
been able to realize digital decision support [11]. Intelligent computers are no longer
simple machine tools, but play the role of the mediator human relationships. We don’t
have to think of artificial intelligence as a beast, the relationship between human intel-
ligence (HI) and artificial intelligence (AI) is symbiotic rather than antagonistic. The
birth of brain networking in the future means that the development of human-machine
integration has entered a new mode of human-machine integration.

5 Summary

To sum up, artificial intelligence technology has not only brought a lot of convenience,
but also a lot of ethical dilemmas. The essence of artificial intelligence is a human
creation, which is only the further development of technology from the extension of
the limbs to the extension of the brain. Therefore, artificial intelligence can not replace
humans. Under the guidance of the principle of people-oriented, from the perspective of
technology and people, restricting and stipulating artificial intelligence, are not only the
inherent development requirements of artificial intelligence technology itself, but also
conform to the inevitable law of the development of artificial society.
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Abstract. Visual analysis of library reader service research and linear regression
analysis are conducted to point out the closeness and changing rules of different
influencing factors and the overall service quality of the library, providing sug-
gestions for the optimization direction of library service problems in the future.
In the CNKI database, the data in the field of “library reader service” is used as
the initial data, and the knowledge map is used to analyze and study the research
hotspots in this field. The questionnaire is designed based on the results, and the
regression analysis is conducted on the questionnaire data. The research hotspots
in the field of library reader service mainly focus on four aspects: reader service,
reading service, environmental service and activity organization. By combining
these four aspects to provide multi-level services, libraries can adapt to the rapid
development of libraries in the new century.

Keywords: Reader Service · Public Libraries · Knowledge Graph · Regression
Analysis

1 Introduction

With the development of the times and the progress of the society, the library is also
constantly developing and changing [1]. On the other hand, with the rapid development
of social and material conditions, the spiritual and cultural demands of the people have
become more and more prominent, while the most groups, due to their special social
experience, cultural background, physical conditions and reading habits, more often
choose public libraries as the main venue and way to carry out their own spiritual and
cultural life [2]. In this context, It is of great significance to study how to diversify and
optimize future library services [3].

From the existing literature, scholars mostly understand and put forward suggestions
for improvement from the perspective of their own professional fields in the study of
library reader service, but the macro development and coordination of the problems are
insufficient.
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On the basis of previous work, we use data visualization analysis methods to reveal
research hotspots and explore improvementmethods through combing research literature
in related fields, so as to provide reference for improving the service quality of library
readers [4].

2 Data Sources and Research Methods

2.1 Data Sources

A fuzzy search was conducted on China Knowledge Network with the theme of “Li-
brary reader services” for the past twenty-five years (1998–2022). A total of 313 valid
documents were obtained. The selected documents are representative and can be used
in this study [5].

2.2 Research Methodology

Visualisation techniques were used to analyse the research hotspots, regression analysis
is conductedon thequestionnaire data to understand the current situationof reader service
in Hefei Library, and then countermeasures for service improvement are discussed [6].

3 Knowledge Graph Analysis

Visual analysis can highlight the relevance between data, and conduct visual analysis on
relevant documents of “research on public library reader service” (see Fig. 1).

Fig. 1. Keyword co-occurrence mapping

The co-occurrence network diagram of high frequency keywords shows that the key-
words “public libraries”, “services” and “elderly readers” are distributed in the centre
of the diagram as a whole. In the structure of the co-occurrence network diagram, the
keywords “public libraries”, “services” and “elderly readers” are surrounded by the key-
words “readers services”, “reading services”, “barrier-free design”, “ageing-friendly”,
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“cultural ageing “This indicates that the above keywords are closely related to the key-
words “public libraries”, “elderly readers” and “services”. This is a hot issue under the
research topic of “library services for elderly readers”.

The chart shows that the research hotspots can be divided into four main hotspots:
library patron services for older readers, library reading services, library environmental
services and library activity organisation services.

4 Questionnaire Survey on Senior Reader Services in Public
Libraries

From the findings of the visual analysis, the current research on public library services
for elderly readers mainly focuses on four aspects: reader services, reading services,
environmental construction and activity organisation, while the Hefei City Library, as
a municipal public library, is also an important window for providing services for the
spiritual and cultural life of elderly readers in Hefei. Therefore, this paper designs a
survey questionnaire based on its results to investigate the Hefei City Library.

4.1 Confidence Analysis

Questionnaire reliability is an indicator of the degree of truthfulness of the respondents.
The questionnaire was analysed for reliability (see Table 1) and the Cronbach coefficient
is currently the most commonly used coefficient that can represent the level of reliability.
Among them, the reliability coefficient of the total scale is 0.889, whichmeets the survey
requirements.

Table 1. Results of the reliability test

Reliability analysis
Clone Bach Alpha     Clone Bach Alpha terms based on normalized    terms

.889                          .894                          21

4.2 Validity Analysis

Validity is amethodused to analyse the degree of validity of a research object. It shows the
extent to which the findings match what was set as expected and the higher the validity,
the more the findings reflect the nature of the research object. The questionnaire was
analysed for validity (see Table 2), where the KMO value of 0.813 was met.
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Table 2. Validity test results

KMO and Bartlett's test
KMO Sampling suitability number                                   .813
Bartlett's test of sphericity               Approximate chi-square        204

Degree of freedom            120
Significance                 .000

4.3 Regression Analysis

Regression analysis is used to examine the pattern of quantitative changes between vari-
ables in order to analyse the degree of influence between them. In this paper, regression
analysis is used to examine the linear relationship between reader service, reading ser-
vice, environmental service and organisational service factors and overall service quality
(see Table 3). Where the dependent variable was chosen to be overall service quality and
the independent variables were those in the table above, the regression equation was set
to be

Y = β0 + β1X1 + β2X2 + β3X3 + β4X4 + μ (1)

As seen from the coefficient values in Table 3, the regression coefficients of reader
service, reading service, environmental service and activity organization service passed
the significance test (Sig < 0.05), with the regression coefficients of 0.173 for reader
service, 0.187 for reading service, 0.166 for environmental service and 0.227 for activity
organization service, indicating that These factors all have a significant positive influence
on the overall service quality, resulting in the regression equations of the influencing
factors of reader service, reading service, environmental service and activity organisation
service with the overall service quality as

Y = 0.637+ 0.173X1 + 0.187X2 + 0.166X3 + 0.227X4 (2)

From the above regression equation, all else being equal, for every 1 unit increase
in the quality rating of reader services, the overall service quality rating improves by
0.173 units; for every 1 unit increase in the quality rating of reading services, the overall
service quality rating improves by 0.187 units; for every 1 unit increase in the quality
rating of environmental services, the overall service quality rating improves by 0.166
units; and for every 1 unit increase in the quality rating of organizational For every 1 unit
increase in service quality rating, the overall service quality rating increases by 0.227
units.

As shown by the coefficients of the regression equation, for the elderly reader group,
organisational services have the greatest impact and absolute dominance on the overall
service quality of the library, followed by reading services, reader services and environ-
mental services. Therefore, with limited resources, libraries should focus on improving
their own organisational capacity for elderly readers’ activities in order to maximise the
overall service quality of the library [7].
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Table 3. Table of regression equation coefficients

Coefficienta

Model Unstandardised coefficients  Standardised coefficients  Covariance statistics
B Standard error  Beta    t   Significance Tolerance VIF

(constant)           .637     .256           1.899     .033
Reader services      .173     .103    .132    2.645    .047   .538    1.859
Reading services     .187     .078    .139    2.444    .003   .429    2.233
Environmental services .166    .093     .113    3.933   .042   .499    2.003
Organizational services .227    .064    .299    1.547    .036   .456    2.191
a. Dependent variable: Overall service quality

5 Conclusions

From the findings of the visualisation analysis of public library services for older readers,
the four dimensions of patron services, reading services, environmental services and
organisational services were selected to effectively reflect the study of ‘public library
services for older readers’. The results of the regression analysis further indicate that
the improvement of the variables in this dimension has a more significant impact on the
quality of services for elderly patrons in public libraries, can effectively promote the
diversified development of library services in the future [8].

(1) Organizational services have the greatest impact on the quality of elderly patron
services in libraries

The coefficients of the regression analysis show that organisational services
have the greatest impact on the elderly patron services in libraries. Improving orga-
nizational services can enrich the spiritual and cultural life of older readers, Promote
the harmony of the future society and the improvement of the spiritual civilization
environment [9].

(2) Patron services have a significant positive impact on the quality of elderly patron
services in libraries

The coefficients of the regression analysis show that patron services have a
significant positive impact on the quality of library services for elderly patrons.
Strengthening and improving patron services can effectively improve the quality of
elderly patron services in public libraries [10].

(3) Reading services can effectively improve the quality of services for elderly readers
The regression analysis coefficients show that reading services have a positive

impact on the quality of library services for elderly readers. Targeted book resource
recommendation can enrich the aging book content, resource formand other reading
services in a diversified way [11].

(4) There is a clear demand for environmental services for elderly readers
From the coefficients of the regression analysis, the absolute value of the coef-

ficient for environmental services is also higher. The library can make the elderly
readers’ use of public library resources more convenient by increasing investment
in the aging adaptation of environmental facilities, So as to improve the service
quality of future elderly readers at multiple levels.
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6 Conclusions

This paper analyzes the hot research topics in the field of library reader service through
visualization method, and quantifies the influencing factors of library reader service
quality. It is hoped that the research of this paper can provide reference for the diversified
and multi-level development of libraries in the future, and add a touch of color to the
spiritual life of library readers.
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Abstract. Since the start of the new roundof electricity reform, the electricity-side
market has been liberalized, and the market players have becomemore diversified.
Domestic enterprises have set off a boom in the transformation to comprehensive
energy services. However, the business forms of comprehensive energy services
are diverse, and the application of traditional business models in such projects is
obviously limited. In this process, it is necessary to study and explore the business
model to strengthen business model innovation. Based on the analysis of the core
elements of business model, this paper studies China’s integrated energy service
businessmodel and explores the applicability ofMRWmodel to explain the current
economic growth.The results indicated that theMRWmodel showeddifferences in
the test results of different samples. Through the development of Jiangsu Province,
the applicability of the typical business model of integrated energy is analyzed.

Keywords: Power Grid Enterprises · Integrated Energy Services · Business
Model · Key Elements · Energy Storage

1 Introduction

The concept of business model is often confused with the concepts of strategy and
tactics. Strategy determines the overall development direction and top-level design of
enterprises. For the construction of comprehensive energy services, the top-level design
of enterprise strategy determines the overall method and strategy adopted by enter-
prises in the construction of comprehensive energy services, and tactical implementation
determines the operation and implementation of enterprises at different business levels.

The integrated energy service system architecture is generally considered to include
four levels: perception layer, network layer, platform layer and application layer. Among
them, the application layer carries all kinds of business directions and contents, which is
themain level of the businessmodel. The specific implementation of different businesses
will be reflected in specific technical projects and application projects. Therefore, the
landing application of the project is set and constructed by specific business directions,
and determines the success or failure of the construction and operation of enterprises
comprehensive energy services. It can be found that the business model of integrated
energy service presents three levels of logical relationship: company level, business
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level and project level. Against the background of economic globalization, the eco-
nomic development of various countries is constantly colliding. The global economy
is accelerating its shift from the Atlantic to the Pacific, undergoing periodic fluctua-
tions and emerging new trends and features. The study on the growing trend of the
world economy is the focus that scholars around the world continue to pay attention to.
Many studies try to provide new ideas and guidance for countries to formulate economic
policies and guide economic growth through a more in-depth and clear interpretation
of the development trend of the world economy. On the other hand, the study of the
internal factors that affect the development of the world economy, such as technological
progress, human capital and physical capital, in an attempt to explain the differences in
the development of the world economy, and the exploration of effective ways to accel-
erate the economic growth of various countries have also been the front-burner issues
of economists over the years. In the 1950s, Solow (1956) et al. [1], on the basis of
in-depth research on the Harrod-Domar model, further proposed a neoclassical growth
theoretical model to explain the differences in economic growth between countries and
their sources of growth, which provided a basic framework for the subsequent economic
growth analysis. Subsequently, Mankiw et al. [2] extended Solow model in a paper of
pioneering contribution (hereinafter referred to as MRW model). The model regarded
the saving and population growth as endogenous variables and introduced human capital
way to enrich the Solow model, which improves the explanatory power of the model for
the differences of economic growth among countries.

On this basis, a large number of scholars have examined the MRW model. Most
of the researches focus on the MRW model and expand the model by further introduc-
ing variables, thus enriching the economic growth theory. Current researches focus on
the level of empirical analysis of MRW model to explain the difference of economic
growth in specific regions [4, 5, 11–13]. Rubina Vohra [14] applied MRW model to
American states for empirical analysis and verified the adaptability of MRW model to
the analysis of economic growth in American states with more homogeneous economic
data and more unified institutional factors. Regression results give greater weight to
human capital index, which has certain explanatory ability for economic growth, but
it cannot replicate the empirical analysis results of Mankiw et al. [2]. Chengliang Yan
[15] extended the MRW model by introducing R&D investment and health investment
variables, and investigated the relationship between capital investment and economic
growth with the data of 31 provinces in China. Dihai Wang et al. [16] used transnational
data to investigate the impact of health, education and material capital investment on
economic growth under the framework of MRW analysis. Changlin Yu [17] also used
panel data to explore the impact of MRW model on explaining the human capital stock
and its investment structure in the path of economic growth. Above all, in the process of
such empirical studies, scholarsmostly focus their research perspective on human capital
index and conduct in-depth studies by expanding or redefining it [3, 6–10]. A few schol-
ars explored the application environment and structural parameters ofMRWmodel from
the perspective of the research on its self-explanatory ability. For example, Bernanke
[18] et al. re-tested Solow model and other growth models, finding that compared with
Solow model, MRW model is more suitable for the analysis of balanced growth path.
On this basis, the analysis framework of MRWmodel is extended, and its research path
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provides reference for the evaluation of later growth model. Elena Pelinescu [19] stud-
ied the selection of human capital variables on the basis of MRW model, analyzed the
value difference of different human capital indicators, and verified the important role of
human capital in economic growth. Felipe [20] et al. tested the MRW model by using
OECD data, and put forward some skeptical views on the MRW model combined with
the empirical analysis results, showing that different procedures and methods should be
selected for prediction test if the framework is to be used for economic growth analysis.

2 MRWModel

MRW model is extended by introducing human capital variable on the basis of Solow
model, which is used as an econometric model to strictly test and derive economic con-
vergence. On the basis of inheriting the traditional neoclassical economic growth theory,
MRWmodel establishes a good starting point for empirical analysis of economic growth.
In literature [2], the data samples were divided into three types of countries, namely 98
countries with oil production, 76 countries without statistical data problems and small
countries, and 22 OECD countries with a population of over 1 million. Meanwhile,
the Cobb-Douglas production function was used as the tool for empirical analysis. The
model assumes that the production function is:

MRWmodel is extended by introducing human capital variable on the basis of Solow
model, which is used as an econometric model to strictly test and derive economic con-
vergence. On the basis of inheriting the traditional neoclassical economic growth theory,
MRWmodel establishes a good starting point for empirical analysis of economic growth.
In literature [21], the data samples were divided into three types of countries, namely 98
countries with oil production, 76 countries without statistical data problems and small
countries, and 22 OECD countries with a population of over 1 million. Meanwhile,
the Cobb-Douglas production function was used as the tool for empirical analysis. The
model assumes that the production function is: Domestic comprehensive energy service
business model research.

Z(t) = O(t)aY (t)b[B(t)W (t)]1−a−b (1)

where, Z(t) represents output, O(t) represents physical capital, Y (t) represents human
capital stock, B(t) represents the level of labor force and W (t) represents the level of
technology. Meanwhile, it is assumed that the growth of n and g given outside the level
of labor force and technology is:

L(t) = L(0)ent (2)

A(t) = A(0)egt (3)

L(t) represents the effective labor, and its growth rate is A(t).
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3 Model Validation and Testing

3.1 Staionary Test

In order to prevent pseudo-regression, after logarithmic processing of each variable, the
stationarity test of economic variable data of each sample is carried out in this section.
Four methods of unit root test were used to test the stationarity of each variable, and the
test results of three samples were shown in Table 1 to Table 2. According to the analysis
of test results, all the economic variables are stationary.

Table 1. Results of unit root test of Ln

Method\ Statistic Sample 1 Sample 2 Sample 3

LLC Analysis −3.89056* −3.52341* −4.40000*

IPS Analysis −3.34391* −3.05572* −1.62368***

ADF Analysis 322.401* 270.408* 106.184*

PP Analysis 238.113* 188.875** 80.1908**

Note: * means significant at 1% level; ** means significant at 5%; *** means significant at the
10% level.

Table 2. Results of Ln (sk) unit root test

Method\ Statistic Sample 1 Sample 2 Sample 3

LLC Analysis −6.12626* −5.03730* −1.02478

IPS Analysis −5.02972* −4.13118* −2.08756**

ADF Analysis 294.274* 228.422* 79.6604 **

PP Analysis 287.399* 226.552* 73.5032***

Note: * means significant at 1% level; ** means significant at 5%; *** means significant at the
10% level.

3.2 Model Specification

Through the above unit root test, it can be known that all sample data are stationary
sequences, indicating that there is a long-term stable relationship between economic
variables and a regression model can be established.

On the basis of the above work, the configuration form of the panel data is verified.
Combined with the economic theory and the characteristics of panel data, it can be
judged that the sample is not suitable for the mixed panel data model.
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4 System Architecture of Integrated Energy Service Business
Model

1) Typical scenarios of integrated energy services

Definition of business model With the advancement and development of China’s
integrated energy services, the improvement of the business field of integrated energy
services and the innovation of mechanism and system, China has carried out integrated
energy services business in different kinds of systems, and at present, the typical scenes of
China’s integrated energy services can be mainly categorized into 8 kinds of commercial
complexes, intelligent communities, oasis solitary networks, transportation hubs, new
rural areas, heavy industrial parks, entertainment and tourism areas, photovoltaic poverty
alleviation areas shown in Table 3.

Table 3. Typical scenerios of energy services

Category Load
characteristics

Resource
Endowment

Self-governance
capacity

Policy
environment

Commercial
complexes

Large and
stable

Poor resource
endowment, little
room for
renewable energy
development

Poor autonomy
and high
dependence on
large power grids

Low policy
support

Intelligent
community

Stable Landscape
primary energy
can be developed
according to the
size of the
community

Poor autonomy
and high
dependence on
large power grids

Higher level of
subsidies for
residential
distributed clean
energy

Oasis Orphan
Network

Stable Abundant wind
and light resources

Local
independent
power grid, low
dependence on
large power grid

Low policy
support

Transportation
Hub Area

Large Less space
available for
primary energy
development

Poor autonomy
and high
dependence on
large power grids

Medium level of
policy support

New Rural Stable There is more
space available for
scenic primary
energy in rural
areas

Poor autonomy
and high
dependence on
large power grids

High policy
support, with
government
subsidies and
price advantage

(continued)
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Table 3. (continued)

Category Load
characteristics

Resource
Endowment

Self-governance
capacity

Policy
environment

Heavy Industrial
Park

Large and
stable

Industrial
production waste
heat and pressure
resources are
abundant

Some autonomy,
large High grid
dependency

Low policy
support

Entertainment
and tourism area

Large Less space
available to
develop primary
energy within the
region

Poor autonomy
and high
dependence on
large power grids

Low policy
support

Photovoltaic
Poverty
Alleviation Zone

Small Solar energy
resources are
abundant and can
be used to develop
a large space for
primary energy

Self-generation
and feed-in of
surplus within
the region, with
low dependence
on the grid

High policy
support, with
government
subsidies and
price advantage

2) Integrated Energy Services Profit Model
There are mainly the following four profit models.

A. Integrated distribution and sales model
The difference between integrated power distribution and sales companies and

other power sales companies is that they can earn revenue from the power sales
business while also earning distribution revenue from the distribution grid business.
Within the operation scope of the distribution network, if a customer signs a contract
with a distribution company directly, the company can only pay transmission costs
to transmission network operators, and the rest of the revenue belongs to the com-
pany. In either case, the integrated distribution and sales company can guarantee a
profit source, which is the guarantee for the company’s sustainable operation and
development. As a distribution and sales company, it is easier to take the lead in the
electricity sales market because it has distribution resources, becoming a guaranteed
electricity sales company and gaining more customers for the company, while also
using distribution network resources to carry out value-added electricity sales ser-
vices, such as combined demand-side response and energy management, and also
using customer resources to participate in the electricity auxiliary market.

B. Supply and marketing cooperative model
The electricity sales company in the supply and marketing cooperative model

combines power generation with electricity sales. The members of the cooperation
have the power generation resources to sell electricity directly to other members
in the form of electricity supply and sale cooperation, and part of the proceeds
from the sale of electricity will continue to be invested in the construction of power
plants to achieve a win-win situation for both parties. The biggest advantage of the
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collaborative supply and marketing model is that it can obtain high-quality power
generation resources, especially for distributed renewable energy power stations.
Power plant operators are more willing to join the cooperative model of power
sales, and the cost of power purchase for the company is relatively reduced.

C. Integrated Energy Service Model
The integrated energy service model refers to the fact that some foreign elec-

tricity sales companies carry out electricity sales along with other energy services
to the area, also known as integrated city energy companies. These enterprises
generally provide electricity and gas services, and customers can sign a separate
electricity or gas contract with the company, which will also provide an integrated
energy package. This is an important means of attracting and retaining customers,
as it allows them to enjoy multi-faceted energy services. This bundled sales app-
roach attracts more customers, increases customer loyalty, and diversifies profit
sources.Aggravates the financial burden of the company, thus leading some foreign
regional integrated energy service companies into financial difficulties and even on
the verge of bankruptcy.

D. Electricity sales discount model
To better attract customers, discounters offer not only lower basic rates, but also

attractive discounts for new customers. Many new commercial and industrial cus-
tomers can significantly reduce their initial electricity costs through these packages,
while residential customers can potentially reduce their electricity bills by 20%
in the first year through discounts and discounts. For some customers, even lower
discount prepaid electricity can be provided. Power retailers are the link between
mass production and small-scale sales of electricity, and must participate in both
wholesale and retail electricity markets.

5 Conclusions

The results of empirical analysis show that theMRWmodel has a high goodness of fit for
the three sample countries, and the test results are in line with the original expectation for
the samples from petroleum countries and intermediate samples. However, for OECD
countries, themodel shows a certain degree of inadaptability, which ismainly reflected in
the action path of human capital. Firstly, for the first two types of samples, each economic
variable obtained the expected symbol and was very significant, with little difference
from the original influence path. Secondly, in the process of testing the economic data of
OECD countries, human capital index shows variability. Through further analysis, it can
be seen that the inapplicability of themodelmainly stems from the fact that human capital
is introduced into the model as a simple factor of production, which is the most likely
reason for the difference. Meanwhile, the choice of human capital index measurement
method will also have a certain impact on the result. Finally, the significant difference
between the alpha and beta values calculated from the regression results indicates that it
is difficult to replicate the original results of the MRW model. At present, most studies
try to maximize the explanation of the difference in economic growth by improving
the structure of human capital, but the mode of its entry into the model has not been
perfected, which to some extent affects the stability of the empirical analysis results,
which can be used as the main direction of future research.
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At present, China’s comprehensive energy service level and comprehensive energy
efficiency level compared with the world ‘ s major economies, there is still a big gap.
Make full use of information technology andphysical energy system for close integration,
in the supply side to large-scale use of clean energy to replace traditional fossil energy,
in the demand side to large-scale use of electricity to replace. It should be noted that
in the process of promoting digital empowerment, we should strive to innovate in basic
theory and operational technology, and use reasonable business models. If we only call
for or discuss concepts, it is difficult to make substantive breakthroughs.
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Abstract. In order to speed up the reconstruction of old communities in our coun-
try and promote the transformation into a modern smart city. Taking Shenyang
as a reference, analyzing the reconstruction situation of old communities, sum-
marizing a series of problems that existed in the initial project design, and hav-
ing a deeply research on the intelligent reconstruction of the old community in
Shenyang. Under the influence of the development trend of artificial intelligence,
the feasible method of using Virtual Reality Technology and Internet of Things
to assist the initial design is proposed. Can be used as a reference for old com-
munities’ reconstruction in Shenyang, and further providing a new idea for the
construction of a modern smart city in the whole country.

Keywords: Internet of Things · Virtual Reality Technology · Intelligent
Transformation

1 Introduction

Along with the steadily social development and the gradually increasing of people’s
needs for material life, the old communities built in 1980s and 1990s can no longer meet
the living requirements to current residents. After 20 to 30 years worn with long time
service, various problems have shown out with the old communities that was built in
early time, like house main body damage, circuit aging, supply shortage of convenient
facilities, all these issues urging the old community’s reconstruction projects imminent.
In order to improve the residents’ living standards and the overall style of modern cities,
and improve the happiness index of urban residents as well, the reconstruction projects
of old communities in our country have begun to be promoted on a large scale under the
guidance of the relevant national policies.

The transformation of old residential areas in foreign countries started early, and
was divided into two stages in the 1960s and 1970s. Countries have issued policies
or government led reforms. The transformation scheme is mainly divided into specific
technical research and management evaluation optimization. The transformation of old
residential areas in China started relatively late, which can be divided into three stages:
before the reform and opening up, from the beginning of the reform and opening up to
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the end of the 20th century, and from the 21st century to the present. According to the
different research done by different students, the reconstruction of old residential areas
in China has achieved rich results, which provides reference for the subsequent practical
projects.

According to the survey, there are many problems mentioned above in some old
residential areas in Shenyang, which have become a major obstacle in the process of
urbanization. The Internet of Things and virtual reality technology have good operabil-
ity. Based on the combination of Internet of Things and virtual reality technology, this
paper proposes the application of three aspects of old residential area terrain route plan-
ning, scene, facility setting and mechanism linkage optimization, which provides new
inspiration for the future intelligent community.

2 Old Community Transformation Status and Existing Problem
in Shenyang City

2.1 Overview of Old Community Transformation

The old communities were built in early years, with low construction standards, and
lock of public service facilities as well. In additional, many of these old communities
have not been maintained or repaired for many years, the performance of buildings is
gradually degraded, plus the mixing traffic, also have the safety management issues,
all these issues and concerns have seriously affected the cities’ modernization process
in our country. The old communities already became the shortcoming to city quality
improvement. Based on the seventh census result, the population of 65-years-old people
in Liaoning Province accounted for 17.42%, which is ranking our country the first place.
This means Liaoning has entered a stage of deep aging and that will bring resistance
to the development of modern cities. Therefore, improving the living environment has
become an important way to maintain urban vitality and satisfy social equity [1], as
shown in Fig. 1.

Fig. 1. Statistics of population age composition in the 7th population census of Liaoning Province
in 2020
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In July 2020, according to the “Guidelines on Comprehensively Promoting the
Reconstruction of Old Communities in Urban Areas” issue by Office of the State Coun-
cil, which is required to combine the actual situation of various places to fully promote
the reconstruction project of the old community, the guidelines bring forward that we
need to benefit people’s livelihood, expand domestic demand, to further transform the
mode of urban renewal and also for development and construction. On March 24, 2021,
the Information Office of Liaoning Provincial Government held a press conference,
proposing that Liaoning Province will build a habitable, green, tenacious, smart and
humane city, innovate the urban renewal model, and take the road of urban renewal in
the old industrial base.

Under the guidance of various documents and policies, the old community recon-
struction project can better find a new route that is suitable for its own development.
Under the guidance of intelligent technology of IoT, the reconstruction project will show
more comprehensive and more thorough characteristics.

2.2 Transformation Methods and Content

In the early days, our country was mostly employed the shed reform mode. Because of
the long-time rebuild for the shed reform, the original living circle has been destroyed,
plus the traditional neighborhood relations and residential cultural atmosphere cannot
be established in a short period of time. With the construction of urban residential areas
and the housing prices increasing across the country, the demolition of sheds came to the
end. So far, the residential communities that built in the 1980s and 1990s have become
key targets for reconstruction.

The old community reconstruction is closely connected with people livelihood, and
also closely related to citymodernization.According to the document of “Reconstruction
Standards for the Reconstruction of Old Residential Districts in Shenyang City in 2021”,
therewill be three kinds of reconstruction standards of Shenyangold communities:Basic,
Improve and Upgrade. The Basic category means the project must be reconstructed so
that can meet the residents’ safety requirements and basic living requirements. The
Improve category means the projects that can be modified, the purpose is to meet the
needs of residents’ convenience and improve livelihood.TheUpgrade categorymeans the
projects that should be reconstructed, main purpose is to enrich the supply of community
service, including reconstruction and construct the comprehensive service facilities in
the community or the surroundings, to achieve the needs of modern communities.

According to the “Three-year Working Plan for the Reconstruction of Old Com-
munities in Shenyang (in the park)”, in order to meet the needs of residents as much
as possible, the project is planned to be carried out in the form like one designer-one
community and one drawing-one community. The old community reconstruction is not
only for a single community, but also for the entire district. To bring up the entire dis-
trict as whole, expanding the courtyard projects to the outside streets. Not only in the
community inside, the residents will feel the new look in the entire district as well.
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2.3 Problems in the Transformation

After studying the issues from various aspects, starting from the initial design view,
refining the issues by focusing on the improve and upgrade categories that be pointed
out in reconstruction standard, and bring up the improvement direction [2]:

➀ The community parking space is insufficient. Need to design and develop the ground
and underground spaces. Induction monitoring system is adopted to investigate in
advance the residents’ routes of daily activities, and to plan the distribution of mobile,
non-motor vehicles and pedestrian lines in the community.
➁ The community basic convenient facilities is insufficient. It needs to be improved,
and the facilities style need to be integrated with surrounding environment.
➂ No clear distinguish between greening and culture activities area, or even no plan for
this area, it is necessary to collect data and replan the region.
➃ Security services and property management have weakness. The formation of
intelligent community needs systematic improvement through IoT.
➄ Construction period is too long that will affect the normal life of residents. Needs to
shorten the early time design lead time.

3 Realization of IoT and VR Technology

The design must be emphasized people-oriented, keep user experience as the core. The
old community construction project must fully cooperate with the dynamic development
of city, so that can avoid irreversible errors. Thus, the early design requires more efficient
technical to support and to save cost [3].

The Internet of Things (IoT) monitors objects and collects data in real-time through
various information sensors, positioning systems, identification technologies, laser scan-
ners and other devices and technologies, so as to realize the extensive connection between
things-things and human beings-things. Virtual Reality (VR) technology can make fully
utilize computer-assisted equipment to create a virtual three-dimensional space, so that
can create a simulated artificial world. The traditional human-computer interaction can
be broken under the virtual environment, so that can realize themulti-sensory interaction,
like vision, hearing touch, smell, etc. Compared with traditional design drawing shows,
virtual reality technology has outstanding advantages: Firstly, it can make people feel
like immersive. Secondly, the experiencer’s behavior is able to have a certain effect on
the virtual world. Thirdly, human-computer interaction experience has been enhanced.
This powerful interaction function can give people an impressed immersion and the
designer’s intentions [4]. The combination of IoT and VR is the future development
trend of artificial intelligence. At present, the Internet of Things is operated and moni-
tored by 2D data interface, not intuitive enough to operate. If virtual reality technology is
used, the scene can be visualized through 3D. Through data interconnection, the actual
situation of the scene is reflected into the 3D scene, creating an artificial environment,
and solving problems intuitively and simply. Enable users to make more real feedback
on the design scheme [5].

Use high-tech electronic equipment to close the user’s sense into a virtual environ-
ment. With immersive technical support, designers and users can enter a limited space
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at any stage of design, and observers can experience the design results from the first per-
spective. The combination of the two technologies can not only make the preliminary
design work achieve strong immersion, interaction and conception, but also provide core
technical support for the later construction of intelligent residential area [6].

Specific Application of IoT and VR in Transformation Projects.
The advantage of combination of the two technology is good maneuverability.

According to the aging degree, and different needs of the residents, the requirements
of infrastructure and environment layout are also different, the new technology can use
its own unique advantages to achieve design autonomize, to improve the efficiency of
communication when modify the plan, the early design period can be shortened. At the
same time. In the overall planning of intelligent system, enhance the security needs of
residents. Designers should put themselves in service for the residents, should abandon
the fantasy, to create the condition to make residents take part in innovation. Only the
residents’ wishes are respected, the service projects such as reconstruction can deeply
rooted in peoples’ heart.

3.1 Application of IoT and VR in Terrain Route Planning of Old Community

During the visitation and investigation, it was found that the old communities exist
outstanding issues, like unclear division of parking areas, the confusion of entertainment
areas and activity areas, and the interspace underutilized. When do the planning, the
designers should fully consider the residents’ activity line, designers cannot plan the
layout based on their own feelings. The optimization of road routes for pedestrians and
vehicles needs to coordinate with the habits of community residents.

Using VR, the road structure, facility layout, environment construction of the com-
munity can be shown out. In the road planning, first through sensor, positioning and
identification technology collect and record the data of the road topography inside the
community and surrounding cities, and then construct a virtual environment similar to
the objective world. Through observe the resident’s life style, action track, use the IoT
processing system to integrate the data of his moving line and optimize the road: firstly,
to simulate the people gathering point and flow point, to broaden the road with high
traffic timely. Secondly, setting the fixed facility and entertainment at low mobility area,
to make sure no affect each other. Thirdly, inside the feasible community, expand the
underground space for parking, storage, emergency exit and other functions.

The road scene will be displayed through holographic projection technology after
design finished. The observer can pre-view the actual effect under the virtual environ-
ment, and can record the observer’s feedback at the same time. It helps residents to accept
the convenience brought by the reconstruction intuitively, and can also save other depart-
ments’ review time and costs. The virtual reality scene model can be considered from
the public’s perspective, which reflects the design conception based on people-oriented,
the early designers can collect residents’ suggestions timely, so that the reconstruction
projects can better solve the reality problems.
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3.2 Application of IoT and VR in Old Community Scenes and Facilities Layout

The community facilities must keep their own characteristics, and cooperate with the
overall community scene and even the surrounding cities’ modern development. Design-
ers should optimize the various facilities and scene inside the community, should divide
and allocate the space function of community, exploit the fixed area on the ground as
public activity area, adding aging-forward and barrier-free facilities. From the vehicle
charging equipment, fitness equipment, to the public health room facilities, kindergarten
education facilities, and intelligent protection facilities, the designer should consider all
these facilities to make a rational layout [7].

The intelligent technology of IoT is used to collect the regional data in real time and
transmit it to the processor. Multiple feasible schemes are provided through calculation.
VR can control the design of the flow line layout freely, do the interaction of human-
computer during simulation, so can let users experience the roaming scene at different
times and locations. Through the virtual experience of scenarios and facilities layout,
users will evaluate the degree of design coordination, and have an intuitive experience of
environmental design plan. IoT and VR allow people to react in a virtual environment,
improving the overall user experience [8].

3.3 Application of IoT and VR in Mechanism Linkage Optimization

The old communities generally have a lot of problems, such as insufficient functional
matching settings and lack of property management mechanisms, and there are more
elder people, when emergency happens, kinds of dangerous will occurred [9]. IoT can
realize environmental monitoring and data collection through various information sen-
sors, positioning systems, identification technologies, infrared sensors, laser scanners
and other devices and technologies. IoT sensors that collect mechanical data enable pre-
dictive maintenance. At the same time, by using VR, it becomes possible to simulate
community scene and operating process, unexpected problems in reality can be solved
by using the virtual.

Take the intelligent security system as an instance, collect the scene data for the com-
munity border protection, the building entrance, community gate and the public area.
Real-time safety monitoring is carried out by complex sensors and the generated data
is processed. In the early system design, VR can be used to simulate the entry process
of community residents and visitors, do the virtual exercise for special situation and
emergency handling. According to the simulation result, upgrade the old community
systems and processes timely, to centralize transaction monitoring and control for unex-
pected problems, ensure the harmony and coordination between community internal
safety mechanism and the residential environment. By this way, the residents will be in
an intelligent smart community [10].

In additional, the design should be adapted to local conditions, to build amanagement
method that suitable for the characteristics of this community, and also proceed the initial
design analysis for fire-warning system, intelligent patrol system, to make the seamless
connection of information change between people-things, things-things as a reality. The
efficient and coordinate operation between sub-system and systems of the community be
beneficial to improve community management level and social development efficiency.
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4 Conclusions

Our life is always under the dynamic development. Therefore, the huge cost of recon-
struction project makes it become an irreversible procedure. The designer should have
an ability of spatial thinking, and focus on user’s feeling. Using the IoT and VR can
utilize technological information to assist the design process, realize multi-party reality
experience such as audio-visual in the virtual scene, making the reconstruction design
more creative and flexible. Artificial intelligence needs the data generated by the IoT,
while VR combines all this with immersion and visualization, to create more power-
ful simulations that enhance the user experience and understanding of the scene. The
application of intelligent community has covered kinds of aspects of human life. The
combination of IoT and VR is the trend of intelligent development. They will integrate
the unique advantages of multiple aspects, to open a new breakthrough for the develop-
ment of industries. In the future, it will be inevitably that virtual reality technology will
be applied into intelligent city construction widely, and bring a new inspiration to the
modern lifestyle.
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Abstract. Cloud computing, as a new type of network servicemodel, shares com-
puter resources such as computing, data and storage in the all-round way, provides
dynamic and scalable virtualization resources, and provides the good basic support
platform for college education reform. Multimedia as an auxiliary means, the use
of multimedia technology can make teaching methods rich and diverse. The con-
struction of the multimedia resource library based on cloud computing technology
is in line with the development direction of English teaching. Taking the develop-
ment ofmobile information technology and teaching reform as the opportunity, we
have studied the core technology of cloud computing and cloud computing tech-
nology architecture, designed the structure of the multimedia resource library for
English teaching, and proposed the practical application strategy of themultimedia
resource library for English teaching, and actively promoted English teaching and
research is undergoing the comprehensive transformation and upgrading towards
modernization.

Keywords: Cloud Computing Technology · Core Technology · Cloud
Computing Architecture ·Multimedia Resource Library · Construction Program

1 Introduction

As the emerging technology, cloud computing can use the network to integrate different
computers to form the super-large platform, and share the computing, data, and storage
resources of the computer in the all-roundway [1]. The rapid development of information
technology, cloud computing as the new network service model, cloud users can break
through the boundaries of time and space, use terminal facilities, through the network
platform to obtain the information resources they need [2]. Cloud computing not only
has the function of cloud storage and shared pool, but also provides dynamic and scalable
virtualized resources, providing the good basic support platform for college education
reform. With the help of cloud computing to provide functions, build the multimedia
resource library, and improve the practicality of education and teaching data informa-
tion. At the same time, it supervises the effectiveness of the implementation of various
tasks, focuses on the resource supply of colleges and universities, and through in-depth
exploration of data information, helps colleges and universities optimize and integrate
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resources such as resource retrieval, resource browsing, resource recommendation and
resource collection, and improve the level of education informatization.

The construction of the multimedia resource database is the important content for
advancing teaching reform. Throughmultimedia resource sharing, English educators can
find suitable materials on the Internet for reprocessing, or upload wonderful courseware
to the resource database. English teachers can also use the resource to improve teaching
ability and professional level while sharing to broaden horizons. By using themultimedia
resource library, students can develop the wide range of online learning, select resources
according to their own interests and hobbies, and improve their independent learning
ability. Teachers are not only the transmitters of knowledge, but also the guides and
creators of learning. Reflecting that the charm of education is the charm of creation, it
is the charm of creating the development of life. Through the research of this subject,
we will help English educators overcome the difficulties in online teaching, make online
teaching more people choose and accept, and help the development of English education
online teaching.

2 Cloud Computing Core Technology

Cloud computing is the integration of several technologies. The core technology is
composed of “Distributed computing, Internet technology, and Resource management”,
as shown in Fig. 1.

Fig. 1. Cloud computing core technology

2.1 Distributed Computing

Distributed computing is the result of improved personal computer performance. It is
more convenient to use multiple computers to process tasks at the same time and share
resources [3]. The problem that requires huge computing power to be solved is broken
down into many small parts, and these small parts are allocated to many computers for
processing, and then the calculation results are combined to obtain the final result. The
soul of distributed computing is to balance load and share resources.
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2.2 Internet Technology

Internet technology is the sign of entering the information society, accelerating the speed
of information transmission and broadening the channels for obtaining information.
HTML5 is currently the most important technology. It strengthens the performance
of Web pages, separates content and display, introduces the more reasonable brand
new logo, replaces Flash’s position in mobile devices, and becomes the most excellent
performance design language for text-based display [4].

2.3 Resource Management

Cloud computing uses the sharing of resources to improve resource utilization efficiency,
thereby achieving the purpose of reducing the cost of computing. Virtualization breaks
the boundaries of time and space and is the most significant feature of cloud comput-
ing. Resource regulation plays the key role in overall system performance. Distributed
resource storage stores data in various corners and uses location servers to locate and
store information.

3 Cloud Computing Technology Architecture

Cloud computing technology has developed over time and has been applied in many
industries. Using cloud computing technology to minimize the hardware differences in
different integrated network system management equipment, improve the management

Fig. 2. Cloud computing technology architecture
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level and scope of data integration, can effectively reduce management costs, and keep
it within the relatively reasonable range. The cloud computing architecture is shown in
Fig. 2 [5–7].

The cloud computing architecture shown in Fig. 2 is composed of SOA building
layers, task management, security management, and resource pools. Security manage-
ment is the quite important content. Data security directly affects the application and
development of cloud computing. The low-cost, virtualized, multi-tenant, and ubiqui-
tous features of cloud computing cater to the needs of information services. However,
the unique distributed features of cloud computing are easily targeted by intruders. Data
security and privacy protection are also security issues that users are most concerned
about. Measures such as data privacy protection, network transmission security, and
cloud service security management and monitoring are required.

4 Upload File Process of HDFS

TheHadoop distributed file system (HDFS) has become the preferred underlying storage
system for computing platforms of Internet enterprises due to its high reliability, high
throughput, and high scalability. The HDFS uses Datanodes as data storage nodes, and
NameNodemaintains file directory information. Files in theHDFS consist of data blocks
of the same size and are evenly distributed among Datanodes in the cluster based on
the data block distribution algorithm. When a user requests to query the MetaData of a
file, the NameNode feeds back the living storage nodes in the file to the user based on
the existence of the current node. Then the user accesses the living DataNodes for data
access [8–10].

Transferring the finished teaching resources to the network storage space is an impor-
tant work in the construction of teaching resource database. This system uses the Writer
object in the API provided by Hadoop to upload the data of teaching resources to the
distributed storage system. The uploading process is shown in Fig. 3.
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Fig. 3. Upload file process of HDFS

For the Upload file process of HDFS shown in Fig. 3, the execution process is briefly
described as follows: The client calls the create () method to create a distributed file;
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The create() method requests the data node number from the NameNode; The client
calls the write() method to write data to the output stream, divides the data according
to the size of the data block in the configuration file, and backs up the data. Data is
transmitted to Datanodes in the form of packets. Regardless of whether the data node
is successfully written to the data, it will return a message indicating whether the data
is successfully written. After the data write operation is completed, the client calls the
close() method to close the file transfer stream. FSDataOutputStream returns the result
and notifies NameNode that the data upload is complete.When Hadoop’s Writer object
writes data, it needs to configure the main parameters, as shown in Table 1.

Table 1. Main parameters of Hadoop’s writer object

No Parameter name Parameter description

1 Default FS Name Node address of the file system

2 File Type Type of file to write

3 path Path to the file system

4 File Name File name when writing

5 Write Mode Patterns for data cleansing and processing before writing

6 Field Delimiter Field separator on write

7 compress File compression type

8 encoding Encoding configuration of file

9 Parquet Schema Describe the structure of the target file

10 Hadoop Config Relevant advanced parameters can be configured

11 Datax Parquet Mode Synchronization mode of Parquet file

12 Have Kerberos Whether there is Kerberos authentication

Datanodes are the working nodes of the file system. They are like the peripheral
nerves that provide data for each perception. The Name Node is like the human brain,
synthesizing neural feedback. Data Node stores and retrieves databases as needed, and
periodically sends a list of storage blocks to Name Node, which records how to recon-
struct files. Based on the data storage mechanism of the distributed storage system,
developers need to select an appropriate read/write consistency algorithm to meet the
performance requirements of storage applications. Since storagemechanisms of replicas
and erasure codes differ greatly, distributed storage systems need to deploy correspond-
ing read and write consistency algorithms to adapt to data read and write performance
under various storage mechanisms. Because the networks between storage nodes are
heterogeneous, the read/write consistency algorithm needs to adjust the network routing
policies between storage nodes based on the network status of the distributed storage
system to ensure the data read/write performance of the distributed storage system.
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5 Structure of Multimedia Resource Library for English Teaching

Themultimedia resource library under cloud computing refers to the use ofmore efficient
network technology to integrate a series of applied electronic resources. Using cloud
computing technology to strengthen the application and management of the multimedia
resource library, it facilitates the user’s acquisition and utilization of data information,
reduces the user’s time cost, ensures the accuracy and safety of the acquired data and
information, and improves the computer compatibility of the operating system. The
structure of the multimedia resource library for English teaching is shown in Fig. 4.
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Fig. 4. Structure of multimedia resource library for Englishteaching

As the application of modern educational technology, multimedia resources can
provide vivid audiovisual images to stimulate students’ imagination and play the positive
role in promoting teaching. However, if the opportunity is not accurate, it may have
counterproductive effects. When explaining new words, you can use pictures; when
teaching grammar, you can use pictures to increase the vividness of grammar teaching;
when teaching culture; you can use pictures, music, and videos. Teachers should grasp
the opportunity of the use of multimedia resources according to the goals of English
teaching, reasonably arrange the frequency of use of multimedia resources, and ensure
that their use achieves the best result.Multimedia has the characteristics of diversification
and integration of information carriers, and the integration of multimedia and foreign
language teaching is the inevitable development trend of future teaching models. The
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use of multimedia resources to properly extend the learning content will further enhance
the teaching effect.

6 Conclusions

Multimedia as the auxiliary means, the use of multimedia technology in teaching can
make teachingmethods rich anddiverse. Teachers canmaster the basic skills and resource
production methods of multimedia technology, combine the needs of offline teaching
and online learning, and choose content reasonably, through video, audio and animation
methods are widely used in multimedia technology, combining multimedia and teacher
teaching content, breaking through traditional teaching methods, improving the quality
of English teaching, and enhancing students’ familiarity with knowledge.
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Abstract. The core of personalized recommendation is an algorithm, which
searches for a group of users with similar interests to the target user as “nearest
neighbors”, and realizes recommendation by finding “nearest neighbors”. Accord-
ing to the actual needs of MOOC teaching in Japanese major, a teaching resource
system is built, and based on the user collaborative filtering recommendation
algorithm, the teaching resources of interest are recommended to users to meet
the needs of MOOC teaching in the mobile information age. The core work com-
pleted in this paper mainly includes two aspects: First, a mathematical model is
constructed according to the user-based collaborative filtering recommendation
algorithm process. Second, based on the use case diagram method, the functional
requirements analysis is carried out for the student users, the teacher users and
the system administrators, and the key problems of the system development are
solved.

Keywords: User Collaborative Filtering · Recommendation Algorithm · MOOC
Teaching Resources System · Design and Application · Mathematical Model ·
Functional Requirement Analysis

1 Introduction

With the advent of the information age, teaching resources have grown rapidly, and
digital teaching resources have grown exponentially, resulting in a serious “information
overload”. It is a difficult problem for students to find the teaching resources they need
accurately and quickly [1]. The construction of teaching resources is the basic work
for carrying out MOOC teaching. Although many MOOC platforms provide teaching
resources, they still cannot meet the needs of teaching. Teaching resources include text-
books, audios, videos, question banks and courseware, etc. Japanese teachers should
make full use of their own advantages, use Internet technology to integrate diversified
network teaching resources, develop novel and applicable Japanese teaching resources
based on modern educational technology, and upload them to the MOOC platform for
sharing. It is also possible to develop a small Japanese teaching resource library according
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to its own teaching needs, with the help of the network, we can innovate and optimize our
own teaching mode, enrich teaching resources and effectively improve teaching quality,
and expand students’ knowledge space [2–4]. Personalized recommendation is an intel-
ligent technology based on massive data mining, from the mass of information mining
users interested in content. Make full use of the content mined from massive data, in
view of the actual needs of MOOC teaching in Japanese, this paper builds a teaching
resource system to meet the needs of MOOC teaching in the mobile information age.

2 Mathematical Model Based on User Collaborative Filtering
Recommendation Algorithm

This algorithm is divided into five steps, and the algorithm flow is shown in Fig. 1.

Fig. 1. Algorithm flow

In this paper, a mathematical model is constructed for the five steps shown in Fig. 1.

2.1 Build User Rating Matrix

The user set is U = {U1,U2, · · · ,Ui, · · · ,Um}, and m represents the number of
users; the resource set is S = {

S1, S2, · · · , Sj, · · · , Sn
}
, and n represents the number of

resources. The user rating matrix composed of m users and n resources is:

R < m × .n >=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

R1,1 R1,2 · · · R1,j · · · R1,n

R2,1 R2,2 · · · R2,j · · · R2,n
...

... · · · ... · · · ...

Ri,1 Ri,2 · · · Ri,j · · · Ri,n
...

... · · · ... · · · ...

Rm,1 Rm,2 · · · Rm,j · · · Rm,n

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦

(1)

2.2 Find Users with Similar Interests

The similarity calculation uses the correlation coefficient calculation method, and the
commonly used methods are as follows [5–7]:
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(1) Cosine similarity coefficient, calculate the angle between two vectors to reflect
whether the two vectors are similar. The dimensions of the vectors are not limited,
any dimension can be compared. In the algorithm, cosine similarity is to treat the
rating matrix as multiple rating vectors. Assuming that the vectors u and v are the
rating vectors of two users, the similarity calculation formula is:

sim(u, v) = cos(u, v) = u · v
|u||v| =

∑

i∈Iuv
RuiRvi

√ ∑

i∈Iuv
R2
ui

√ ∑

i∈Iuv
R2
vi

(2)

(2) The modified cosine similarity coefficient, the difference in the scoring habits of
the two users is not considered in the cosine similarity. If the similarity used to
calculate the score is directly used, the recommendation result may be inaccurate.
Subtract the mean of all his ratings from the user’s rating and this is the modified
cosine similarity. The similarity calculation formula is:

sim(u, v) =

∑

i∈Iuv

(
Rui−Ru

)(
Rvi−Rv

)

√∑

i∈Iu

(
Rui−Ru

)2√∑

i∈Iv

(
Rvi−Rv

)2 (3)

(3) The Pearson correlation coefficient is used to describe the trend of the change
and movement of the two sets of linear data. In the algorithm, when the Pearson
coefficient of the two user ratings is close to 1, it is considered to be a user with
similar interests. The similarity calculation formula is:

sim(u, v) =

∑

i∈Iuv

(
Rui−Ru

)(
Rvi−Rv

)

√ ∑

i∈Iuv

(
Rui−Ru

)2√ ∑

i∈Iuv

(
Rvi−Rv

)2 (4)

In the above formulas, the scored set of user u is denoted as Iu, and the scored set of
user v is denoted as Iv. |Iu| represents the number of elements in user u’s rated set, |Iv|
represents the number of elements in user v’s rated set, and Iuv = Iu ∩ Iv represents the
intersection of the two ratings.

2.3 Calculate User Scoring Bias

Data bias occurs at the user-to-data stage. The observed ratings are not a representative
sample of all ratings, and ignoring the internal bias in the data can lead tomany problems,
as users prefer to rate particularly good or particularly poor resources [8]. The calculation
formula is:

DEVuv =

∑

i∈Iuv
(Rui − Rvi)

|Iuv| (5)
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2.4 Assign Score to Non Scored Resources

There are many system resources, and users’ practices are inconsistent. There must be
many users who use resources but do not score. The easiest way to do this is to uniformly
set the user’s unrated resources to a fixed value rating. However, this approach cannot
fundamentally solve the problem of reduced recommendation efficiency caused by data
sparseness. The system predicts the user’s rating of the resource through the ratings in
the similar resource set, thereby increasing the user’s rating rate for the resource, and
promoting a higher common rating set among users. The formula is:

Rui =

∑

i∈N (u)
|N (i) ∩ N (j)| × (Ruj − Devij)

∑

i∈N (u)
|N (i) ∩ N (j)| (6)

In the above formula, N(u) represents the resource rated by user u.

2.5 Generate Final Recommendation Results

According to the rating information of similar neighbors, the recommendation result is
generated for the target user. The simplest prediction method is to average the ratings of
the neighbors. The calculation formula is [9, 10]:

R̃ui = 1

k

∑

v∈N
Rvi (7)

In order to obtain a better recommendation effect, a weighted average method can
be used.

The weighted average of the scores of the neighbors is directly performed, and the
calculation formula is:

R̃ui =
∑

v∈N
sim(u, v)Rvi

∑

v∈N
|sim(u, v)| (8)

Calculate the increment of user ratings first, and then calculate the weighted average.
The calculation formula is:

R̃ui = Ru +
∑

v∈N
sim(u, v)

(
Rvi − Rv

)

∑

v∈N
|sim(u, v)| (9)

Considering the real-time nature of the recommendation and the length of the rec-
ommendation list, the Top-N recommendation list is finally generated according to the
predicted score.
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3 Functional Requirement Analysis of MOOC Teaching Resources
System for Japanese Major

Using MOOC for related teaching can shorten the distance between related subjects,
enhance the interaction between related subjects, and provide a more convenient plat-
form for effective communication between teachers and students, which is conducive
to the further consolidation and deepening of teaching content. Through the analysis of
functional requirements, we can understand the actual needs of users for the teaching
resource system, and lay the foundation for the development of a fully functionalMOOC
teaching resource system. The system consists of three types of users, each type of user
is analyzed separately based on the use case diagram.

3.1 Students User Functional Demand Analysis

After student user registration and approval by the system administrator, they can use
the MOOC teaching resources. An example of student user functional demand analysis
is shown in Fig. 2.

Fig. 2. Use case diagram of student user

For the student user use case diagram shown in Fig. 2, each function is briefly
described as follows: First, the Resources recommendation list, a list of all resources
recommended to the student user according to their interests. The second is the Hot
resources list, the current hot resources recommended to student users. Third, Learn-
ing resources download, student users can download resources to the local computer
for offline use. Fourth, online discussion and communication, in the process of using
resources to learn, students can discuss and communicate to improve together. Fifth,
Learning resource evaluation, student users evaluate resources in the process of using
resources. Sixth, Student online learning, the core function of student users, the system
records information such as “Login times, Online time, Resource type, Knowledge point
record” of student users.
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3.2 Teacher User Functional Demand Analysis

After the teacher user is registered and approved by the system administrator, he can
guide the students. An example of teacher user functional demand analysis is shown in
Fig. 3.

Fig. 3. Use case diagram of teacher user

For the teacher user use case diagram shown in Fig. 3, each function is briefly
described as follows: First, Student behavior record query, the teacher understands the
students’ learning situation using MOOC resources, and improves the pertinence of the
guidance. Second, with Learning resources recommendation, teacher users can recom-
mend resources to student users based on their own knowledge and experience. The
third is Personal information management, the maintenance of personal information by
teacher users, including functions such as entry and update. Fourth, Personal resources
management, teacher users can manage personal teaching resources, and can upload
excellent personal resources to the system. Fifth, online learning guide, teachers guide
students online to solve problems in the use of MOOC teaching resources. Sixth, Inte-
grated resources management, which is the core function of teacher users, including
“Upload resources, Download resources, Update resources, Make resources and Delete
resources” and other functions.

3.3 System Administrator Functional Demand Analysis

The system administrator user has the highest authority and can directly enter the system
without registration and auditing. The system administrator user functional requirement
analysis use example is shown in Fig. 4.

For the system administrator use case diagram shown in Fig. 4, each function is
briefly described below. First, Learning resource review, in order to improve system
security, MOOC teaching resources uploaded by teacher users can only be used by stu-
dent users after being reviewed by the system administrator. Second, Learning resource
maintenance, update and modification of MOOC teaching resources, etc. The third is
System configuration management. In order to improve the compatibility and portabil-
ity of the system, configuration management is required. The fourth is User information
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Fig. 4. Use case diagram of system administrator

management, which manages the registration information of teacher users and student
users. The fifth is Resource classification management, which manages the categories of
MOOC teaching resources. Sixth, User authorization management, different user roles
have different permissions to authorize teacher users and student users. Seventh, QR
code generation is used to generate QR codes for teaching resources, as well as QR
codes for teacher users and student users to log in, which is convenient for users to
use. Eighth, Database maintenance and management, which is the core function of sys-
tem management, specifically includes functions such as “Resource base, Model base,
Knowledge base and Evaluation base”.

4 Conclusions

The research results of this paper are the basic work of developing a teaching resource
recommendation system, which is in line with the development direction of education in
the newera, and canpromote the applicationof theMOOC-basedblended teachingmodel
for Japanese major, and achieve the goal of talent training for Japanese major. In future
research and practice, it is necessary to further use data mining technology and cluster
analysis technology to effectively alleviate the impact of the various problemand improve
the accuracy and intelligence of personalized teaching resource recommendation.
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Abstract. This paper starts from the architecture of the Semantic Web, and stud-
ies the core technologies of the Semantic Web, such as RDF/RDFS, OWL and
SPARQL, from the perspective of implementation. Secondly, the theoretical basis
and related technologies of the Semantic Web are studied and analyzed from the
aspects of the Semantic Web’s functions and hierarchical composition, grid tech-
nology, ontology technology, etc., especially its knowledge organization, knowl-
edge management, knowledge Advantages in discovery and knowledge retrieval.
Finally, the research analysis teaching resource management related technolo-
gies under the Semantic Web framework, it provides theoretical and technical
guarantees for the next research work.
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Construction

1 Introduction

Network teaching resources are the premise and basis for carrying out network education.
With the development ofWeb technology and network information technology, network
teaching resources are becoming more and more abundant. There are various types of
educational resources and rich forms of expression, which provide learners with a wide
range of choices and broad development space.

2 Concept of Semantic Web

BERNERS-LEET believes that the SemanticWeb defines themeaning of information on
theWeb on the basis of the currentWeb, and enables humans, machines, andmachines to
work better together on the basis ofmachines understanding their meanings [1]. After the
concept of the Semantic Web came out, the “W3C Semantic Web Activity” organization
was also established. The organization has long been committed to the promotion of
the Semantic Web in the World Wide Web Consortium (W3C) and formulated related
standards for it. At present, the research related to it is developing rapidly, and it has
become an important research field in the field of computer science.
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2.1 Architecture of the Semantic Web

The architecture of the Semantic Web was proposed by BERNERS-LEET, as shown in
Fig. 1.

User Interface &applications

Trust

Unifying Logic

RDF-S

Query:
SPARQL

Proof

Ontology:
QWL

Data Interchange: RDF

XML

URI Unicode

crypto

Rules:

RIF

Fig. 1. Architecture of the Semantic Web

In this architecture is mainly used to uniformly encode information on the Web,
while URI is used to identify resources and objects. The second layer is the grammar
layer. Extensible Markup Language (XML) can not only be used as the metalanguage
of markup language, but also as the description grammar of Semantic Web [2]. The
resource description framework (Resource Description Framework, RDF) of the third
layer is a data model that describes Web resources and their relationships, expressed in
XML syntax. The fourth layer is the ontology (Ontology) layer, including RDF Schema,
Ontology Web Language (Ontology Web Language, OWL), query language and data
acquisition protocol (Protocol and RDF Query Language, SPARQL) and rule exchange
format (Rule Interchange Format, RIF) and so on. RDF Schema provides a vocabulary
for describing RDF resources, OWL is a network ontology description language based
on description logic, SPARQL is a language for querying RDF data, and RIF is used
to describe the rule exchange format [3]. Layers 5 through 7, in turn, also cover logic,
validation, credit, and user interface and applications. Each layer on the ontology layer
mainly performs operations such as logical reasoning and rule query based on the func-
tions provided by the lower layer. At present, W3C is still improving the architecture
of the Semantic Web, and relevant technical specifications and standards are also being
formulated.
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2.2 Core Technology of Semantic Web

In the semantic Web architecture, the underlying technologies are all hypertext web
technologies, including HTTP, Unicode, XML, XML Name space, etc. The middle
layer mainly uses the semantic Web core technology promulgated by W3C, including
RDF, RDFS, OWL and SPARQL [4]. In addition, there are some Semantic Web -related
technologies, such as SKOS, RIF, and GRDDL. At present, the core technologies (RDF,
RDFS, OWL and SPARQL, etc.) to realize the Semantic Web have been standardized
by W3C. Although these technologies are not enough to build the Semantic Web, they
can be used to build some semantic applications.

(1) XML/XMLS technology
XML does not have a fixed tag set, and users can customize the tag set through

XML schemas. Document Type Definition (Document Type Definition, DTD) and
XMLS (XML Schema) are two commonly used XML schemas, but DTD is rela-
tively old and has many restrictions. XMLS is a substitute for XML-based DTD,
supports data types and name spaces, and can be expanded for future needs, so
XMLS is widely used.

(2) RDF/RDFS technology
RDFdescribes resource information on theWorldWideWeb, such as describing

information about web pages, including content, author, and date of creation and
modification. RDF includes RDF Data Model, RDF Schema and RDF Syntax.

2.3 Ontology and Its Description Language

RDF is based on the XML standard syntax when describing resource objects, and can
express certain semantics, so the machine can understand the description information.
However, due to the limitations of the expressive ability of RDF(S), the relationship
between words cannot be expressed. In order to further improve the description ability
of Web information resources, the concept of Ontology originally belonging to the field
of philosophy is applied to the field of computer science, especially the field of Seman-
tic Web, which is very suitable for describing concepts and the relationship between
concepts.

Ontology-based knowledge visualization.
“The systematic description of objective existence in the world, that is, ontology”

is the original philosophical concept of Ontology. On the Semantic Web, it is the pur-
pose of the ontology to enable information and applications of different development
tools and application platforms to communicate, share and reuse without redesigning,
and it overcomes the problem that the new knowledge system cannot effectively use
the existing knowledge system [5]. Defects, thus saving a lot of manpower, material
and financial resources. The “knowledge acquisition” and “knowledge representation”
methods need to be readjusted in the network information age. It is precisely this need
that people use ontology to organize information resources and knowledge. “Resources”
and “knowledge” in the information age are based on ontology Theories can be dynam-
ically understood, so as to obtain an ability to adapt to the network information age.
Ontology is a very complex and abstract concept. It is an important part of the Semantic
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Web, and it is also the key core technology and cornerstone for realizing the Semantic
Web.

On the basis of scientific computing visualization, data visualization, and informa-
tion visualization, a new research field of knowledge visualization (Knowledge Visu-
alization) has been developed. Literally, through knowledge visualization, students can
acquire knowledge or understand knowledge in a self-learning manner [6]. It is a way
to show the knowledge structure of experts to students. The knowledge visualization
researched in this paper refers to the use of graphic visualization to organize the con-
ceptual knowledge in the network professional course resources, establish the mutual
connection between knowledge and knowledge, and let students understand the knowl-
edge system of the course relatively intuitively. Thereby improving the learning effect.
Figure 2 is an ontology-based knowledge visualization model.

Users

Knowledge visualization engine

Existing network distance learning 
system

Courseontology

Fig. 2. Ontology-based knowledge visualization model

The fundamental purpose of Ontology is to enable communication, sharing and reuse
of information and applications of different development tools and application platforms.
Acquiring knowledge or understanding knowledge through self-directed learning.

3 Functions and Contents of the Teaching Resource Library

3.1 Functions of the Network Teaching Resource Library

Generally speaking, nine types of teaching resources, including media materials, test
questions, test papers, cases, courseware, FAQs, resource catalogue indexes and online
courses, are the main content of teaching resource construction. The construction of
educational resources not only needs to form a resource warehouse with a large amount
of data, but also has a strong support and service function for education and teaching.
These functions have a major impact on the reform of the teaching structure itself,
whether it is teachers’ lesson preparation, teaching, or There will be corresponding
fundamental changes in student learning, including the management of academic staff.

(1) Resource sharing
Resource sharing is the most obvious service function of educational resource

construction. Whether it is at the national or regional level, the organization and
construction of educational and teaching resources must achieve resource sharing
within the region.
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(2) Electronic lesson preparation
An important service function of educational resource construction is that it can

provide a large amount of reference information for teachers’ lesson preparation
and realize a constructive teaching.

(3) Resource-based learning model
The resource library provides learners with extremely rich learning resources,

including digital libraries, electronic reading rooms, online newspapers and various
databases, multimedia e-books, etc.

(4) Knowledge Accumulation
In a broad sense, an educational resource bank is a knowledge base, and the

development and construction of resources is a process of knowledge accumulation.
(5) Data Management

Educational resources include not only learning resources, but also manage-
ment and decision-making resources. Therefore, the development and construction
of educational resources not only provide objects that can be learned and recog-
nized, but also provide information for managing and coordinating various educa-
tional activities. Data management refers to the collection, transmission, storage,
processing, maintenance and analysis of educational management and educational
statistical information [7]. After digitizing various information in educational units,
it is organized and classified and applied to all aspects of teaching andmanagement.

3.2 Main Contents of Network Education Resource Database Construction

The construction of educational resource database mainly includes the following four
levels:

(1) Educational and teaching resources of media materials, such as: text materials, lit-
erature, test question bank, test papers, courseware, teaching cases and educational
resource indexes.

(2) Network courses formed in accordance with the comprehensive integration of
disciplines, professional knowledge systems and network teaching requirements;

(3) Form excellent educational resources through evaluation;
(4) Development ofWeb - based education and teaching resource management system.

Among the four levels of network education resources construction,material teaching
resources and network course education resources are the focus and core that need to be
standardized in the construction, and they are the basis for the construction of network
education resources. In order to evaluate and screen high-quality educational resources,
the evaluation criteriamust be standardized. In addition, due to the ever-changing content
andvarious formsof online educational resources, the effectivemanagement and retrieval
of online educational resources is the basic guarantee for making full use of online
teaching resources [8].
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4 Research on Related Technologies of Teaching Resource System
Under Semantic Web Architecture

4.1 Educational Resource Library Architecture

Theonline education and teaching resource library providesmaterials, teaching software,
supplementary materials and so on for students and teachers in the process of learning
and teaching. Its most important feature is its strong pertinence. It is a structured resource
library specially designed for learning and teaching. The education resource library sys-
tem includesmediamaterials, test questions, courseware and network courseware, cases,
literature, frequently asked questions, resource directory index and network courses, as
well as the research and development of teaching support systems suitable for various
teaching modes and modern distance education management systems. The first problem
to be solved in constructing the educational information resource library is the content
system of the library. Collecting, organizing, processing, and organizing educational
information to construct an orderly structure is the starting point for establishing the
content system of the educational information resource library.

Network course library

Media material library (text, image, graphics, audio, video, animation) and index

Case library

index index index

Case management system

Question bank management system

Media material library management system

Courseware library management system

Based on Internet network support platform

Fig. 3. Architecture of Educational Resource Database

As shown in Fig. 3. Taking the Internet network support environment as the plat-
form is the environment for the construction, implementation and operation of modern
distance education resources. In the whole resource, the media material library is the
most basic, and the resources or data in other resource libraries may come from the data
in the media material library. The network course library is composed of cases, course
ware and corresponding. The course ware and test questions of the teaching link are
comprehensively formed.

Within the educational resource system, the collection, exchange, and exchange of
educational information resources are usually complicated and disorderly, and there are
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serious regional differences in the storage of information resources, which greatly weak-
ens the sharing benefits of information resources. To build an educational information
resource bank is tomake the collection, circulation, and exchange of information orderly,
so as to achieve the purpose of rational allocation of resources, efficient development,
and benefit sharing.

4.2 Organization of Teaching Resources and Meta Data Representation

At present, some LMSs and teaching websites make the teaching content fixed in the
course ware. If the teaching content is not properly packaged and separated from the
teaching platform, it will be quite time-consuming and laborious to expand new teaching
content. Even if the course has been objectified, if the design of appropriate meta-data
for the teaching content is not considered, it is impossible to further use information
retrieval (Information Retrieval, Agents and other technologies to improve the ease of
course objects to be searched, The value of being reused. That is to say, these learning
content or software (LMS) based on E-learning do not have a unified mechanism in
terms of acquisition, query, delivery, sharing, and reuse [9]. Therefore, there must be
an effective description, The method of organizing and expanding teaching resources,
that is, establishing a general resource framework and hierarchical structure description
method for teaching resources. At present, the typical international standard systems
include ADL-SCORM, IMS, AICC-AGR, etc. Among them, the most influential ones
are ADL-SCORM.

4.3 Analysis of Knowledge Base Teaching Resources Construction

Knowledge Base is a structured, easy-to-operate, easy-to-use, comprehensive and orga-
nized knowledge cluster in knowledge engineering. The knowledge base system is a
development tool and environment that provides support for users to develop knowledge-
based systems. In summary, the existing knowledge base system should have the follow-
ing characteristics. Of course, due to the inherent characteristics of each system, there
may also be different processing technologies or a different function:

(1) It should have the function of accessing and managing knowledge.
(2) It should have the function of efficient access to large quantities of data, including

functions such as data sharing, concurrency control, data security, fault recovery,
etc., and support all functions of the database.

(3) It has a reasoning mechanism, and the reasoning mechanism completes the
processing of knowledge.

(4) It has proper storage and management functions of rules and facts.

In the subject professional knowledge resource base established on the basis of the
domain knowledge base in ontology, what kind of architecture and what kind of system
should be adopted for the integration, integration, organization andmanagement of large-
scale,multi-type andmulti-level knowledge resource content?What about strategy? This
paper adopts the design pattern of "three-layered knowledge network" to construct the
frame structure of knowledge resource base.
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Basic information base: The basic information base consists of source informa-
tion and edited data for retrieval, such as various multimedia databases, course ware
databases, and numerical databases composed of scientific data established according
to the knowledge classification system and media classification system [10].

Knowledge base: Knowledge base is a database composed of knowledge elements.
The so-called knowledge element refers to a knowledge unit or knowledge element with
independent meaning, which is formed by excavating and refining various resources
of the subject professional knowledge base, including three types of basic knowledge
elements including theory and method, fact, and value. Among them, the theoretical
and method-based and fact-based knowledge bases are classified according to subject
knowledge systems, and the numerical knowledge bases are classified according to data
types.

Knowledge warehouse: knowledge warehouse is the basis for realizing knowledge
management and knowledge service. The construction of the knowledge warehouse
should take the knowledge element as the basic element and the knowledge element link
as the hub; its construction generally goes through the knowledge element extraction and
indexing of document information, the construction of the knowledge element library,
and finally the construction of the knowledge warehouse.

The knowledge association methods of different spans are used between the above
layers of databases to build a multi-dimensional knowledge network, but at the same
time they can be used independently. In addition, the international advanced universal
data structure standard is used to build the knowledge base, which enables the simulta-
neous use of three-tier databases on the unified retrieval platform. In this way, the three-
tier database finally forms a super-functional and super-large-scale knowledge resource
system through knowledge association methods and a unified retrieval platform.

5 Epilogue

Fully realizing the Semantic Web requires large-scale adoption of ontology-based
approaches to sharing information and resources. Information resources can be marked
with ontology representation language, semantic features can be recognized by the
knowledge organization system, and the semantic information obtained by it is stored in
the knowledge base. The teaching resource system model oriented to the Semantic Web
has teaching content covering multiple disciplines and networks. Knowledge and other
characteristics, fully demonstrate the learning characteristics of the information age,
provide learners with newer knowledge and broader knowledge, and make the teaching
process more personalized and improve the quality of teaching.
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Abstract. In modern living environment, lighting is no longer simply used as
a lighting tool, but also plays an important role in creating space atmosphere.
The reasonable design of the color, shape and position of the light source can
effectively improve the indoor living experience. In this paper, the UVLED light
source was used to shape the indoor space and environment. According to the
three-step method of calculating illuminance requirements, completing lighting
planning and improving indoor atmosphere, the interior lighting design of Vanke
Guancheng Villa·Dajia Real Estate was carried out, and the UVLED lighting
was compatible with the scheme of those audio-visual, rest, dining and reception
scenes. The atmosphere creation was also analyzed and studied to explore the
significance of light source design, which could be the reference experience for
scholars who follow-up study to create indoor space atmosphere through lighting
design.

Keywords: UVLED Light Source · Space Atmosphere · Light Source Design

1 Introduction

1.1 Research Background

In recent years, with the gradual improvement of people’s living environment, the
demand for spiritual life is getting higher and higher. Among them, people have newer
and higher requirements and pursuits for indoor space environment. People have higher
and higher requirements on the environment of necessary places for living, and the
indoor space should meet the requirements of living, working, studying and entertain-
ment. People have higher requirements for the living conditions and living environment
of indoor space. With different needs of people, people need to meet not only material
needs but also spiritual needs. The creation of indoor space atmosphere is one of theman-
ifestations of people’s demand for environmental diversity. Good atmosphere of interior
design can not only create personalized artistic characteristics, but also improve the
sense of space atmosphere, convey beautiful visual feelings to people, enhance people’s
living environment and feel the unique charm of space.
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Light is an important natural element in life and plays an important role in the
creation of atmosphere. The modern American architect Louis once said: “Light gives
life to the characteristics of space and architecture”. However, in interior space design,
most people stay on the level of practical function of light source, which has a good role
in creating indoor atmosphere. In recent years, the human-centered design concept has
gained popularity, and the same human-centered design concept is needed in the design
of light sources to maximize the charm of light, release the vitality of light, and bring
people a relaxed and pleasant spiritual enjoyment.

1.2 Concept of UVLED Light Source

UVLED lights to smaller size, can be flexible custom combination of decorative, a
combination of small lamp beads, to do from the point to expand to the surface of
the light source irradiation. UVLED lights have fewer connecting wires, so that you
can reduce the damage to the lamp strip beads in the interior design, and UV LED
lights can be recycled twice. UVLED lights compared with other light sources, UVLED
light source with a longer UVLED and LED luminous rate of the same case, UVLED
light source to heat, power and other advantages to achieve a higher level of safety and
environmental protection, eye protection is also better effect. UVLED light source can
be achieved from the point to the expansion of the surface, the emission of light source
uniform, soft, flexible combination, can be personalized Light source, to achieve the
effect of beautifying the indoor environment.

2 Project Summary

The design project is Vanke Guancheng Villa - Everyone, located in the central villa
area of Shunyi District, Beijing, with an area of 300 square meters, five floors, including
two underground floors and three above ground floors, which is a villa residence built
by Vanke Group with the concept of “inheritance and innovation”.

As shown in Figs. 1, 2, 3, 4 and 5, the original house plan of the villa, the interior
space needs lighting distribution, lighting atmosphere design and other lighting design,
the main lighting transformation area for the first and second basement space, the rest
is part of the transformation space. For example, the recreation area next to the garage
on the second basement level needs sufficient illumination to meet the entertainment
demand; the audio-visual area and reading area on the first basement level need to set
reasonable lighting according to the space atmosphere demand; in the living room area
on the first floor, lighting is set according to the reception demand.
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Fig. 1. Ground floor plan of the second floor

Fig. 2. Ground floor plan

Fig. 3. First floor plan
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Fig. 4. Second floor plan

Fig. 5. Three-layer floor plan

In order to meet the functional requirements of each interior space and create the
required atmosphere, the design of UVLED interior light source is designed for the
garage area on the second floor, the audio-visual, reading and children’s activity area
on the first floor, the living room and dining room area on the first floor, the bedroom
area for the elderly and girls on the second floor, and the master bedroom and children’s
room on the third floor.

3 Analysis of the Elements of UVLED Light Source Design

3.1 Calculating Illumination Requirements

First, the UVLED lamp irradiation range, irradiation brightness, irradiation function
of the actual effect will be affected by a number of factors, in the interior design of
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the building’s structure, functional requirements, wall and floor color, etc. are factors
that should be taken into account when calculating the illumination demand, need to
complete the UVLED lamp illumination demand value setting according to different
scenes. In determining the UVLED lamp illuminance requirements, the most common
method is to use the coefficient method to analyze the baseline values for the application
of architectural scene lighting systems, and then consider the intensity of the light source
in the scene, the reflection or refraction of light caused by the indoor environment and
wall pollution, and to comprehensively determine the lighting effects of UVLED lamp
sources in different locations and with different properties to ensure the reasonableness
of the lighting settings to meet the interior lighting requirements. Purpose [1].

3.2 Perform Lighting Planning

UVLED lamps and lanterns of various colors and adjustable shapes, but due to the
strong variability of the product, the different technical composition and transport forms
between differentmanufacturers, have caused the phenomenon of uneven product quality
and performance, so in the lighting planning, the need to combine the actual lighting
scene, the total power of other types of light sources to measure the statistics, and then
based on the UVLED lamp settings demand, complete Indoor space all light source
applications, to ensure that UVLED lighting design can meet the needs of the scene
[2]. In the process of lighting planning, the brightness and color rendering index of
the UVLED lamps used need to be considered comprehensively, and through multiple
settings, both to protect the lighting needs and to meet the environmental protection and
energy saving.

3.3 Enhances Indoor Ambiance

Good lighting design can bring people a comfortable experience, improve the fashion-
ability, beauty and fun of the whole space, and has an important significance to the
creation of the atmosphere of the space [3]. Before the lighting design, the architectural
structure, space color and other factors are taken into account, which can better complete
the design of UVLED light source. In the space that needs bright atmosphere, the use
of ordinary incandescent lamps and adjustable UVLED combination, can meet different
brightness needs at different times and environments [4]; in the space that needs a soft
atmosphere to apply chandeliers, color rendering and warm light UVLED combination,
can make the space soft and natural, enhance the sense of environmental experience; in
a warm and quiet atmosphere, it should avoid setting a high brightness light source that
shines directly into the eyes. Adopt UVLEDs with higher color rendering, lower bright-
ness, and shading or soft light treatment, with multi-control switches or voice-activated
switches to enhance the use experience [5].

4 UVLED Light Source Design in the Specific Application
of Indoor Space Atmosphere

UVLED light source is small in size, small footprint, and can be flexibly applied to archi-
tectural design. Combining interior space with light source design, reasonable design
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can achieve the effect of hidden lighting. The overall light source hue is the main color of
indoor light, and the light source design can be carried out based on the three-stepmethod
of calculating illumination demand, completing lighting planning, and enhancing indoor
atmosphere [6].

Fig. 6. Ground floor audio-visual scene lighting effects

Fig. 7. Ground floor audio-visual scene lighting with atmosphere effect

4.1 Video and Audio Scenes Create a Romantic Atmosphere

For the audio-visual scene, the demand for illumination is low, only a small number of
lighting sources need to be set, and the location of the lighting source should also be
set away from the audio-visual screen, not directly on the human eye, considering that
most of this scene is a joint family viewing, the warm atmosphere is more suitable, so in
such scenes for UVLED light source design, should pay attention to the light source set
in the back of the sofa or wall compartments and other dark places that will not directly
illuminate the entire space, using warm colors with low color rendering index, as well as
high lighting uniformity and low illumination UVLED light source, to create a romantic
atmosphere for the scene and enhance the effect of the viewing process [7]. (shown in
Figs. 6 and 7).
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4.2 Resting Space to Create a Tranquil Atmosphere

For the rest space, most of them belong to private space, the demand for illumination
is low, and the light source design of the rest space can use warm and practical light
sources [8]. On the one hand, in the arrangement of the light can not have a sense of
oppression, should try to avoid direct light source of high brightness in the rest area, and
use more irradiation to the walls, roof, confined areas of the panel light source or light
belt; on the other hand, in the arrangement of the light can be appropriate in the end of
the bed, sofa, bedside table and other areas to increase the creation of a sense of romance
of the small light source, so that the whole space is more quiet. (shown in Fig. 8).

Fig. 8. Second floor master bedroom lighting effect

4.3 Dining Space to Create a Warm Atmosphere

This space needs tomeet the needs of family gathering and communication, good lighting
design has an important role in creating space atmosphere, dining space atmosphere is
created from the color matching and lighting effects to consider two aspects: on the one
hand, the use of ceiling-mounted high illuminationUVLED to enhance the lighting needs
of the whole scene; on the other hand, the use of warm color low color rendering index
and low illuminationUVLED strip light source to enhance the scene ofwarm atmosphere
[9]. The combination of main lighting and auxiliary lighting with reasonable collocation
makes the whole space atmosphere warm while bringing lamp changes and light levels
to the whole space [11].

4.4 Living Room to Create a Welcoming Atmosphere

The living room space has more requirements for UVLED light source, one is to create a
comfortable and intimate atmosphere for reception to enhance the reception experience;
the second is to meet the higher illumination demand of the living room space, reduce
the visual burden of personnel in the environment, maintain a good mood, and ensure
the quality of reception; the third is to create an atmosphere of trust in the scene, reduce
the wariness of the scene guests, and achieve the purpose of enhancing the reception
experience. Therefore, it is a more feasible solution to apply UVLED light source with
high illumination, cool color, high color rendering index, strong concentrated lighting
performance, and no dazzle hazard in this scene [11].
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5 Conclusions

Indoor light source design is an important link in the creation of indoor space atmosphere,
to meet the “people-oriented” design concept, the use of UVLED light source to shape
the indoor space and environment, and analysis and research on the creation of the
atmosphere, through the design of light sources, can achieve a combination of practicality
and artistry. The design of indoor light source will interconnect and integrate various
factors to create space atmosphere, visually and psychologically bring different feelings,
or immersion, or pleasure, or beauty, or tranquillity.

In this paper, we explore the UVLED light source to create atmosphere for indoor
space atmosphere, analyze the elements of UVLED light source design, and meet peo-
ple’s needs for light in different space activity scenes by combining with different light
source modes. Through the design, it is found that UVLED light source has a vital role
in creating the atmosphere of indoor space and people’s psychological feelings.

References

1. Yu, S.: Research on shaping the mood of indoor lighting environment. Beauty
Times:Creativity (on) (1), 3 (2019)

2. Xu, G., Zhu, R.: The use of light and shadow in display design. Beauty Times: City (3), 1
(2014)

3. Li, X.: The role of lighting in interior design. Doors windows (9), 1 (2017)
4. Long, B.: Lighting up living space with light - a discussion on interior lighting design.

Footwear Craft Des. (20), 3 (2021)
5. Dong, J., Huang, M., Guo, Z., et al.: Dot design and simulation based on a circular LED

surface light source. Appl. Light Source 31(05), 701–704 (2010)
6. Gong, S.: Research on the Development Factors of Contemporary Interior Lighting Design.

Southeast University, Nanjing (2004)
7. Liu, Y.: The Language of Light–Analysis of Light Environment Design in Interior Space.

Northern Polytechnic University, Beijing (2015)
8. Quan, L.H.: On the importance of interior lighting design. Da Guan: Tan (8), 2 (2019)
9. Teng, Y.: On the importance of interior lighting design. Art Sci. Technol. (4), 1 (2019)
10. Gao, Y.: The art of lighting in interior decoration. Art Appreciation (21), 2 (2018)
11. Xiao,Y.,Lu, Z.: Interior light source design for the creation of space atmosphere. Light Sources

Lighting (12), 3 (2021)



Seismic Stability Assessment of Civil Building
Projects Based on BIM Technology

Rongguo Zhao(B)

Shandong Institute of Commerce and Technology, Jinan, Shandong, China
W1727502128@qq.com

Abstract. Building Information Modelling (BIM) technology is in a rapid stage
of development in China. BIM technology is the use of computer information
means to simulate information on the actual characteristics of a building, keep-
ing information updated and shared throughout the life cycle of a project, and
promoting efficient operation of project management. The main objective of this
paper is to carry out research on the assessment of seismic stability of civil build-
ing projects based on BIM technology. To accelerate the development of BIM
technology application and give full play to the advantages of its features such
as full information, real-time, visibility, virtualisation and sharing, to enhance
the comprehensive management technology level of pre-planning, submission,
design, construction and operation and maintenance of construction projects, sav-
ing materials, saving time, reducing investment, improving quality and increasing
efficiency, among other indicators. Further improve the whole information data
of construction projects, and promote the process information of construction
projects to be transparent, true, reliable and other safety performance, as the basis
data basis formarket behaviour regulation and integrity of the building intelligence
sector.

Keywords: BIM Technology · Civil Construction · Building Engineering ·
Seismic Assessment

1 Introduction

Engineering design is the key to engineering construction, and the development and
application of computer design software has greatly improved the efficiency of profes-
sional designers in architecture, structure, electrical and HVAC by changing the way
of drawing from cardboard to computer. The emergence of complex projects such as
super high-rise and commercial complexes, the lack of information and contradictory
problems in design technology, construction management, operation and maintenance
are increasing [1, 2].

In a related study, Achmad et al. proposed a design procedure based on displacement
damage and implemented by the computer-aided tool DAMPERS (Damping Protection
of Earthquake Resistant Structures) [3]. The residual capacity that a building may expe-
rience when subjected to multiple earthquakes during its nominal life is considered. A
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promising approach to modelling building resistance during earthquake recovery has
been proposed by Pernille et al. [4]. The Damage Index Model (DIM) can be applied
interactively in a Geographic Information System (GIS) in order to calculate parameters
and analyse data for quality management purposes. It allows easy access to data to assess
the seismic mitigation and preparedness of buildings.

Concrete structure civil building engineering is a key area of concern in both design
and construction. The constructability of the reinforcement arrangement of the civil
building works, the pouring of concrete in the narrow space of the nodes and the choice
of the node formwork support scheme in the design directly affect the construction
quality of the civil building works and deviate from the force calculation results of the
nodes. In this paper, constructability analysis under BIM model is carried out for civil
building projects to refine the analysis and optimise the structural design. The on-site
application ofAR technology for complex civil building projects can achieve the demand
for efficient functions such as guiding construction, assisting acceptance and real-time
information management.

2 Design Studies

2.1 Characteristics of BIM

(1) Visualization:BIM technology is able to show the construction condition in the form
of three-dimensional diagrams, while information on all aspects of construction
can be seen, providing a platform for communication, coordination and exchange
between the various parties involved in the project, where they can communicate,
change and provide a basis for the progress of the project [5, 6].

(2) Simulativeness: BIM can carry out relevant simulations at multiple stages of the
project, which is more convenient for the participants to understand the charac-
teristics of the project, predict the possible risks in advance, and prepare for risk
prevention and control, so as to achieve higher efficiency, cost saving and shorter
construction period [7, 8].

(3) Optimality: The optimisation of BIM ismainly reflected in two aspects: programme
optimisation and design optimisation: programme optimisation is mainly to com-
bine the construction organisation and design programme with the management of
schedule, quality and cost, so as to select the most suitable programme.

(4) Chartability: In the project construction, the technical delivery work is usually
expressed in the drawings, BIM software through the establishment of the project’s
three-dimensional model, you can clearly see the process of the relevant technical
indicators, and through the software’s powerful simulation, composition, calcula-
tion function, make for the relevant technical indicators to modify more conve-
nient, save the technical personnel due to change, check, review the contents of the
drawings, a lot of time and energy spent.

2.2 Feasibility Analysis

(1) Visual simulation of the building based on BIM and its associated software. The
overall posture and seismic capacity of a building can be visualised by inputting
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seismic waves. Simulations of the seismic capacity of existing buildings can be
carried out before the earthquake to understand the seismic capacity of the building
[9, 10].

(2) BIM technology has good information sharing capability [11, 12]. Different mod-
els are interconnected and influenced by model components and semantic rules.
Good information sharing is the guarantee of the reliability, flexibility and wide
application of BIM technology. Information sharing with the help of BIM tech-
nology enables communication between various departments and links in building
construction, ensures the construction quality of the building and improves the
building’s ability to resist earthquakes.

(3) BIM technology contains a lot of information related to the construction of structural
elements,which canbe calculated, and can also provide comprehensive and accurate
data support for the seismic capacity of housing buildings.

(4) BIM technology is a parametric, process-oriented application technology that can
visually express the impact of the building’s components and the whole on the
seismic capacity of housing buildings.

2.3 AHP Method to Determine Indicator Weights

The use of AHP to categorise the identified risk indicators, in a hierarchy, using only
a qualitative approach, is too subjective and unconvincing. For the two compared risk
indicators to score, the size of the number to judge the level of importance of their
corresponding indicators, where i and j represent for the comparison of Two factors, aij
represents the scale in which, the definition of the scale of each indicator is detailed in
Table 1.

Table 1. Definition of scales for each indicator

Scale (aij) Definition

1 indicates that two indicators i, j are of equal importance compared
to each other

3 Indicator i is slightly more important than indicator j

5 Indicator i is more important than indicator j

7 Indicator i is more important than indicator j

9 Indicator i is particularly important than indicator j

2, 4, 6, 8 Importance is in the middle of the above two adjacent judgements

Inverse of the above scale If indicator i is compared with indicator j, the scale is aij = 1/aji

Based on the survey data in this paper, the eigen rootmethod is proposed to be used to
determine the weights of the judgement matrix. Firstly, the hierarchical single ordering
is determined, and according to the judgment matrix A, the maximum eigenvalue λmax,
then the corresponding eigenvector is calculated by the corresponding formula, and
finally normalisation is carried out.



Seismic Stability Assessment of Civil Building Projects 459

The judgment matrix A constructed is.

A =

⎡
⎢⎢⎢⎣

a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...

an1 an2 · · · ann

⎤
⎥⎥⎥⎦ (1)

Calculate the product of the elements of each row of the judgment matrix as shown
in Eq. (2)

Mi =
∏

N
j=1fij (i = 1, 2, 3, ..., n) (2)

Then calculate the nth root wi of the product Mi, as shown in Eq. (3)

w = n
√
Mi (3)

In the next step, the vectors of 3 are normalized as shown in Eqs. (4) and (5)

wi = [w1,w2,w3, ...,wn]T (4)

Wi = wi∑ n
i=1wi

(5)

3 Experimental Research

3.1 Principles for the Selection of Comprehensive Evaluation Indicators

(1) Scientific: The indicators selected for the comprehensive evaluation should have
information that is objective and representative of the main factors of the prob-
lem under study, so that the results reflected are in line with objective reality; the
evaluation methods are well integrated with the evaluation indicator system and
can complement each other, so that the evaluation indicator system can reflect the
actual situation scientifically through digital representation.

(2) Feasibility: The evaluation system established should be easy to implement, the
indicators of the evaluation system should be simple and clear, but not too little and
too simple, to avoid the omission of information, to prevent the emergence of false
results, untrue phenomenon.

(3) Integrity: It should start from the whole of the object under study, from all aspects,
to ensure that there is a certain logical relationship between each indicator, to reflect
the structural characteristics of the object under study and the degree of influence of
each part from all aspects, to achieve a comprehensive overview, in order to ensure
that the selected indicators can objectively and truly reflect the actual phenomenon.

(4) Independence: The selected indicators should be typical and representative, avoid-
ing the selection of indicators that are too detailed and too cumbersome, reducing
this functional overlap, and ensuring that the indicators are independent individuals
of each other.

(5) Combination of qualitative and quantitative: A combination of qualitative and quan-
titative methods should be used to assign values according to the specifications and
assignment principles.
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3.2 Process for Evaluating the Seismic Capacity of Masonry Houses

To evaluate the seismic capacity of a building, firstly, the building is analysed according
to the set indicators, a suitable evaluation level is selected for each indicator, then the
weights of the indicators in the factor and indicator layers are called up for calculation,
and finally the results of the calculation are obtained, according to which the strength of
the seismic capacity of the building is judged.

Before an earthquake, an evaluation of the seismic capacity of a building can be
used for forecasting, prevention and emergency response, so that if the house is highly
resistant to earthquakes, you can be aware of the situation; if the building is weak, the
building will need to be reinforced to prevent future damage. After the earthquake, the
evaluation of the seismic capacity of the housing building can be done for rescue, relief
and reconstruction, and it can be judged whether the house needs to be reinforced for
further use or needs to be rebuilt to protect the lives and property of the occupants.

4 Experimental Analysis

4.1 Determination of Weights of Evaluation System Indicators

The questionnairewasmainly paper-based and supplemented by an online questionnaire,
of which 200 paper-based questionnaires were distributed and 156 were returned, 124
valid, accounting for 62.0%; 113 online questionnaires were returned, 97 valid, account-
ing for 85.84%. Among them were analysed in terms of work, job title, concern for the
seismic resistance of housing buildings and the need to improve the seismic resistance
of housing buildings. As shown in Table 2.

Table 2. Relevant statistical analysis

Results of
personnel
engagement
statistics

Construction unit Designers Supervisors Research Unit Other

Percentage 36.1% 13.6% 10.4% 29.9% 10%

Personnel title
statistics results

Senior
Engineer

Engineer Technician Professor Associate Professor Lecturer Other

Percentage 5% 32.6% 22.2% 5.4% 10.4% 14.5% 10%

Personnel are concerned about the statistical results of the seismic capacity of buildings

Very
concerned

Fairly concerned Generally concerned Rarely Not at all

Percentage 6.3% 32.1% 29.4% 22.2% 10%

Statistical results on the need for personnel to improve the seismic resistance of buildings

Very much needed relatively necessary Generally
needed

May need Don’t
need

Don’t know

Percentage 4.5% 36.2% 30.8% 14.9% 7.2% 6.3%
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The analysis of the results shows that most of the participants in the survey are in
the construction industry, with the largest number of them working in construction units
and the second largest number of them working in scientific research at 29.86%; among
the participants in the survey, more than 50% are engineers and technicians, followed by
lecturers and associate professors; in the part on whether to pay attention to the seismic
capacity of buildings.

4.2 Weighting Values for System Level Indicators

The system layer consists of four parts: seismic source, foundation, base and superstruc-
ture, to which values are assigned and obtained as shown in Table 3.

Table 3. Weighting relationships between the indicators at the system level

Systematic layers Seismic source Foundation Foundations Superstructure

Seismic source 1 2 1 1/2

Foundation 1/2 1 1/2 1/3

Foundations 1 2 1 1

Superstructure 2 3 1 1

The judgment matrix can be obtained according to the weight relationship in the
table, and the eigenvectors and maximum eigenvalues can be obtained according to the
formula. The ranking and histogram of the eigenvector weights of the system layer are
shown in Table 4 and Fig. 1.

Table 4. Calculation results and rankingof theweights among the various indicators of earthquake

Systematic layers Seismic source Foundation Foundations Superstructure

Final weighting 0.2330 0.1252 0.2771 0.3647

Overall ranking 3 4 2 1
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Fig. 1. Histogram of system level indicator weights

5 Conclusions

The BIM model contains the overall building data information of the building, and
through different professional functional software, the relevant information in the model
is analysed and used to carry out analysis of building layout, pipeline inspection, fire
protection facilities, sunlight and energy saving analysis, code standard checking, etc.
The application of BIM technology makes the data information of various professions
share and linkage, timely reflecting the arrangement between various professions and
systems Reasonableness, effective collision check. Accelerate the development of BIM
technology application, play its full information, real-time, visual, virtual, sharing and
other characteristics advantages, enhance the comprehensive management technology
level of pre-planning, submission, design, construction and operation and maintenance
of construction projects, save materials, save time, reduce investment, improve quality
and increase efficiency and other indicators.
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Abstract. The application of virtual simulation technology in physical education
teaching conforms to the development trend of education information and can
improve the effect of physical education teaching. An effective virtual simulation
teaching platform construction scheme of sports action technology was proposed.
Themotion capture system and surface EMG equipment were used to synchronize
sports action acquisition, and the motion capture data file was bound to the drawn
human muscle model for rendering, which was integrated into the built platform.
The platform focuses on the combination of virtual and real, optimizes cognition,
improves teaching efficiency and quality, and provides convenience for researchers
with the stored movement-related data. The platform is extensibility, which can
load the reserved interface for other sportsmovement data and pave theway for the
construction of sports movement database, and has broad application prospects.

Keywords: Virtual Simulation · Physical Education ·Motion Capture · Surface
Electromyography · Sports Action Library

1 Introduction

In recent years, virtual simulation technology has developed rapidly at home and abroad,
and its application in the field of teaching has been praised by many professionals. In
foreign countries, the technology has been widely used in college classroom teaching,
and in China, it has also been preliminarily applied in physics and chemistry experiments
and other classes.Virtual simulation teaching conforms to the development of TheTimes,
meets the needs of educational modernization, and provides technical support for the
construction of characteristic and advantageous disciplines [1].

Virtual simulation teaching meets the needs of education modernization. The so-
called teaching process mainly includes teaching content, teaching methods, equipment
and other contents, which have a profound impact on the formation and development of
students’ way of thinking and ability. With the development of The Times, the teaching
form is constantly updated. In the face of the development trend of the application of
virtual simulation teaching abroad, which has gradually become resource networking,
remote activities and management information, our country has introduced the 10-year
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Development Plan of Education information, Education Information 2.0 Action Plan
and other planning policies successively [2]. The virtual simulation technology further
permeates into the teaching fields of different levels and various disciplines, stimulates
students’ learning interest and cultivates students’ innovative thinking. On the whole,
it promotes the application of virtual simulation technology in the teaching field and
speeds up the implementation of educational modernization [3].

Virtual simulation teaching meets the needs of the development of physical edu-
cation. The basic means of sports is exercise, the ultimate goal is to enhance physical
fitness and improve the level of sports technology, not only involving biomechanics, psy-
chology, physiology and other natural disciplines, but also involving sports education,
training, sociology and other social sciences. The demand for highly qualified sports
specialized talents grows continuously in our country, hoping that the college physical
education and sports related majors can cultivate multi-competency sports professionals
who are capable of engaging in sports teaching, training, competitions, management
and social sports guidance. Therefore, colleges and universities must reform the tra-
ditional physical education form, and the application of virtual simulation technology
makes up for the deficiency in the traditional teaching process to a certain extent. But at
present, virtual simulation physical education mainly focuses on the sports theory level,
in the sports application level and development level is less, and almost blank for sports
rehabilitation, sports engineering and other directions of talent training [4].

Under the sharing mechanism, universities can cooperate and exchange with each
other to build a series of high-level virtual simulation teaching resources, avoid repeated
construction, and realize cross-specialty and cross-department comprehensive sharing,
integration and optimizationwith the help of Internet technology, cloud storage and other
technologies, so as to finally realize the good wish of benign development. Following
the wave of education information reform in colleges and universities, it is necessary to
build a highly integrated, interactive and completely open virtual simulation teaching
platform of sports action technology and its application to sports colleges and related
disciplines to adapt to the increasing trend of the social supply of high-quality compound
sports talents [5].

2 Research Purpose and Significance

Following the wave of education information reform, the construction of highly inte-
grated, interactive, fully open virtual simulation teaching platform of sports movement
technology, the combination of virtual and real, optimize cognition, comprehensive
application [6]. The 3D human movement technology movement material library is
established to assist the teaching staff to use the virtual simulation teaching system to
visually show the key points of movement technology, enhance the interaction, break
through the traditional physical educationmode, and improve the safety, systematization
and scientific nature of physical education. Give play to the leading role of teachers and
reflect the principal position of students in the learning process. It is convenient for teach-
ers to teach, improve teaching efficiency, enhance the fun of teaching process, analyze
and compare the differences in sports movements, so as to enhance students’ learning
enthusiasm and initiative, enhance the interaction between teachers and students, and
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build a student-centered learning environment. Digital sports action resources can be
shared on the platform to meet the needs of virtual simulation of sports body material
database for different sports events and promote the interconnection of virtual simula-
tion of sports body material database for different sports events [7]. The original data of
biomechanics can be downloaded to facilitate further analysis by relevant researchers.

3 The Necessity of Applying Virtual Simulation to Physical
Education Course Teaching

In the context of national fitness, college students, as the main force of the country’s
future society, are bound to learn professional sports science knowledge, improve their
physical quality, and develop correct sports ideology and ideology. In addition, the
improvement of the competitive ability of professional sports athletes also needs the
guidance of professional coaches and other professionals. Therefore, sports teaching are
very important. Physical education teaching curriculum also needs to go deep into the
essence of the attempt to reform [8].

With the rapid development of modern technology, there are more and more
researches on adding new technology teaching into physical education curriculum.
Teaching methods and means have been innovated, such as flipped classroom, Wechat
platform assisted teaching, MOOCs, micro classes, etc. In short, the teaching situation
of physical educationmajor is not ideal, and there are deficiencies in teaching objectives,
teaching content, teaching means and teaching evaluation [9]. Domestic scholars have
been exploring new physical education teaching methods to improve the problems in
the teaching process to a certain extent.

The application of virtual simulation in physical education teaching is an inevitable
trend of development. Virtual simulation technology can change the traditional teaching
methods, arouse the enthusiasm of students to learn sports in the teaching process, and
fully show the technical details easy to miss in the traditional teaching, outstanding
demonstration. Nowadays, the teaching fields of different disciplines are developing
with cross-penetration, and the knowledge of the science of movement and human body
in the application of virtual simulation teaching cannot be displayed intuitively, which
makes it difficult for students to feel, which is not conducive to the training of compound
sports talents [10].

The application of virtual simulation teaching is mainly focused on physical edu-
cation and training majors, and the object oriented is physical education teachers and
students, coaches and athletes. There are few researches on sports engineering and human
science talent training, and the covered subject categories are not complete enough. The
original resources of virtual simulation teaching have the problems of safety and repeated
construction.

4 Research Content and Scheme

According to the current situation and requirements, the framework and functions of the
design platform are studied. Through the comprehensive application of key technologies
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of themotion data acquisition system and the humanmotionmodel system, a feasible and
scientific motion acquisition scheme is designed, the model is built and integrated on the
platform to realize the synchronous presentation of multi-angle 3D simulation animation
of sports movements and the visualization of biomechanical data, and the key points of
motion technology are visually displayed. Enhance interactivity. To realize the sharing
of digital sports action resources, meet the needs of different users, including students,
teachers and researchers, for virtual sports simulation information, and promote the
establishment of virtual physical simulation physical action technical material library.
The flow chart of the research content and scheme is shown in Fig. 1.

Fig. 1. The flow chart of the research content and scheme

Determine the application status, existing problems and development trend of virtual
simulation physical education teaching, systematically comb out the key technologies
and related teaching theories required in the process of building a virtual simulation
teaching platform for human movement, conduct feasibility analysis, and then sort out
the needs of the platform through interviews. Overall design of the platform based
on design principles, followed by functional design, database design and UI interface
design; In terms of specific content, the case sports action is selected as the representative,
the data collection scheme is designed, the model and platform are drawn, and the
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difficulties and solutions existing in the construction process of sports action technology
virtual simulation teaching project are discussed, providing technical support for the
development of sports virtual simulation teaching in the future.

5 The Core Code

using SYS;
using SYS.Drawing;
using SYS. Collections;
using SYS. ComponentModel;
using SYS.Bat.Forms;
using SYS.Data;
using SYS.Net;
using SYS.IO;
using SYS.NPOI;
namespace ExcelFileExporter
{
public class Forml.SYS.Bat.Forms.Form
{
private SYS.Bat.Forms.Label labell;
private SYS.Bat.Forms.Label label2;
private SYS.Bat.Forms.TextBox srcAddress;
private SYS.Bat.Forms.TextBox tarAddress;
private SYS.Bat.Forms.StatusBar statusBar;
private SYS.Bat.Forms.Button Start;
private WebClient client=new WebClient);
statusBar. Text =;
client.DownloadFile(URLAddress,fileName);
Stream str=client.OpenRead(URLAddress);
StreamReader reader=new StreamReader(str);
while(allmybyte>0)
{
int m=str.Read(mbyte,startmbyte,allmybyte);

6 Key Technologies

6.1 Motion Capture Notion

Motion capture technology involves size measurement, can use the dynamic capture sys-
tem (sensor, signal capture equipment, physical space object positioning and azimuth-
determination, data transmission equipment) to track the key parts of the moving object,
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and then through computer processing to obtain three-dimensional trajectory and three-
dimensional spatial coordinates of the specific data, in animation production, Gait anal-
ysis, biomechanics, ergonomics and other fields are widely used. In terms of animation
production, the processing of human movement data obtained from motion capture can
drive the 3D model to virtualize and restore the physical action, rather than manually
simulate the formation, with realistic effect. There are many kinds of motion capture
technology, according to the different principles, can be divided into mechanical, acous-
tic, electromagnetic and optical. Users choose the most suitable dynamic capture system
from themulti-dimensional analysis of the advantages and disadvantages of each capture
system, such as convenience, accuracy and real-time.

7 Digital Modeling Maya

Autodesk Maya is the world’s top 3D animation software produced by Autodesk, which
integrates the mainstream digital effects technology of Alias and Wave front. It has
the features of perfect function, flexible work, easy to learn and use, high production
efficiency, strong rendering sense and so on. It can run on Windows NT, SGI IRIX and
a variety of operating systems. With its ability to combine state-of-the-art modeling,
digital fabric simulation, hair rendering, and motion matching technologies to raise the
standard of virtual graphics, Maya is the preferred solution for many developers. Maya
itself contains curve editor, time editor, Tax editor and other editors that can achieve
many special effects. The specific modeling methods are NURB S modeling, polygon
modeling, subdivisionmodeling, sculptingmodeling;At the same time, the use of posture
editor, deformation editor andHuman IK tool can realize the bone binding of themodel in
Maya software, which lays a foundation for the virtual simulation of the real movement
of human body and improves the practical feeling of users.

8 Conclusions

It is necessary to build a highly integrated, interactive and completely open virtual sim-
ulation teaching platform of sports movement technology. This paper studies the overall
demand framework of the virtual simulation teaching platform of sports movement tech-
nology based on simulation technology, and puts forward a set of effective simulation
scheme, and puts forward the corresponding solutions to the problems encountered in
the realization process. Major contributions are as follows.

Based on the analysis of the current situation and research results, the embry-
onic form of virtual simulation teaching platform of sports movement technology is
proposed. Analyze the user group, simulation content and system objectives, propose
the overall demand of the platform, and then carry out functional and non-functional
demand analysis; Design the platform framework, each function module, database and
UI interface.

Viton motion capture system and surface EMG equipment are used to synchronize
the collection of functional training actions, Maya and Motion Builde.

Unity3D script framework combined with C# programming technology was used to
build a virtual simulation teaching platform, which realized the storage andmanagement
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of kinematic data, surface EMG data and video shooting; The synchronous display of
virtual simulation animation and EMG signal was realized, and the difference between
the advantages and disadvantages of functional training actions was presented.
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Abstract. With the rapid growth of the global economy, it has become an
inevitable trend for Chinese enterprises to transform and upgrade their industries.
This paper starts with the research status at home and abroad, and analyzes the
problems existing in the current industrial growth of China in combination with
relevant literature and cases in the industry. Then, through the research of parti-
cle swarm optimization (PSO) algorithm, the growth trajectory of major cities in
China and the regional competition status of each region are summarized. Finally,
the PSO algorithm is applied to the optimization solution model of the location of
industries in various provinces and cities in China based on the regional economic
and social growth strategy, and the final results are obtained. The results show that
the coordinated growth coefficient and comprehensive growth level are about 5
and 7 in this model, The level of coordinated growth is shown in 5 test results.
Therefore, the industrial economy and regional growth strategy model based on
PSO algorithm meets the needs of users.

Keywords: Particle Swarm Optimization · Industrial Economy · Regional
growth · Strategic Research

1 Introduction

The growth of enterprises cannot be separated from the regional economy, and the
industrial economy has an inseparable relationship with the country. Therefore, the
industrial strategy and regional layout should be taken into account in regional planning
[1, 2]. Based on the analysis of relevant literature, periodical materials and industry data
at home and abroad, this paper finds that China is currently in a period of transformation
frommanufacturing to “Internet plus”. However, due to the late start and rapid growth of
this field in China, people generally lack this knowledge, so it is necessary to combine it
with China’s specific national conditions to formulate corresponding economic growth
strategies and regional layout strategies [3, 4].
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Many scholars have conducted relevant studies on regional growth strategies. In the
research of industrial economy and regional growth strategy, foreign scholars mainly
take technical economics, management and mathematics as the theoretical basis, and
use a variety of disciplinary methods to explore. Domestic scholars have proposed a
new idea “black box method” [5, 6]. He analyzed the enterprise’s competitive advantage
and its influencing factors through the internal structure and production process of the
enterprise. At the same time, he compared the specific situation of China with the rele-
vant foreign fields and drew conclusions. Some domestic scholars also put forward their
own researchmodels on industrial economy and regional growth strategy. Some scholars
used mathematical methods to analyze overcapacity in China’s manufacturing industry
and changes in industrial structure [7, 8]. Some scholars use the “enterprise” internal
governance theory to discuss the problems in the growth of China’smanufacturing indus-
try. They believe that the company should start from improving production efficiency
and constantly innovate the technical level. Therefore, based on the PSO algorithm, this
paper studies the industrial economy and regional growth strategy.

Under the background of global economic integration, industrial growth strategy
has increasingly become a topic of academic concern. This paper mainly introduces
the interdependence and coordinated growth between industry economy and regional
construction. Based on the “point axis” structure, the mathematical model and algorithm
analysis technology are combined to build an indicator system for planning the growth
rate of regional GDP and the growth rate of enterprise output value based on the growth
of urban industrial gross output value. Then, the connection between the nodes in the
system is used to carry out optimization solutions such as social capital flow, so that the
industrial economy can develop more stably and rapidly.

2 Discussion on Industrial Economy and Regional Growth Strategy
Based on PSO

2.1 Regional Growth of Industrial Economy

Industrial economy refers to the sum of material capital investment and commodity
exchange activities among all enterprises in a country or region to achieve certain goals.
It is also known as the constituent elements of the productive national economy - namely,
various resources. At the same time, it is a dynamic balance process formed by the inter-
relationship and combination of the production factors of various sectors in the national
economy. It is divided by regions. It has obvious regional and industrial characteristics
[9, 10]. It mainly includes: first, resource allocation and product structure; The sec-
ond includes technical level and market scale. From a macro point of view, “region”
should include a regional growth model within the social scope, market-oriented and
resource allocation. In a narrow sense, it generally refers to a special form arising from
the interconnection between the means of production or service departments. Economy
and society are complementary and mutually reinforcing entities, which interact and
jointly promote economic growth. Therefore, in real life, industry is often referred to as
“national economy”. It includes three levels: production factors, intermediate products
and basic services. The most important one is the production factor, that is, the basic
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technical level. Intermediate products refer to the provision of special tools or other
auxiliary materials needed for raw materials and parts, as well as various physical enti-
ties, It also includes the characteristics of the strength of the enterprise’s own ownership
or control ability and its sensitivity to changes in the market environment [11, 12]. In
today’s society, the competition for enterprise growth is becoming increasingly fierce,
and industrial economy is an important condition for a country or region to achieve its
long-term sustainable growth strategic objectives. At the present stage, China’s industrial
economy and real estate industry are in an underdeveloped state. Therefore, if we want
to better promote the optimization of social resource allocation, drive the improvement
of production factors and technological innovation capabilities in the whole region, we
need to make rational and effective use of the industry and urban agglomeration, so as
to promote enterprises to obtain an advantageous position in the fierce competition, and
then obtain greater benefits.

2.2 Importance of Regional Growth of Industrial Economy

The industrial growth strategy has a very important and profound impact on the national
economic growth of a country. It is not only related to the gross national product and the
domestic employment rate indicators, but also directly reflects the coordination between
government policies and regional economy, as well as the role of various factors in
sustainable growth, and determines its future role in the macro-economy, extent of play
and prospects. With the continuous growth of science and technology and productivity,
the market demand is changing day by day. In this case, the product output is also
increasing. This requires the combination of industrial economy and regionalization
strategy. Through the improvement of technical innovation,managementmode and other
aspects, the whole industry has been promoted to develop in a benign direction. At the
same time, the enterprise itself can get better growth space and improve efficiency faster
to obtain more efficient production capacity and stronger competitiveness. Industrial
economy is an important basis for the growth of a country. In the process of globalization,
China, as the largest developing country in the world, needs a large number of foreign
enterprises to carry out production and business activities in its domestic market and
international market. Regional economy is based on geographical space and natural
resources, andwithin a certain region, it forms the increasing scale benefit, agglomeration
effect and comprehensive production capacity through market mechanism. With the
improvement of social productivity and the improvement of people’s quality of life and
other factors, the level of consumer demand has been rising, and consumption habits have
also changed. Therefore, if enterprises want to obtain more profits, they need to deeply
process and sell the products they produce to increase their income sources to obtain
greater growth space and opportunities. At the same time, as a new thing, industrial
economy is of great significance in regional growth.

2.3 PSO Algorithm

Through the study of particle swarm, a series of random time-varying functions are
formed based on probability distribution, wavelet transform and fuzzy theory, and the
global optimal solution is found in non-uniform, discrete and multi-dimensional state
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space. Apply it to system theory. PSO is an unsupervised optimization method. So it
can solve the uncertainty problem and has high robustness. In addition, particle swarm
can also be used to optimize the search process. In PSO (PSO), particles are randomly
generated, that is, a new individual is constructed according to different probability
distributions. Then the population is updated to form new individuals. The iteration
tree algorithm is a global optimization method based on this idea. It can also be called
“black box” strategy or “fuzzy control technology”, etc. “PSO” algorithm is that ants fly
randomly on different nodes, search all particles according to certain rules, and thenmin-
imize the whole world according to these special information. This method can realize
resource sharing and improve system performance. First, choose an optimal operation
path to find the optimal solution point and optimal scheme; Finally, the maximum pos-
sibility value of the final result is obtained by iteratively updating from the best solution
(i.e. “meeting the maximum value to the maximum extent” or “minimizing the delay
time”). In the PSO algorithm, all particles have the same or similar trajectory, and each
individual is independent and can not be ignored. So we can use this principle to solve
a new problem. Its basic idea is to obtain the optimal solution or global optimal value
by analyzing the location function relationship and path structure formed under all ini-
tial states, and then select the corresponding algorithm according to different types of
special parameters (such as space, time, etc.), and design a particle swarm model to
obtain the ultimate goal of the optimization results, so as to achieve the strategic layout
of economic growth. Suppose that the dimension of the search space is D, representing
the position of the ith particle in PSO, expressed by the variable x= x.), and the velocity
of the ith particle expressed by v. The optimal position of the ith particle searched until
the current iteration is represented by the variable P, and the optimal position searched
until the current iteration is represented by the variable pg. For each particle, its d-th
dimension (1 ≤ d ≤ D) varies according to the following equation:

vid(t + 1) = ωvid (t) + c1rand1()(Pid − xid (t)) + c2rand2()
(
Pgd − xid (t)

)
(1)

{
vid = Vmax, if , vid > Vmax

vid = −Vmax, if , vid < −Vmax
(2)

Among them, C and C2 are non negative acceleration constant factors, which respec-
tively represent the weights of statistical acceleration terms that push particles to the Pes
and 8nest positions, and the values have different meanings: a large value indicates that
particles will suddenly rush or cross the target area, while a small value indicates that
particles can wander rand1 () and rand2() outside the target area before being pulled
back.

3 Experimental Process of Industrial Economy and Regional
Growth Strategy Based on PSO Algorithm

3.1 Industrial Economy and Regional Growth Strategy Based on PSO Algorithm

From the perspective of industry (as shown in Fig. 1), enterprises often have overca-
pacity, product backlog and other problems in the production process. Therefore, in
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order to solve these problems, we need to seek new methods. First, we need to improve
productivity. Industry is one of the pillars of the national economy and an important
symbol of national economic growth and social progress. Second, we need to optimize
and upgrade the existing technology level and technical structure. Third, we can enhance
the management control and supervision of the industry through innovation and intro-
duction of advanced talents. The industrial economy and regional growth strategy based
on PSO algorithm is to apply it to the production and operation of enterprises, and how
to make these resources play the maximum role, so as to obtain the maximum benefits.
There is a basic, progressive and phased industrial system in the whole socio-economic
structure. It includes a series of product systems with technology as the support point
and consumption as the main body. At the same time, it is also necessary to consider
social needs, market needs and other factors to optimize the combination and adjustment
of various links involved in the enterprise’s production and operation, so as to achieve
the optimal overall function.

Establishment of new 
industries or expansion of 

original industries

Increased regional demand

Increased attractiveness of 
related and supporting 

industries

Stimulate the expansion of 
infrastructure, service 

industries, cultural 
institutions, etc

Vertical connection Horizontal connection

New economic threshold Increase in regional 
economic investment

Effect multiplier

Fig. 1. Strategic Process of Industrial Economy and Regional growth Based on Microgroup
algorithm

3.2 Test of Industrial Economy and Regional Growth Strategy Based on PSO
Algorithm

In the research process of this paper,wewill find out their problems by comparing domes-
tic and foreign enterprise growth strategies, industrial economy and regional growth
strategies, and then put forward targeted suggestions. It is mainly to calculate the prod-
uct price level of each production unit and the degree of product difference between each
production unit according to the average profit rate and cost cost ratio of the industry, and
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use the “market barrier”method to determine the basicmarginal contribution coefficient,
unit value density index and other indicators within each company to build a compre-
hensive evaluation model for the enterprise’s competitive strength. It is necessary to
conduct a comprehensive investigation on the enterprise’s operation, production capac-
ity and market demand, Then compare all the sample data with the samples required in
the model, and determine whether it is feasible by comparing the experimental values
obtained under different schemes.

4 Experimental Analysis of Industrial Economy and Regional
Growth Strategy Based on PSO Algorithm

4.1 Test and Analysis of Industrial Economy and Regional Growth Strategy
Based on PSO Algorithm

The research on industrial economy and regional growth strategy based on PSO algo-
rithm is a multi-disciplinary, multi domain knowledge, and has strong operability and
feasibility, so it is more complex in application. In order to better achieve the objectives
of evaluating and analyzing the production capacity of enterprises and promoting the
economic and technological level of the industry. This paper tested the industrial capac-
ity system model of PSO algorithm. Table 1 shows the test data of industrial economy
and regional growth strategy.

Table 1. Industrial economy and regional growth strategy test data

Test times Coordinated growth level Coordinated growth
coefficient

Comprehensive growth
level

1 Coordinate 5.56 7.34

2 Coordinate 5.32 7.97

3 Basic coordination 5.76 7.86

4 Coordinate 5.98 7.23

5 Basic coordination 5.82 7.63

In the research of industrial economy and regional growth strategy based on PSO
algorithm, the mathematical model is established by calculating the unit output value,
GDP per 10000 yuan and gross social output value of each enterprise. This method can
not only solve the collinearity problem between single enterprises, but also effectively
avoid the competition among multiple industries. In the solution process, we can also
consider the impact of multiple independent operating systems on their performance
and the relationship with other related systems for comprehensive analysis, and finally
calculate the optimal solution according to the matrix algorithm. As shown in Fig. 2, the
coordinated growth coefficient and comprehensive growth level in the model are about
5 and 7, and the coordinated growth level is consistent in five test results. Therefore, the
industrial economy and regional growth strategy model based on PSO algorithm meets
the needs of users.
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Fig. 2. Test of Industrial Economy and Regional growth Strategy Based onMicrogroup algorithm

5 Conclusions

With the growth of economy, industrial economy has gradually become a topic of con-
cern, and it is also one of the most competitive areas for enterprises in the world. This
paper mainly introduces the research on regional growth strategy based on the techni-
cal route of “market location selection”. First, it explains the influencing factors from
the three aspects of theoretical basis, application model and optimal path, and how to
use mathematical tools to solve relevant practical problems in reality. Then, it draws a
conclusion that it is feasible to form an industrial chain with certain economic value in
space by using PSO algorithm to establish experimental examples and analyze its effect
map.

Funding. This work was supported by Special Fund project of National Natural Science Foun-
dation of China (42130712); GDAS Special Project of Science and Technology Development
(2020GDASYL–20200102002).
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Abstract. Based on the two adaptive modules of automatic grouping of students
and automatic grading of subjective answers, the evolutionary grouping algo-
rithm is used to keep the relative consistency between groups at different times.
According to the automatic grouping function of students, based on the behavioral
sequences of students in different periods, the implicit behavioral patterns in the
sequences are mined, and the grouping results are generated once for each period,
so that the same group of students have similar behavioral patterns, which can be
used as a reference for teachers to make teaching plans for each group. The sys-
tem performs better than the traditional clustering algorithm in English translation
teaching test.

Keywords: Adaptive teaching · Data analysis · Clustering algorithm · English
Teaching

1 Introduction

Adaptive Learning is a research direction combining computer technology and online
education. As the name suggests, it is a learning style that varies from person to person.
Everyone’s qualifications and background are different, and it is difficult to truly teach
students according to their aptitude in traditional education. Through the analysis and
mining of educational data, adaptive learning recommends personalized learning paths
to students, so as tomaximize the learning efficiency of each student asmuch as possible,
providing the possibility for the realization of individualized education. One of the key
benefits of adaptive learning is its ability to personalize learning. A powerful adaptive
learning system can help students personalize learning while evolving to understand the
learner better [1].

Adaptive Learning system is a computer-based education system, which can modify
the presentation form of textbooks according to the performance of students. An ideal
adaptive learning system captures fine-grained data and uses learning behavior analy-
sis to give learners personalized system responses. In this system, students are able to
track their own learning, which means they can develop valuable self-management skills
and participate in their personal learning progress [2]. The matching learning manage-
ment system can provide comprehensive administration, documentation, tracking and
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reporting progress, and user management. The adaptive learning system can be gener-
ally divided into two categories: one is to provide students with the recommendation of
learning progress and knowledge points, and the other is to provide teachers with the
status inquiry and group recommendation of students [3]. Some teacher-oriented tools,
such as Coursera’s weekly data report, simply present first-hand data, such as the number
of active students and the number of false questions, without deeper analysis andmining.
The research of this topic will be carried out on the basis of first-hand data, trying to
obtain more meaningful information to help teachers grasp the teaching dynamics [4].

In the teacher side of adaptive learning system, information and data beneficial to
students’ learning efficiency are also beneficial to teachers. Mastery of current student
data allows teachers to see how each student is performing and to keep track of how stu-
dents are learning in a timely manner, which helps teachers identify students who are not
keeping up and are at risk of poor learning outcomes, and provides interventions that are
tailored to students’ needs and response levels. When teachers query students’ learning
progress, they can classify students according to knowledge points, which requires the
use of knowledge graph. Knowledge graph is a directed graph reflecting the correlation
between knowledge points [5]. It can be marked manually or constructed automatically
by computer. If the latter is adopted, relevant algorithms involving artificial intelli-
gence and machine learning are needed to mine the knowledge points corresponding to
the course content and the relationship between them mainly through natural language
processing.

2 Structure Analysis of Clustering Algorithm

2.1 Sequence of Behavior

Action Sequence, as the input of the whole algorithm, usually comes from the students’
learning log information collected by online education system. A student’s behavior
sequence consists of a sequence of events that occur in chronological order. All events in
the sequence of any student’s behavior belong to a specific finite set of events. According
to the tendency of algorithm users to focus on classification, different event sets can
be customized and corresponding behavior sequences can be extracted from students’
log information [6]. At every moment, each student has a sequence of behaviors, which
contains their own behavior pattern. Themoment here is artificially defined and generally
refers to a complete learning process. In this way, the sequence of behaviors at all times
includes all the behavior patterns of the student during the course of the semester [7].

2.2 Markov Chain

In order to mine the behavior pattern contained in the behavior sequence, Markov chain
is used to represent the behavior sequence indirectly. Markov Chain is a stochastic
probability model, which describes the transition probability of each event in the event
set, and the random process composed of these events satisfies the Markov Property.
Stochastic processes that satisfy Markov properties are called Markov processes. This
random process satisfies the property that the probability of an event occurring at the
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next time depends only on what happened at the present time, and has nothing to do
with what happened at the past time. Thus, a Markov chain can be described simply by
a fixed probabilistic transition matrix in which each element represents the conditional
probability of occurrence between two events [7].

The presence of the Stationary Distribution is an important feature of Markov chains
and will be used later for normalization. A stationary distribution of a Markov chain is a
probability distribution of events that keeps the probability of each event constant. If the
stationary distribution is set as the initial distribution of Markov chain, the probability
distribution of each event occurring at the initial time can be obtained. With the advance
of time, the state transitionmatrix ofMarkov chainwill act on the probability distribution
of each event to get the probability distribution of the later moment, and the probability
distribution of each moment will remain the same as the initial moment. Of course, a
stationary distribution satisfies all the conditions for being a probability distribution,
including the sum of all the probabilities being 1 [8].

2.3 Inverse Similarity Matrix

Similarity is an indexmeasuring the degree of similarity between two targets. The greater
the similarity, the more similar the two targets are. The Reversed Similarity of the index
is used to express the degree of similarity between Markov chains. In other words, the
similarity of the two Markov chains is inversely proportional to the value [9].

Think of each Markov chain as a point in higher dimensional space, then the inverse
similarity between them is actually the distance between the corresponding points. The
most common way to measure the Distance between geometric points is Euclidean
Distance. In addition, since the Markov chain can be approximately regarded as a prob-
ability distribution, the distance of the Markov chain can also be measured by the index
measuring the distance of the probability distribution. There are some ways to measure
the Distance of probability distribution including JS Jensen-Shannon Divergence and
Hellinger Distance.

dKL(P‖Q) =
∑

i
pi log

pi
qi

(1)

dKL(P‖Q) = 1√
2

√∑
i
(
√
pi − √

qi)2 (2)

3 k-Means Clustering Algorithm

In the AFFECT evolution algorithm, a static clustering algorithm needs to be selected to
perform the actual clustering process. Mainstream clustering algorithms can be roughly
divided into two categories: the number of clusters that need to be specified and the
number of clusters that do not need to be specified. Algorithms that do not require a
specific number of clusters, such as Hierarchical Clustering, cluster targets into different
groups at different levels through a top-down or bottom-up clustering approach. In the
grouping problem of students, the algorithm of specifying the number of clusters is
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adopted uniformly, because the actual data without specifying the number of clusters
is not good, and the actual data is noisy due to its complexity, so it is difficult for the
algorithm to automatically find the appropriate number of clusters [10].

K-means clustering algorithm is an algorithm that is more suitable for clustering and
grouping points in high-dimensional space among the clustering algorithms that specify
the number of clusters. This algorithm is used for static clustering. K-means belongs
to the unsupervised learning algorithm in the field of machine learning, that is, it does
not need to mark the category of each point in advance to train the model. k in k-means
means the number of clusters specified manually. The goal of the algorithm is to assign
each point to be classified into one of the k categories, so that the distance between each
point and the cluster center of the cluster it belongs to is the minimum distance between
it and the cluster center of all the clusters. The architecture of the skip-gram model is
shown in Fig. 1.

Fig. 1. Architecture diagram of skip-gram model

The CBOW model is very similar to the skip-gram model. It also needs to train a
shallowneural networkwith only one hidden layer, but the assumed task is opposite to the
skit-Gram model: given the context word of a word, predict the probability distribution
of the word as before, need to specify a window size to extract the word pair, the weight
vector of the corresponding position in the hidden layer is represented as the word vector.
This is also the case with skip-gram. Slightly different from the skip-gram model, the
word vector of the CBOW model reflects the features of words as contexts, while the
skip-gram model highlights the features of words as central words.

4 Implementation Method

Common methods for analyzing serialized data and detecting “similar behavior patterns
include Sequence Mining, Hidden Markov Model (HMM) and so on. These methods
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can effectively recognize and classify students’ behavior sequences at a fixed moment,
but they do not refer to the grouping results of the past moment as part of the grouping
results of the present moment. Therefore, the grouping results obtained in this way
tend to have strong inconsistency at different times, leading to the mutual isolation of
grouping results in different periods and limited reference value. This is also the case
with skip-gram. Slightly different from the skip-gram model, the word vector of the
CBOW model reflects the features of words as contexts, while the skip-gram model
highlights the features of words as central words.

The pipeline of evolutionary clustering algorithm is a combination of a series of
algorithms. The input is the behavior sequence of students and the output is the grouping
result of each moment. The core of the pipeline is the evolutionary clustering algorithm
AFFECT. Different from the common clustering algorithm, AFFECT algorithm obtains
the grouping result at every moment, referring to the grouping result at the past moment.
Therefore, the resulting grouping result can be viewed as a weighted average of the
historical grouping and the grouping based only on the current student behavior data. In
this way, the grouping results at each moment are interrelated rather than isolated, so as
to ensure the relative consistency of grouping results.

Generating Markov chain corresponding to each student’s behavior sequence is the
first step of the whole algorithm. A sequence of actions is a chronological list of all the
actions of a student in a given class (moment). The category of behavior is determined
by the user of the algorithm depending on its grouping emphasis. For example, if a user
of the algorithm wants to group all students according to their learning ability, he can
choose a sequence of behaviors such as: correct, correct, wrong, correct… The sample
sequence, with only two categories of behavior, represents a sequence of right andwrong
answers by a student on a quiz question in the course.

Markov chains are a common way to model serialized data because serialized data
tends to be Markov, that is, the probability of an event occurring at the current moment
depends only on what happened at the previous moment, not on what happened in
history. This is also the casewith skip-gram. Slightly different from the skip-grammodel,
the word vector of the CBOW model reflects the features of words as contexts, while
the skip-gram model highlights the features of words as central words. In the student
grouping problem, the behavior sequence of students also satisfies the Markov property.
For example, in the sequence of students’ answering behaviors mentioned above, there
are only two kinds of events: [correct] and [wrong]. With the advance of time, the events
are constantly transformedbetween [correct] and [wrong]. If a student has strong learning
ability, it can be considered that the probability of [correct] event transferring to [correct]
event is higher, while the probability of other event combination transferring is lower.
On the contrary, if a student’s learning ability is not strong, he is likely to give wrong
answers frequently, so the probability of [wrong] event being transferred to [wrong]
event is much greater than that of the student with strong ability, and the probability
of [right] event being transferred to [right] event is significantly reduced. In this way,
on the premise that the correct or wrong of the current answer has nothing to do with
the historical correct or wrong events, but is only related to the correct or wrong events
of the previous moment, that is, on the premise that the sequence of answer behavior
meets the Markov property, different Markov chains can be constructed to distinguish
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the strength of students’ learning ability. Therefore, the constructed Markov chains can
be further used in the subsequent clustering algorithm.

5 Conclusions

Starting from the teacher end of adaptive learning system, this paper discusses themethod
of mining education data by computer technology around two applications. In the test
of “Grouping Students Based on Behavior Sequence”, the method of grouping English
translation students by using the behavior data easily obtained from online education
system is proposed. Compared with the traditional static clustering algorithm, the evolu-
tionary grouping algorithm used can explore the evolution of grouping conditions while
maintaining the relative consistency of groups at different times. In order to verify the
performance of the algorithm, two sets of experiments were conducted on simulated data
and real data. In the simulation data experiment, the maximum power matching method
of bipartite graph is proposed to find the corresponding relation of different time group
numbers. In the real data experiment, a method is proposed to use the average static
distribution of the group to express the characteristics of the group and judge the good
or bad result of the group. Through these two groups of experiments, it is verified that
the evolutionary grouping algorithm can indeed outperform the traditional clustering
algorithm in grouping results.

Acknowledgements. Analysis on the Types and Meanings of Common Intercultural Informa-
tion in English News. YouthFund Project of Jilin Agricultural Science and Technology College,
JLASTU Contract No. 2017 [228].
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Abstract. In order to solve the problems of online teaching system failing to
meet the requirements of online distance education for processing massive teach-
ing data and limited network bandwidth, the existing system is optimized based on
J2EE (Java 2 Platform, Enterprise Edition) by adopting mature cloud computing
and load balancing algorithm. Create standard reusable module components and
build a hierarchical structure that can automatically process programming to meet
the needs of teachers and students for online learning systems. After the ideo-
logical and political course teaching test, the system operation meets the design
requirements.
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1 Introduction

Online teaching system is a kind of long-distance teaching as the purpose, with the
Internet communication ability to provide teaching services, in order to achieve the
maximum application of education and teaching resources not affected by time and
space. In terms of the practical significance of the development and application of online
teaching system, the following performances are more outstanding [1].

As a new teaching mode, online teaching mode can be used as an effective comple-
ment to traditional teachingmode, and the ability to organic combination with traditional
teachingmode, thusmake up and solve in the traditional teaching pattern ofmainly teach-
ers teach such as low interactivity between teachers and students, cannot let the student
to participate effectively in, is difficult to realize the personalized education, etc. [2].

Online teaching system is relatively flexible in use and less affected by time and space
factors in teachers’ teaching and students’ learning. According to the requirements of
the content of the course and the actual situation of the students’ learning, besides the
traditional one-to-many teaching mode, we can also choose one-to-one and many-to-
many and other forms of course teaching [3]. At the same time, the network environment
can allow at any time. The design and implementation of the system can not only meet
the current social demand for the use of online teaching system, but also in the theoretical
aspect of advanced computer and Internet technology education and teaching application,
as well as the online teaching business in the mass data and information processing
provides an effective solution direction, so it has a very positive theoretical significance.
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1.1 Abundant Teaching Resources

With the help of the current relatively advanced computer and Internet technology, the
current limited educational resources can be integrated to the maximum extent, and
resources can be shared in the form of video, micro-class or live broadcast, and the
current relatively cutting-edge big data analysis technology can be used to systematically
and visually analyze the teaching situation of teachers, learning situation of students,
and educational information and resources. And continue to improve and optimize the
teaching forms and methods [4].

This paper takes the online teaching mode, which attracts more attention in the
education field, as the research object, attempts to design and implement the online
teaching system by using the current relatively mature software engineering technology,
and uses the more advanced cloud computing technology and load balancing optimiza-
tion algorithm to solve the problems of low data processing capacity of the traditional
online teaching system and the failure of network bandwidth resources to meet the use
requirements [5].

2 Analytical Modeling Tool

2.1 BPMN Business Process Modeling

BPMN is a standardized business process modeling language, and its application is
an important step to reduce the many existing business modeling tools and markup
gaps. In BPMN, pools and lanes are modeled. A business is represented as a pool,
and organizational units within a business are represented as swim lanes. Interactions
between pools are limited to the delivery of messages, regardless of each other’s internal
processes. Therefore, in the analysis of the business process of the online teaching system
based on J2EE in this research, the business transfer and operation process between the
user roles of the system can be established and optimized accurately and effectively,
which is more intuitive and inclusive than other modeling tools such as UML activity
diagram. Therefore, this paper adopts the BPMN method to model and analyze the
system business process and function in the stage of system business process analysis
[6, 7].

2.2 UML Unified Modeling Language

In the design and development of object-oriented software engineering system, it is nec-
essary to analyze and design various objects effectively. Therefore, it is very important
to establish different models for various objects, and then analyze and design the objects
in the program. UML modeling technology is such a graphical universal modeling lan-
guage. Its principle is to construct various models of the whole system in the form of
model elements. These model elements include the various classes defined in the system
and their relationships, the dynamic changes generated by the interaction between the
instantiated classes, and so on. Among all kinds of system analysis methods, UMLmod-
eling technology has great advantages and good universal applicability. It has gradually
become the mainstream system analysis method in software engineering [8].
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3 J2EE Development Technology

The words Java will be familiar to any programmer or IT practitioner. It is an efficient,
elegant, open-source programming language with excellent cross-platform properties.
It is widely used in the realization and development of various applications, industrial
control programs, website Web services and mobile apps. J2EE is Java enterprise-level
distributed application development solution, is a set of widely recognized program
development specifications and standards. J2EE is a relatively complete set of Service,
API application interface and related protocols, mainly used in the development of Web
program system. It mainly includes JSP dynamic web page technical standard; JDBC
database access standard and protocol; EJB distributed application component technol-
ogy and specification; XML, Extensible Markup language and other special technical
specifications [9]. Typically, an application developed through J2EE consists of multiple
layers of components, such as a client-oriented layer for user operations; A system layer
for enterprise information or data; and enterprise-oriented business logic layer.

3.1 SSH Framework Technology

In J2EE enterprise-level application development, framework technology is used to
reduce the workload of programming development, the difficulty of late development
and maintenance, and the ability of local system upgrade and expansion. In this paper,
SSH framework (40) is used to implement the technical system [10]. The SSH framework
is the integration of three open-source application frameworks, all of which are typical
development frameworks of J2EE frameworks.

3.2 Struts2 Framework

Struts2 framework is a Java EE network programming framework, developed from the
Struts framework. Struts is based on the MVC programming idea and improves the
efficiency of Internet application development with the MVC programming model. The
emergence of Struts2 frameworknot only effectively inherits various advantages of Struts
framework in design and use, but also puts forward a new MVC network application
development framework. Through a large number of applications of interceptor mode, it
realizes the framework module integration mode similar to Web Work framework [11].

3.3 Spring Framework

The spring framework is a lightweight development framework. It is so powerful that
you can use it to load Bean objects in server programs, which brings many advantages
to server-side programming, such as not having to initialize the Bean class with the new
keyword every time.

3.4 Hibernate Framework

Hibernate is a new object relational mapping mechanism, which is designed to solve
the matching problem between objects and relations in object-oriented programming.
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Through coordination mechanism, the code written by programming language is com-
pletely isolated from the program database, so that code writers do not need to consider
the types of background database when carrying out program development. Consider-
ing only the operation of data table can greatly improve the efficiency of programming
development.

4 Cloud Computing Technology Application

Cloud computing is favored by many people for its high-cost performance, scalability
and flexibility. Compared with the general Internet application technology mode, the
virtualization technology of cloud computing is the most significant one among all its
features. It is not bound by time and space, and can virtualize applications and resources
and then provide them to users. Through the virtual platform in the cloud comput-
ing service, users can operate the corresponding terminals to complete the expansion,
migration, data backup and other actions without touching the physical space of cloud
computing. In addition, cloud computing has strong distribution, sociality and diffusion.
As a method of sharing infrastructure, cloud computing can connect massive systems
together to form a system pool, and then provide various Internet application services.

4.1 Multi-service System Heterogeneity Support

The heterogeneity of the business system means that the business is not unified, nor
is it manually defined before use, but is set by the user on the basis of use needs. On
most cloud computing platforms, multiple business types can run freely at the same
time, which is one of the main differences between cloud computing and traditional grid
computing.

4.2 Dynamic Scalability Support for Resources

Cloud computing can support the dynamic scaling of its resources and realize the network
redundancy of its basic resources. This feature ensures that the addition, modification, or
deletion of any resource node in the cloud computing service does not adversely affect
other nodes. At the same time, the resource node will not cause service interruption or
user data loss in the entire cloud computing service environment if it encounters various
exceptions such as hardware faults. The preceding resource nodes include storage nodes,
computing nodes, and network nodes. In addition, the cloud computing service can
support the dynamic transfer of its resources to realize the dynamic scheduling of its
resources. According to the changes of the overall business requirements of the cloud
computing service, the idle resources can be transferred to the locationwith high demand,
thus improving the carrying capacity of the entire cloud computing platform. When the
overall business demand of the cloud computing platform decreases, idle resources can
be pooled to run in energy-saving mode, so as to reduce the operating costs and energy
consumption of the platform and achieve certain environmental protection effects.
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4.3 On-demand Billing Support

The cloud computing service platform supports the dynamic transfer of its resources. The
external feature of this feature is the on-demand resource allocation support. Using graph
virtualization technology, the computing resources in cloud computing services can be
homogenized and quantified to realize the dynamic allocation of computing capacity
and resource utilization. On the basis of on-demand distribution, quantified resources
are priced and then charged according to the amount of users’ usage, which has become
a prominent feature of cloud computing service platform. The working flow chart of
cloud computing service platform is shown in Fig. 1.

Fig. 1. Working flowchart of cloud computing service platform

Most online teaching work is carried out in a unified or relatively centralized time.
Therefore, for online teaching system, the number of visits will surge in a short time, and
the request for reading and calling teaching resources will be centralized. After the cloud
computing distributed optimization design of the online teaching system based on J2EE,
there may also be uneven load distribution among the nodes of the cloud computing
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cluster, service request blocking, computing resource waste and other situations, so it is
necessary to further improve the load balancing design.

The most commonly used load balancing algorithms are static and dynamic. These
two load balancing algorithms are suitable for different situations, but overall dynamic
load balancing algorithm has more outstanding resource allocation ability and good
performance in terms of flexibility, so it is more respected by the majority of program
developers, and relativelymore applications.Amongdynamic loadbalancing algorithms,
Pick-KX algorithm is a representative one. The algorithm is implemented in a clustered
server environment as shown in Eq. (1).

S = {Si, i = 1, 2, ... n} (1)

Pj =
Xi

i∑

i=1
Li

(2)

Ltotal =
i∑

i=1

Li (3)

Xi =
i∑

i=1

Li (4)

The running cycle of a cloud computing cluster can be expressed. The load capacity
of each node in the cluster can be expressed in terms of. On this basis, certain conditions
can be met before the Pick-KX algorithm can be used to allocate server resources, as
shown below.

5 Conclusions

Taking online distance teaching mode as the research object, this paper designs and
implements an online teaching system based on J2EE based on popular software engi-
neering technology. At the same time, in view of the phenomenon that the traditional
online teaching system cannot meet the current online distance education business to
deal with massive teaching data, and the network bandwidth resources cannot meet the
increasing demand of online students, try to use the current popular cloud computing
technology and load balancing algorithm to design and optimize the system. To the max-
imum extent to meet the ideological and political teachers and students on the online
teaching system needs.

Analysis and modeling tools, system development technology and cloud computing
technology related to the design and implementation of online teaching system based
on J2EE are analyzed to provide technical support for the design and implementation
of the system. In order to solve the problem that the traditional online teaching system
cannot meet the current online distance education business to deal with massive teaching
data, and the network bandwidth resources cannot meet the increasing demand of online
students, the load balancing algorithm is optimized on the basis of cloud computing
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technology, and the teaching service providing ability of the online teaching systembased
on J2EE is improved. On the basis of the above cloud computing framework and load
balancing optimization algorithm, from the perspective of actual use, the requirements
of the online teaching system based on J2EE are analyzed. On the basis of the analysis of
system requirements, the overall architecture of the system, the system function module,
and the database structure design.
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Abstract. A teaching behavior analysis model based on dual video streams-
DVS-TBA is proposed, which realizes information integrity by constructing non-
switching dual-channel video, and realizes classroom behavior recognition based
on body features and image features, so as to effectively improve the accuracy of
classroom teaching behavior recognition, and realize the description and analysis
of classroom teachers and students’ behaviors in the whole time series and sam-
ples. The art history teaching process test shows that the model can evaluate the
teaching effect effectively.

Keywords: Classroom teaching · Behavior analysis · MCG-CPR · Teaching
effectiveness evaluation

1 Introduction

With the continuous breakthrough of artificial intelligence theory and technology in the
field of computer vision, image analysis using computer visionmodel becomes faster and
more accurate, andmany computer visionmodels have reached the efficiency of “second
results” [1]. It is found that some computer vision technology can be used in classroom
teaching behavior analysis. The object detection algorithm can help the system quickly
and accurately locate the location of the object in the classroom video. The human body
pose estimation technology can help the system to obtain the human body key points
in the video, and provide the human body structure map features for the classification
of human behavior pose. Image classification technology can help to systematically
infer the classroom behavior of the subject in the classroom video; Face recognition
technology can help the system to determine the identity of the current subject [2].

In order to build a classroom teaching behavior analysis system that can completely
use teaching information to analyze classroomand individual teaching behaviorswithout
personnel intervention, target detection technology, human body pose estimation tech-
nology, image classification technology and face recognition technology are integrated.
Firstly, the above computer vision technology is used to obtain the behavior and posture
information of each person in the current sample image [3]. Then, the S-T teaching
analysis method is used to summarize the behavior information of all subjects, deduce
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the current classroom teaching behavior, and construct the S-T teaching behavior code.
Finally, the model of classroom teaching is obtained through S-T teaching behavior
coding. This method can not only achieve objective and effective classroom teaching
behavior analysis, but also provide different benefits for students, teachers and schools
[4]. In the classroom scene, there is a big difference between the number of teachers and
the number of students. As a result, during the teaching process, teachers cannot pay full
attention to the classroom and cannot correctly judge the learning quality of students.
Such a situation will not only reduce students’ interest in their studies and discourage
their learning motivation, but also make teachers misestimate the quality of class, which
is not conducive to teachers’ reflection on classroom teaching. For students, through
the system, teachers can obtain the classroom behavior of each student in class, which
provides part of the basis for teachers to provide personalized guidance to students and
help improve the learning state of students [5].

For teachers, it can help teachers to reflect on teaching. In classroom teaching, no
one pays attention to teachers’ teaching behavior. Teachers can only analyze them-
selves according to their self-cognition, which is highly subjective. This will lead to
the teacher’s reflection in classroom teaching is blocked, teaching ability improvement
is limited [6]. Therefore, for teachers, statistics, induction and analysis of behaviors in
classroom teaching scenarios and analysis of classroom teaching models can help teach-
ers obtain real classroom teaching behaviors, conduct classroom reflection, improve
teachers’ professional quality and optimize the level of classroom teaching.

For the school, it can help the school to obtain the teaching evaluation results con-
veniently. In the teaching evaluation, the teaching evaluation of teachers in traditional
schools mainly consists of questionnaires and expert evaluation. This method is time-
consuming and laborious. It is a rational calculation under the guidance of interests,
and the evaluation of teachers is not objective, true and comprehensive. Using computer
instead of manual to make statistics on teachers’ usual performance saves time and
effort, solves the problem of strong subjectivity of traditional evaluation methods, and
improves the objectivity of teaching evaluation [7].

2 Analysis of Classroom Teaching Behavior Based on Video

With the popularization of video equipment in school classrooms, the cost of obtain-
ing classroom teaching videos has been effectively reduced, which provides a friendly
way for education and teaching researchers to obtain data. At the same time, with the
rapid development of artificial intelligence technology, great progress has been made
in image and video processing and classification, and video-based classroom teach-
ing behavior analysis research has been effectively carried out. At present, video-based
teaching behavior analysis general process. According to the teaching behavior standard
of expert knowledge, the automatic discriminant function of classroom teaching behav-
ior is constructed. The artificial intelligence technology is used to sample and analyze the
teaching videos and extract the effective teaching behavior features, and the discriminant
function of classroom teaching behavior is used to code the current sample of classroom
teaching behavior. Through the induction statistics of all the classroom teaching behav-
ior code to construct the teaching behavior sequence, deduce the classroom teaching
model [8].
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The video-based classroom teaching behavior analysis method solves the interfer-
ence of traditional teaching behavior analysis method to teaching and improves the
objectivity of teaching behavior analysis. However, the existing teaching behavior anal-
ysis systemmostly usesmulti-channel camera to switch videos, which leads to some loss
of video information, resulting in incomplete analysis of classroom teaching behavior,
and the accuracy of classroom teaching behavior identification needs to be improved.
Aiming at the shortcomings of the existing teaching behavior analysis system, a teaching
behavior analysis model based on double video streams is proposed. This model collects
classroom teaching scenes in a non-switching way through the dual cameras located at
the front and back of the classroom [9]. At the same time, according to the frame rate
sampling of the camera video stream, the characteristics contained in the teaching video
are fully used to analyze the classroom teaching behavior, so as to improve the accu-
racy of the analysis of classroom teaching behavior. The human body video conversion
formula of classroom teaching is shown as (1) and (2).

St = ρt(F, St−1,Lt−1),∀t ≥ 2 (1)

Lt = �t(F, St−1,Lt−1),∀t ≥ 2 (2)

3 Face Recognition Algorithm

In order to determine the behavior of each subject in the classroom, the identity of the
subject needs to be confirmed, therefore, the use of face recognition as the subject identity
confirmation tool. The general step of face recognition consists of face detection, image
preprocessing, face representation algorithm and face feature comparison algorithm.
When face registration, the face region in the image is divided by face detection, and
the face in the image is adjusted to the unified standard image by image transformation
using image preprocessing [10]. Finally, the discriminative features in the image face are
extracted and saved by the face representation algorithm, and the face feature database is
constructed for matching recognition.When face recognition is needed, the face features
in the image to be verified are extracted through face detection, face preprocessing and
face representation algorithm, and then the similarity between the face features to be
verified and the features in the face feature database is calculated using the face feature
comparison algorithm, that is, the probability that the face to be verified belongs to the
subject of each face. The main identity of the feature with the greatest similarity is the
identity of the face to be verified. When the maximum probability is greater than the
Kan value, it indicates that the face belongs to the subject; otherwise, it indicates that
the subject to which the face belongs is not registered.

4 Real-Time Video Streaming Protocol

Digital video data is transmitted in the networkmainly through downloading and stream-
ing. To download a video, you need to copy the complete video data to the local computer
and play it through the video decoder. Streaming is the core technology of streaming
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media application, which can broadcast video, audio and other data side by side. The
video streaming analysis application is a kind of streamingmedia application. At present,
streaming media applications are divided into client and server according to different
application functions. The client is used to request and display the streaming media data;
the server is used to store and manipulate streaming data and respond to client requests.
Among them, the transmission of streaming media data between client and server needs
to rely on streaming transmission. At present, streaming transmission generally uses the
real-time transport protocol RTP of the transport layer.

RTP is a transport layer protocol used by IETF’s Audio and Video Transmission
Working Group to transmit streaming media data over IP networks. It is used to solve
the problem that the arrival time of streaming data cannot be predicted during data
transmission. Generally, end-to-end systems involving streaming media need to use
RTP protocol, such as telephone communication and live broadcast. RTP is usually run
based on UDP to ensure speed. RTP is generally divided into RTP data Protocol and
RTCP (RTP Control Protocol), which is used to ensure the quality of streaming media
data transmission. The Bayesian function discrimination model is shown in Fig. 1.

Fig. 1. Bayesian function discriminant model diagram

5 Multi-feature Classroom Behavior Posture Classification Based
on Attention Mechanism

In order to encode classroom teaching behavior through the non-switching dual-channel
video stream, it is necessary to obtain the behavioral posture features contained in the
classroom teaching video stream and confirm the identity of the subject corresponding
to the behavioral features, that is, the classroom subject identity - behavioral posture
features. How to accurately judge the behavior of teachers and students in the video
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when the background of teaching environment video is complex and the main body of
the classroom is blocked.

To solve these two problems, an attention-mechanism based multi-feature class-
room gesture recognition algorithm (MCG-CPR) is proposed to replace the traditional
image classification algorithm. The algorithm solves the problems such as the complex
background of teaching environment videos and improves the accuracy of human behav-
ior posture recognition in class. Meanwhile, a multi-model classroom subject identity-
Behavioral posture representation model (M-CPIE) is proposed to quickly and effec-
tively acquire the characteristics of classroom subject identity-behavioral posture. This
method can be divided into two stages: image segmentation stage and image analysis
stage. In the image segmentation stage, the classroom subject identity object detection
algorithm (FP-YOLO) is used to locate the human body and face area in the sample
image. In the image analysis stage, firstly, the segmented human body region image and
face region image are transferred to the classroom behavior gesture recognition model
and the subject identity recognition model respectively to obtain the regional human
body action and regional face identity. Finally, based on the positioning information of
image segmentation d, through the multi-model feature fusion method, the face identity
features and human action features are fused to output the class subject identity and
behavior posture features.

6 Teaching Behavior Analysis Model Based on Double Video
Streams

Amulti-feature classroom subject identity-behavior and pose representation model (M-
CPIE)was constructedwith FP-yoke detection algorithm, face recognition algorithmand
MCG-CPRmulti-feature classroom behavior and pose classification algorithm based on
attention mechanism. The model can quickly and accurately extract the information of
subject identity and behavior posture used for teaching behavior analysis in classroom
teaching videos. Looking at most instructional behavior analysis methods, they can
analyze and encode instructional videos such as open class, lecture and micro class.
The video resources analyzed above need to be recorded by professionals, which costs
human andmaterial resources. At the same time, they have a relatively obvious emphasis
on the subject, which generally focuses on teachers, that is, teachers and students cannot
appear in the teaching video completely at the same time. The behavior information of
students and teachers in the classroom teaching video is lost, which leads to the deviation
of the analysis results of classroom teaching behavior. The teaching behavior analysis
model locates in the simple and complete analysis of classroom teaching behavior, and
constructs the teaching behavior analysis model based on dual video streams (DDS-
TBA). It uses dual cameras at the front and back of the class to record the classroom
instruction, without the need for professional recording (just make sure the cameras
are working). At the same time, all scenes of the classroom can be obtained at the
same time, which solves the problem of serious loss of video recording information.
In the process of analysis, the model firstly obtains the double video stream samples
by analyzing the video stream and preprocesses the sample data. Then, M-CPIE model
was used to analyze the dual video streams to obtain the complete information of class
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subject identity and behavior posture. Finally, through the statistical induction of the
information of subject identity and behavior posture, based on S-T analysis method, the
classroom teaching behavior is coded, the sequence of classroom teaching behavior is
constructed, and the model of classroom teaching behavior is inferred.

At present, the recording of classroom teaching videos requires the intervention of
professionals. At the same time, the recorded videos have obvious information loss due
to different concerns. Therefore, it is proposed to use the surveillance cameras located
at the front and back of the classroom to record classroom teaching, so as to achieve
objective and complete teaching video recording with almost no manpower cost. In
order to reasonably use the information in the dual video stream, the video stream of the
camera is firstly analyzed to obtain the time information and image data contained in the
video stream. Then, using the time information and image data through time alignment,
sample fusion to build the fusion image features. After using M-CPIE to extract the
features, the subject-behavior posture data of S-T teaching analysis was generated by
the class-subject identity-behavior posture information segmentation algorithm of dual
video streams.

7 Conclusions

The classroom teaching behavior analysis system based on artificial intelligence tech-
nology samples the teaching video with a fixed frequency, analyzes the sample image
to obtain the way of classroom teaching behavior, codes the classroom behavior, and
determines the classroom teaching mode. This method makes the analysis of classroom
teaching behavior simple and objective. However, most of the existing analysis meth-
ods use multi-channel video switching, which leads to some loss of video information,
resulting in incomplete analysis of classroom teaching behavior, and the identification
accuracy of classroom teaching behavior needs to be improved. To solve the above prob-
lems, this paper puts forward the DVS-TBAmodel, and constructs the teaching behavior
analysis system based on double video streams. This paper solves the problems of the
current teaching behavior analysis system in data acquisition and video sampling, inte-
grates the current excellent artificial intelligence technology, proposes a convenient and
efficient teaching behavior analysis method based on double video streams, and real-
izes the teaching behavior analysis system based on double video streams by using the
middleware such as message queue.
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Abstract. How to effectively identify these signals and data has become an urgent
topic. The neural network model is a stochastic system composed of nonlinear
neurons. Therefore, it has strong self adaptability and controllability. This paper
proposes a method based on training samples. It classifies the original continu-
ous text through the artificial neural network algorithm. This paper mainly uses
experimental method and comparative method to analyze the accuracy, precision,
recall rate, F value and its trend in training and the results under different models.
The experimental results show that good results have been achieved on the IMDB
comment dataset, and the accuracy rate is close to 89.4%.
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1 Introduction

As a new computer aided learning method, neural network algorithm has been paid
more and more attention. The adaptive training process based on neural network is to
establish a mapping relationship from the input level to the output level and then to the
target detection level to effectively process and predict the noise. It can implement both
functions at the same time. Dual core intelligent text number recognition technology is
based on artificial intelligence. In practical applications, it can realize automatic sort-
ing, positioning and tracking of objects. At the same time, a large number of complex
problems can be transformed into a few representative models and simplified.

There aremany theories about neural network and attentionmechanism text detection
and recognition. For example, some proposed a neural network detection algorithm
based on attention mechanism. A new training learning vector is introduced into the
bidirectional neural network of the gate ring unit, which further improves the recognition
and classification ability of the neural network [1, 2]. Other researchers use the double
door recurrent neural network layer to obtain text information and extract functions,

The original version of this chapter was revised: The affiliation of the author “Hailin Tang” has
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and introduce attention mechanism level to enhance the ability to capture semantic and
logical relationships between words [3, 4]. Other scientists assign the attention weight
of the feature vector through the attention mechanism to focus on the feature vector with
higher weight. The extracted attention features and prediction information of previous
time are used as inputs to nested short-term and long-term memory networks [5, 6].
Therefore, the text recognition system based on neural network algorithm proposed in
this paper will also start from the text information feature extraction, with technical and
theoretical support.

This paper first studies the artificial neural network, and analyzes and expounds its
theory and activity process. Secondly, the text recognition and detection in images are
discussed in detail. Then, candidate text box generation and text detection based on full
convolutional neural network are proposed. After that, it analyzes the role of semantic
similarity detection in text detection. Finally, the relevant conclusions are drawn through
experiments.

2 Double Attention Mechanism Text Detection and Recognition
Based on Neural Network Algorithm

2.1 Artificial Neural Network

Firstly, the image is processed, including gray image conversion, binarization and filter-
ing. Because character segmentation is the most difficult problem in the whole process,
this paper compares and analyzes two character segmentation algorithms. On the basis
of analyzing the advantages and disadvantages of the two methods, the horizontal pro-
jection algorithm is selected to segment the check code characters. In the experiment, the
horizontal projection method is improved, and some boundary conditions are improved.
Reduce the probability of incorrect character segmentation of verification code. In the
phase of character recognition, bp neural network and cnn depth neural network are
compared, and their advantages and disadvantages are analyzed in detail. Finally, in the
case of small samples, a more accurate and fast bp neural network was selected to train
and test the verification code, and good test results were achieved [7, 8].

Based on the structure of human neural network, a simple model is summarized and
combined into different types of networks according to different rules. A large number
of neurons are connected with each other, and the combined operation model is an
artificial neural network. The network weight corresponds to its memory and represents
the weight applied to the connection signal between nodes. Select network outputs with
different excitation functions, weights and grid connectionmodes. Neural networks with
different structures can approximate various forms of complex functions and express
various abstract logic strategies.

Neurons have two states of inhibition and activation, belonging to the nonlinear
category. In order to improve the fault tolerance of the network, the device can be given a
threshold to improve the overall performance of the system. Because the network system
is formed by connecting a large number of nodes, its behavior is not only affected by the
attributes of each node, but also by the connection and interaction between each node.
Artificial neural network can deal with changing data, and its nonlinear dynamic system
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is changing constantly. Under certain conditions, some state equations determine the
development trend of nonlinear systems [9, 10].

BP is a multilayer feedforward network. The training method is based on error back
propagation algorithm. Bp neural network does not need to know the mathematical
equations of input-output relationship in advance, but it can automatically maintain and
store thismapping relationship. The goal ofBP learning is tominimize the sumof squares
of errors, optimize and adjust parameters such as weights by propagating deviations.

Convolutional neural network has the characteristics of weight distribution, which
can reduce the number of network weights and the complexity of the model. The neural
network is invariant to the scale, translation, tilt and other forms of deformation. This is a
neural network used to identify two-dimensional objects. Time delayed neural networks
(TDNN) have an important influence on folding neural networks. TDNN is suitable for
time series signal and speech processing. In order to reduce the complexity of training,
time weighting is used. Inspired by TDNN, convolutional neural network reduces the
number of parameters by using spatial relations, and improves the learning performance
of forward propagation algorithm. Since the lowest input of CNN is the local detection
area of the image, its processing unit can access very basic features such as corners
and edges [11, 12]. The output of the convolution layer is a new characteristic response
diagram, which is shown as follows:

Qm
i+1 = g(vim ∗ qi + yim)∀m ∈ [1,M ] (1)

wherein, vim and yim respectively represent the m-th convolution kernel and deviation.
One part of the function of convolutional neural network is that all parameters of the
network can be jointly optimized under supervision. The supervised learning error is:

F(κ, μ) = 1

|κ|
|κ|∑

l=1

J (g(κl, μ), bl) (2)

The gradient of the cost function to the corresponding network parameters F(κ, μ)

can be calculated to reach the minimum value. This method is based on greedy learning
method and extracts the learning function of data layer by layer. Unsupervised learning is
amethod of initializing neural networkmodel through supervised learning. For example,
it can initialize the weights of the neural network rather than the Gaussian distribution
[13, 14].

2.2 Text Recognition and Detection in Images

Text recognition in images has made great progress. First, scholars focus on text fea-
ture mining and feature based text and non text discrimination. Deep learning greatly
improves text recognition.We try to distinguish the text area from the non text area of the
image. The above methods for obtaining candidate regions are sliding window method
and associated region recognition method. Both methods are widely used to solve exist-
ing problems. However, it is affected by such factors as image size, resolution, clarity,
background complexity, lighting, and the type, direction, language and defects of text
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fonts. There are still many problems in text recognition in restricted images [15, 16].
The method flow of text recognition in images is shown in Fig. 1:

After years of development, text recognition in images can meet the requirements
of practical applications in specific scenes, but there are still many problems in text
recognition in complex scenes. The image text recognition method based on character
segmentation is easily affected by image background, lighting and other factors, and
the recognition rate has not been significantly improved for a long time. However, this
method is suitable for scenes with simple background and controllable lighting envi-
ronment, and industrial scene environment can generally meet these conditions. The
method based on character segmentation is simple and reliable, and has been widely
used in industry. However, in industrial applications, the requirements for detection rate
are also very strict, and further improvement is needed without strictly controlling the
lighting and signal itself. Because the target recognition method uses frame and tar-
get recognition methods, there are also target recognition problems in text recognition,
and the accuracy of recognition is often limited by the resolution of text images, the
complexity of the background, the diversity of lighting and text. In recent years, with
the development of deep learning, the recognition method based on deep learning has
greatly improved the recognition rate of text, but there is little research on text sequence
attributes. Although the sequence recognition method of blind reference speech recog-
nition alleviates this problem to some extent, it is difficult to correctly solve the problem
of text image recognition in complex scenes without combining the essential character-
istics of text images. The CCT framework has a great impact on the recognition of words
and phrases, but the recognition effect on random text sequences is not ideal [17, 18].

2.3 Candidate Text Box Generation and Text Detection Based on Full
Convolution Neural Network

Text recognition is very important for potential applications such as imageunderstanding,
image and video retrieval. However, recognition of natural scene text is still a difficult and
unsolved problem due to the following reasons: First, the background of the scene image
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is very complex, and some synthetic regions are difficult to distinguish from the text.
Secondly, the text of the scene image presents various colors, fonts, directions, languages
and sizes. More importantly, due to the mixture of uneven lighting, high exposure, low
contrast, blurring, low resolution, occlusion and other factors, text recognition poses a
major challenge [19, 20].

These two complementary region candidate generation methods do not extract char-
acter candidates, but generate text candidates, and then use the generated text candidates
for text recognition. Thousands of candidate texts have a high text recall rate. Then, we
use Hog function and random forest classifier to remove the candidate words without
text, thus improving the recognition accuracy. In order to improve the positioning accu-
racy, the boundary box regression algorithm is used. Finally, the pre training model of
neural network with large folding is used to recognize the recognized text image. It has
achieved good results in text based text recognition and image repetition, both of which
are based on multiple standard test sets.

The purpose of this paper is to design a unified network for candidate generation
and text recognition of text regions in natural images. In order to avoid the disadvantage
of error accumulation in bottom-up character candidate extraction strategy, this paper
focuses on the generation of character candidates. Compared with the previous method
of generating tens of thousands of text field candidates, the goal of this paper is to reduce
the number of text field candidates to hundreds, while maintaining a high text recall rate.
In order to achieve this goal, an acceptable RPN is proposed, and a set of previous bound-
ary regions of text features are designed to obtain high-quality text region candidates.
On this basis, a powerful text recognition network is proposed, which adds monitor-
ing information from text categories and integrates sample information hierarchically.
Finally, redundant candidates are deleted from each text instance through a series of
heuristic processes, including iterative voting mechanism and filtering algorithm.

In the training phase, the ALEXNET network model for training was optimized
on the PASCAL VOC dataset. Secondly, using the region candidates of the generated
objects, the fine set model is used to extract the features of these object candidates, and
the SVM classifier is trained for each class of objects according to these features. Finally,
the location regression is formed by using the region candidates that have a large overlap
with the actual object region.

In the test phase, the candidate generationmethod of object region is used to generate
region candidates for each test image. Secondly, the generated region candidates are
normalized to meet the requirements of ALEXNET input image. ALEXNET is used
to extract regional candidate features, SVM is used to classify regional candidates, and
regional candidates without objects are removed. Then, NMS algorithm is used to screen
the candidateswith higher scores, and the candidateswith lower scores are removed from
the candidates with larger overlaps. Finally, the coordinates of the target bounding box
are adjusted by using the position suppressor formed in the training phase. The purpose
is to make the candidate boundary area closer to the actual boundary area.

Edge box is a good method to generate text box candidates, which can complement
the advantages of ACF. In addition, because the computational cost of random forest is
relatively low, this paper uses random forest classifier to filter the region candidates that
do not contain text. Text recognition is usually considered as a special case of general
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object recognition. Therefore, we have reason to believe that one of the future directions
of text recognition is to learn common object recognition methods, and then combine
the unique attributes of text.

Chaotic label informationwill affect the learning of candidate classification networks
in text and non text regions. To solve this problem, this paper introduces the region
candidate strategy in detail to adapt to text classification. Therefore, positive labels that
map to the actual bounding box with overlap greater than 0.5 are called fuzzy text labels,
while positive labels that map to the actual bounding box with overlap greater than 0.2
to 0.5 are called fuzzy text labels. In addition, background labels are assigned to text
candidate fields whose overlap with the actual boundary area is less than 0.2. This paper
believes that introducing more reasonable monitoring information can help the classifier
better understand the classifier, so as to better distinguish between text and complex and
changeable contexts, and filter candidate word segments to non text areas.

2.4 Semantic Similarity Detection

Semantic similarity refers to the degree of difference between the similarities of the same
thing and its different attributes. In research, we can compare one object with another and
judge its properties. Whether it is valuable depends on the similarity and comparability
between the two words. Semantic similarity refers to the degree of repetition of the same
word at different frequencies, that is, the more obvious the difference between the same
two words. Text similarity algorithm is an image processing method based on statistics.
It is widely used in text recognition and image comparison. First, we need to use a
word set that already exists in a certain range as a template to train the distance between
the characters marked in the classifier, or the corresponding relationship between the
positions of characters and the corresponding threshold. Secondly, we should judge
which category a word belongs to according to the specific situation, and then further
analyze its nature and characteristics. Based on the similarity algorithm, the words
extracted from the text that have the same or similar content with the original text are
compared. The collected phrase dataset is divided into several independent samples.
According to the semantic similarity between the fields in the sample set. Calculate
the eigenvalues and corresponding template information, and determine each analysis
sentence or text expression according to certain rules.

A method to measure the similarity between two texts based on the weighted ratio of
the minimum editing distance between two texts. In Levenstone spacing, each operation
will result in the operand plus 1. Levenstein distance algorithm can be solved by dynamic
programming. Its time complexity is o, so it is more suitable for short text similarity
comparison.

The semantic similarity recognition based on character statistics is not suitable for
more complex semantic similarity tasks. Word2vecword embedded model is the most
widely used embedded model. Cbow model is a continuous word bag model. Because
it is a word bag model, it does not consider the input order of words. The skip graph is
similar to the CBOWmodel, except that it exchanges inputs and outputs. Only the value
in the weight matrix that makes this bit valid can be used. The dimension extension of
Word2SecWordVector is very simple. Attention method is first applied to the field of
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computer vision, that is, in the field of image, some parts of the image receive higher
attention weight.

3 Detection and Recognition System Design Experiment

3.1 Experimental Environment

Operating system: Ubuntu 16.14.
CPU: Intel Core i8-4500U 3.4 GHz.
Memory: 12 G.
Hard disk: 2 TB.
Programming language: Python 3.7
In depth learning framework: Keras 1.3.2
Word vector training tool: Word2vec.

3.2 Datasets

The experimental data source is the web text data set used by the algorithm in Chapter 4.
On this basis, the classified text is evaluated through the emotional polarity analysis
program. If the score is greater than 0, the score is positive. If the score is 0, the score
is neutral. If the score is less than 0, the score is negative. The results fall into three
categories: positive, neutral and negative. The total number of samples in the entire
dataset is 3000, of which 2500 are for training text and 500 are for testing text. The
specific emotion classification results are shown in Table 1.

Table 1. Specific Emotion Classification Results

Emotional tendency Number Proportion/%

Positive 1200 40

Neutral 1000 33.3

Negative 800 26.7

Total 3000 100

3.3 Evaluation Indicators

Accuracy (A), accuracy (P), recall rate (R) and F value are commonly used evaluation
indicators for online text sentiment analysis. For a classification system, the calculation
process of each scoring indicator is different. 10. X, Y, Z, Q represent positive data,
negative data correctly classified in this text type, and positive data and negative data
incorrectly classified and not belonging to this category.

https://doi.org/10.1007/978-981-99-2092-1_4
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3.4 Experimental Design

Based on the bidirectional GRU model, the algorithm introduces a self focusing mech-
anism, and combines the pre trained word vector with the open source tool of Google
Word2Sec. The specific design of the experiment is as follows:

Using the traditional three-layer network structure of the multi-layer sensor model,
combined with the self focusing mechanism, the improved RNN has good performance.
Using the traditional BISTM model, combined with the self attention mechanism, the
improved RNN has good performance. Using the traditional Bigru model, combined
with the self attention mechanism, the improved RNN has good performance. The pre
trained word 2 vector is embedded into the traditional CNN model. Then we use Bigru
model with self focusing mechanism to train and extract features. Finally, the linear
kernel support vector machine classifier is used to obtain the prediction results. The
purpose of the experiment is to verify the good performance of the algorithm in the
public dataset.

4 Analysis of Experimental Results

4.1 Accuracy, Precision, Recall Rate and F Value in Training

A. P, R and F respectively represent the accuracy, precision, recall and F value of the
training set during the training process. After multiple iterations, the change curve of
each index has basically become stable, indicating that the model has achieved the best
training effect and basically achieved the expected design goals. See Table 2 for details:

Table 2. Accuracy, Precision, Recall, and F Values in the Training

P R F A

0 0.05 0.02 0.02 0.42

4 0.38 0.06 0.07 0.43

8 0.76 0.58 0.73 0.74

12 0.84 0.81 0.82 0.82

16 0.95 0.95 0.95 0.95

20 0.99 0.99 0.99 0.99
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Fig. 2. Accuracy, Precision, Recall, and F Values in the Training

As shown in Fig. 2, we can see that with the increase of iteration times, the accuracy
rate of the training set increases from 0.42 to more than 0.9, the accuracy rate increases
from 0.05 to 0.92, and the recall rate increases from nearly 0 to nearly 1. In addition, the
rising trend of accuracy rate is the most obvious. The recall rate and F value first slowly
increased to a sudden sharp rise.

4.2 Analysis of Model Results

It can be seen from the data in Table 3 that the algorithm proposed in this chapter has
the best effect, and the final accuracy rate has reached 92.8%. Compared with the MLP
model, the F value of this algorithmhas increased from85.2% to 93.3%, and the accuracy
rate has increased from 85.7% to 92.8%.

Table 3. Analysis of Model Results

P R F A

MLP 0.853 0.851 0.852 0.857

BiLSTM 0.861 0.863 0.862 0.867

BiGRU 0.882 0.882 0.880 0.877

BiGRU + Self-attention 0.932 0.934 0.933 0.928

IMDB 0.895 0.891 0.893 0.894



Double Attention Mechanism Text Detection and Recognition 509

0.853 

0.861 

0.882 

0.932 

0.895 

0.851 

0.863 

0.882 

0.934 

0.891 

0.852 

0.862 

0.88 

0.933 

0.893 

0.857 

0.867 

0.877 

0.928 

0.894 

0 0.5 1 1.5 2 2.5 3 3.5 4

MLP

BiLSTM

BiGRU

BiGRU+Self-attention

IMDB

Rate

M
o

d
u

le

P R F A

Fig. 3. Analysis of Model Results

As shown in Fig. 3, we can see that all indicators of this algorithm are superior to the
traditional bidirectional lstm and GRU algorithms. The algorithm proposed in this paper
is obviously superior to the traditional methods in network text sentiment analysis, and
has also achieved good performance on the public sentiment dataset IMDB.

5 Conclusions

In this paper, we analyze the motion law between dual core texts by constructing a text
image based on neural network algorithm, and use this method to recognize the target
and the undiscovered position on the training set, and then use it as the target. This paper
adopts a new idea, based on different angles, to detect text with depth first, non average
intensity and energy constraints. Based on the principle of setting the number of neurons
in the neural network algorithm and the traditional least square regression method, there
are great limitations in dealing with multi input nonlinear problems. In this paper, we
propose a new idea and principle to improve the neural calculator. Based on different
angles, a single pixel is used as the optimization function to classify and recognize the
original training set. Finally, the relevant arguments are put forward through experiments.
The experimental data in this paper are not sufficient and need to be further improved.
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Abstract. With the rapid development of Internet and artificial intelligence tech-
nology (AIT), a large number of social media tools such as Facebook, Twitter and
Instagram have emerged, which not only provide a wide communication platform
for Internet users, but also generate tens of thousands of text information with
rich emotions. In this paper, we study and analyze the text detection (TD) and
recognition system (RS) based on the dual-attention mechanism (DAM) under
AIT, and discuss the text localization method, the generation of candidate text
regions, and the key points of text extraction and recognition; we introduce the
DAM to train the model by two different types of feature maps to improve the TD
and recognition performance.

Keywords: Artificial Intelligence Technology · Dual-Attention Mechanism ·
Text Detection · Recognition System

1 Introduction

Nowadays we live in an era of information explosion, with the widespread use of digital
cameras, digital video cameras, cameras and other image acquisition devices as well as
the popularity of the Internet and the continuous development of multimedia technology,
the information people obtain is increasingly stored in the form of images and videos,
and the text embedded in the images and videos describes and illustrates the information
to be expressed in the images and videos, and for the huge amount of data, it is difficult
to meet the requirements even if we rely solely on manual annotation. If we can use
computers to automatically locate, detect, and identify this information, and to label
and classify the images, we can greatly reduce the cost and significance. Because of the
great number of uses and significance of automatic localization and recognition of textual
information in images, researchers in China and abroad have devoted much attention to
it.

In the field of machine learning, TD and recognition is a very important task, which
requires feature extraction or classification of input text to accomplish the target task. In
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this paper, we propose to improve model performance by learning two different types of
graphs to represent the relationship between text categories and labels based on a dual
attention mechanism [1]. We present a specific problem as an example: how to use two
different types of graphs to learn the relationship between categories and labels that are
meaningful and important to the text. For the TD task, since there is no other alternative
way to increase the prediction of the accuracy of the classification of different categories
(i.e., labels), we do not need to use more training data to enhance the prediction of the
accuracy of the classification of different categories and labels for the text recognition
task, andwe use amethod called the dual attentionmechanism to calculate the difference
between the prediction accuracy of the two categories [2].

TD and recognition in natural scenes has become an important research topic under
the artificial intelligence boom. Intelligent acquisition of text information from natural
scenes is a prerequisite for human-machine interaction and machine understanding.
Alongwith the explosive growth of information in the era of big data, TD and recognition
will be more widely studied and applied in industries such as industrial automation,
entertainment interaction, andmachine care. In this paper, two problems in natural scene
text processing: natural scene TD and text recognition are studied from the perspective
of a DAM-based approach under AIT [3, 4].

2 Research on TD and RS with AIT

In order to solve the problems of traditional LSTMmodel in attention training, this paper
introduces a dual attention model to train attention. Specifically, firstly, a convolutional
layer is introduced in the previously mentioned forward layer (LSTM) to complete the
mapping of feature maps and label maps. We add a residual connection to the forward
network in this convolutional layer. In the ReLU training phase, if the model identifies
a label, a residual block is added to the convolutional layer to make a prediction for that
label. After that, the residuals are then connected to each feature map in both networks
by ReLU, and the labels are used to represent the categories of the pairs respectively.
The fusion of the feature maps and labeled maps is then performed by a recurrent neural
network (RNN) [5].

2.1 Overview of Text Location Methods

Figure 1 below illustrates the overall process of the proposed localization algorithm,
including the scene image pre-processing process, coarse classification to obtain candi-
date text regions, and finallymore detailed classification using SVM.Firstly, the acquired
scene images are processed by grayscale and binarization methods to obtain the white
layer and black layer images of the scene images, and then the morphological operations
and connected region prior knowledge restrictions are applied to process the obtained
white layer and black layer images respectively, and the regions marked out in the pro-
cessed white layer and black layer scene images are combined to obtain preliminary text
regions [6, 7]. Finally, the LBP-PHOG features of these regions are extracted, supple-
mented with four overall texture features, and the preliminary and also candidate text
regions obtained are further filtered using a pre-trained SVM classification model.
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Fig. 1. Overall Flow Chart of Complex Scene Image Positioning

2.2 Generating Candidate Text Areas

After processing by the improved Niblack binarization algorithm, the complex scene
image is decomposed into three binarized images in the white layer, black layer and
gray layer. Due to the large standard deviation of text regions in the image, the final text
regions are only likely to be in the white layer and black layer images after passing the
layering. Therefore, a rough localization of the text regions in the binarized white and
black layer images is performed next separately to reduce the computational effort in the
subsequent SVMfine localization. The specific steps are as follows: first, morphological
processing is performed so that the parts of a single character are connected together to
form a connected body, while removing the voids within the character and smoothing the
character boundaries; next, the marking of connected regions is performed, and these
connected regions are restricted, merged, etc. according to some guidelines obtained
through a large number of observations, and finally the text regions in the binary images
of the white and black layers are fused to complete the coarse localization of the original
image The coarse localization of the original image is completed by fusing the text areas
in the white and black layer binary images [8].

2.3 Research on Key Points of Text Extraction and Recognition

Text Segmentation. After the above pre-processing of the acquired complex scene image,
the generation of candidate text regions and SVM fine positioning, we have precisely
obtained the text regions in the image, and then we need to separate the characters in the
text regions from the background to facilitate the subsequent recognitionwork. However,
due to the influence of the shooting angle and the fading of the characters in the image,
the recognition of the characters obtained by directly segmenting the text region is not
very good and the accuracy rate is low, so some appropriate pre-processing is needed
for the segmented characters, for example, for the character tilt caused by the shooting
angle, tilt correction can be performed to remove the influence of the character tilt; for
the influence of the character strokes sticking together and breaking effects, these effects
can be eliminated by image sub-pixel processing techniques, etc. [9, 10].
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(1) Text area sub-pixel pre-processing

Before segmentation, it is necessary to perform some pre-processing operations on the
text area to be processed to reduce the influence of background and other factors on the
segmentation. In practice, for images with high resolution, the measurement accuracy
only needs to reach the pixel level to meet the needs, but for images with low resolution,
the pixel level is often not enough to meet the requirements, although the resolution
can be improved with the help of high-precision equipment, such as digital cameras,
scanners and other equipment, but the cost is relatively high, and for the stored images
can not help, but with the help of Sub-pixel technology is a good solution to all of these
problems, saving a lot of money and providing significant results.

(2) Text line division

Because there may be multiple text regions in the image, and the size and color of the
characters in these text regions may be different, such as the text characters in the road
signage, each character is a separate text region. In order to facilitate the subsequent tilted
text correction and recognition, we need to merge these adjacent character connected
areas with similar characteristics according to the characteristics of each character, so
that the character connected areas belonging to the same text line are marked with a
rectangular box, and the position of each character connected area needs to be recorded
for the subsequent tilt correction process.

The minimum spanning tree algorithm is used to solve the minimal connected sub-
graph that includes all vertices in the connected graph with weights and the sum of the
weights of the edges where these vertices are located is minimal. As a result of pre-
processing, generation of candidate text regions, and SVM fine-localization, we obtain
the text regions in the image to be processed, and we can combine them by the features
between these text regions and their own features to determine the final text region box
[11]. And this process has some similarity with the idea of finding minimal connected
subgraphs in minimum spanning tree, firstly, each text connected region obtained by
localization is regarded as a vertex in the undirected connected graph, and then the
weights of the edges formed by the nodal connections corresponding to these two text
regions are determined according to the features between them and the position rela-
tionship between them, the color, etc. The more similar the features between them, then
the The more similar the features are, the smaller the corresponding weights are. By this
transformation, all text regions in the image to be processed form a weighted undirected
connected graph. Then a minimal connected subgraph is found in which all vertices are
included and the sum of the weights of the edges of these vertices is minimized. Finally,
the weights on this minimal connected subgraph are determined by some threshold value
to determine whether two nodes are connected, i.e., whether the text areas corresponding
to these two nodes are merged, and finally marked in the same rectangle, and if they
are larger than the preset threshold value, the connection between these two nodes is
removed, and if they are smaller than the preset threshold value, the connection between
these two nodes is kept, and finally we will get multiple Finally, we will get several
connected branches, and the text area corresponding to the nodes in each connected
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branch will finally be marked in the same rectangular box to achieve the division of text
lines [12].

2.4 Threshold Segmentation

After preprocessing with sub-pixel technology, the character details in the text area have
been better expressed, and the adhesion and fracture of characters have also been well
solved. Next, characters in the text area need to be separated. There are many segmenta-
tion algorithms at present, and good results have been achieved for specific applications.
Because the text in the scene image is generally different from the background in order
to facilitate reading, and the background of the text area obtained after positioning is
relatively simple, this paper uses the widely used and simple and efficient threshold
segmentation method to segment the text area after preprocessing. The key of threshold
segmentation method is to find an appropriate gray value as the segmentation line in the
original image according to certain criteria, and to bipolar all pixels in the image (set to
0 or 255).

There are many threshold segmentation methods, such as manual selection method.
Through the observation of the image, the appropriate threshold is manually selected for
segmentation. According to the segmentation result, if the effect is bad, the threshold
segmentation is re selected, and finally the appropriate threshold is selected; The auto-
matic threshold method usually establishes a histogram for the gray level of pixels in the
image, and selects the optimal threshold according to the distribution of gray level values
and specific criteria, including the maximum inter class variance method, the minimum
error method and the maximum entropy method; The idea of watershed algorithm is to
regard the original image as a topographical map with high and low terrain according to
the gray value of the pixel, so as to divide the image area according to the principle of
water mobility.

3 TD and RS Based on Double Attention Mechanism

3.1 Attention Mechanism

To achieve the ultimate goal ofWeb text sentiment classification, the model construction
in this chapter adopts a method based on a combination of deep learning techniques and
attention mechanisms. The basic process is as follows: first, the classified sentiment
dataset is preprocessed with text, and the word vector is trained with Google’s open
source word2vec technology. After that, the feature data in the training set are fed into
the traditional CNN model and the bidirectional GRU model for feature training and
extraction, and finally the final sentiment classification results are output using the SVM
classifier in the machine learning algorithm. The detailed Web text sentiment analysis
general framework of the algorithmic model in this chapter is shown in Fig. 2.



516 Y. Qi et al.

Fig. 2. TD and RS

Training in accordance with the above process of convolution network has strong
ability of fitting data, especially when dealing with larger input data, complex task,
computing power is still likely to become the bottleneck of the model. The convolution
structure and pooling layer of local connections in convolutional networks can be used
to simplify network structure and alleviate the contradiction between model complexity
and expression ability.

Obviously, network capacity is directly proportional to network complexity. The need
to store more information will lead to the increase of the complexity of the network, so
that the parameters of the network will increase significantly. The human brain’s neural
network has the same problem. The human brain receives a lot of data at any given
moment. For visual tasks, including image classification, the eyes send tens of millions
of bits of information to the visual nervous system every second.

According to the concentration effect of the characteristics of the form, the attention
mechanism can be divided into two kinds: based on the item of attention and attention
based on location. Based on item lose people’s attention are containing specific sequence
of data items; The input to location-based attention is a feature map with a spatial
dimension. In the field of computer vision, based on the location of the attention is
associated with the task more, function method is relatively direct attention mechanism,
application more widely, but based on the item’s attention in many special model has
been applied.

3.2 TD and RS Based on Double Attention Mechanism

In this paper, in the process of converting the text regions in the image to be processed
into a weighted undirected connected graph, it is assumed that the characters in the text
regions that are finally divided into the same text box have similar colors and stroke
widths, and their positions have certain patterns, so the weights of the edges between
the nodes corresponding to the text regions are calculated based on the characteristics
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of the colors of the characters in the text regions, the stroke widths, and the position
relationships between them The weight of the edges between text areas is calculated
based on the color of the characters in the text area, the width of the strokes, and the
relationship between them. The calculation formula is shown in (1) below.

Wht(CCi,CCj) = WhtGray(CCi,CCj) + WhtstrokeWidth(CCi,CCj) + WhtPosition(CCi,CCj) (1)

The CCi and CCj represent any two text regions in the image. The above equation
shows that the more similar the color, stroke width and other features are, the smaller the
corresponding weights will be, which will eventually result in a minimum spanning tree
with a weighted undirected connected graph, and then set a cut-off value to remove the
edges with weights greater than the cut-off value to form a number of single connected
branches, each of which represents a text region to be divided into a text line, finally
completing the division of text lines.

This method is used to merge text regions and thus divide text lines, taking full
account of the features between individual text regions as well as their own features, and
the final ER are very good.

3.3 Text Character Pre-processing

It is very necessary to carry out pre-processing operations before feature extraction of
text images. Better results of pre-processing can greatly reduce the influence of noise,
etc., and can reduce the amount of computation for feature extraction and subsequent
recognition, speed up the recognition speed and improve the recognition accuracy. On
the contrary, it is easy to cause false recognition and other undesirable results. This paper
mainly introduces the character image after binarization, and the common preprocessing
measures generally include image smoothing and denoising, character normalization,
character refinement operation, etc.

Noise removal: Images acquired through optical imaging devices often contain a
variety of noise, which can be processed to remove isolated dots in the image, fill small
holes in the characters, smooth the edges of character strokes, and reduce the amount of
computation for the next feature extraction. The methods commonly used to eliminate
the effects of noise are median, mean, and Wiener denoising.

Normalization: Since the characters in the text image have various sizes, positions
and stroke thicknesses, there is no uniform standard for the next feature extraction, which
increases the complexity of feature extraction, so it is necessary to normalize the size,
position and stroke of the characters in the text image. Size normalization refers to the
adjustment of all characters in the text image to the same size character.

Position normalization refers to adjusting the center of the character in the character
image so that the center of the character is located in the center of the character image
to facilitate the next feature extraction. The center of the character is solved according
to Eq. (2), and then adjusted so that the center of the character is located in the center of
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the character image.
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(2)

where I(i,j) denotes the pixel value of the image after binarization, 0 is the background
pixel, 1 is the character pixel, andMI andMJ are the center of the Ith row and Jth column,
respectively.

Stroke normalization refers to the inconsistency of stroke thickness due to the vari-
ation of character shape or font. Stroke normalization is used to weaken the long or
thicker strokes and enhance the thinner or shorter strokes to ensure consistency.

4 A TD and RS Based on Dual Attention Mechanism with AIT

4.1 Experimental Analysis

(1) Evaluation algorithm

In this paper, the localization results of the localization algorithm are judged by
defining the accuracy p and the recall r. The overall idea is based on area matching,
with higher p indicating a better match between the text area localized and the area
where the actual text is located, and higher r indicating fewer text areas are missed in
the localization results, and they are defined as follows.

p =
∑

re∈E m(re,T )

|E| , r =
∑

rt∈T m(rt,E)

|T | (3)

m(r,R) = max(mp(r, r
′)|r′ ∈ R) (4)

where E is the set of text regions obtained after localization of the image, T is the set
of text regions that would have existed in the scene image, R denotes the number of
elements in the set, and mp (r1, r2) denotes the area match between two rectangles r1,
r2. In order to make a suitable evaluation of the overall performance of the localization
algorithm, the following equation is defined.

f = 1

∂/p + (1 − ∂)/r
(5)

where ∂ the above evaluation criterion uses the idea of rectangle matching to judge the
localization results. When labeling the text area in the image, it is necessary to label
it with the smallest external rectangle, but the discrepancy of labeling can be caused
by objective human factors, etc. Therefore, in this paper, when judging the localization
results, if the overlap between the rectangle labeled by the localization algorithm and
the manually labeled rectangle is greater than If the overlap ratio between the rectangle
marked by the localization algorithm and the manually labeled rectangle is greater than
90%, the localization result is considered accurate.
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(2) Preparation of image experiment database

Although the research on text detection and recognition in scene images has been
developed for many years, there is no representative public database with few restric-
tions for researchers to conduct experimental research. It is mainly due to the complexity
of scene text extraction and recognition. In order to study the key technologies of text
detection and recognition, a scene image database with fewer restrictions is indispens-
able. At present, the competition database provided by the organizer of ICDAR2003
text positioning competition has a certain universality and few restrictions, including
three image databases: text positioning, segmentation and recognition. However, the
competition database is mainly aimed at scene images containing English characters,
and the text arrangement is relatively simple. With the deepening of research, there are
more and more public scene image databases, such as the MSRA-TD500 database built
by Yao et al. to study and publicly provide for researchers to use, and the streetscape
database built by Google for street scenes. These databases have different priorities
for specific application needs, which facilitate the research of image analysis, But it is
mainly built for English or other non Chinese character scenes. For scenes containing
Chinese character information, there are few public databases at present, and some of the
public databases cannot meet the actual needs in terms of quantity or complexity of the
situation. Therefore, after analyzing the existing image databases, this paper has built an
image database. The entire database has about 800 scene images, Digital cameras and
other photographic equipment.

4.2 Selection of the SVM Training Sample Set and the Training Process

In the experiments, a total of 1200 positive samples and 2000 negative samples were
collected and mixed together, two-thirds of which were used as training sample images
for the SVM classifier and the other one-third were used to test the classification model
obtained from the training. The positive samples were obtained by randomly selecting
300 images from the training images in the self-built complex scene image library and
manually segmenting the text characters in the images to include different sizes, colors,
fonts, etc. as much as possible. By observing and analyzing the text characters in the
images and after several tests, we normalize the sample size to 64*64 pixels size, which
can speed up the processing while providing the necessary texture information.

4.3 Algorithm Verification and Result Analysis

In the process of conducting experiments, the effectiveness of the combined features
selected in this paper is tested first, then the performance of the localization algorithm
in this paper is tested comprehensively, and then the DAM proposed in this paper is
compared with other algorithms in detail.

Feature validity test. In order to illustrate the effectiveness of the combination features
selected in this paper, the combination features of this paperwere verifiedby experiments,
and the ER show that the combination features selected in this paper can effectively
express the text character features in the scene images. The ER are shown in Table 1,
Fig. 3.
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Table 1. ER

Characteristic type Accuracy% Recall rate%

LBP 78 75

PHOG 79 77

PHOG + LBP 83 80

PHOG + LBP + 4 88 85
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Fig. 3. Feature Effectiveness Test Results

The ER of the above data show that the PHOG features extracted in this paper can
describe the spatial distribution of the image contour, shape and other information by
counting the gradient size and direction of the image pixels, and combined with the
LBP features, which describe the local texture features by counting the size relationship
between pixels in the image neighborhood, can effectively improve the feature detection
effect of each region of the image, and then supplemented with The four overall texture
features extracted from the image after wavelet transform can be used to effectively
represent the features of text characters.

5 Conclusions

Regarding the study of TD and RS based on DAM under AIT, this paper investigates
the detection method of DAM after analyzing the limitations of existing deep learning-
based multi-directional TD algorithms. In the extraction of image information of natural
scenes, TD and recognition are two very critical tasks. The algorithm studied in this paper
accomplishes these two tasks to a certain extent, but there are still some problems that
need to be improved and perfected in future research work. The algorithmmainly makes
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targeted design and improvement in the feature extraction network part and detection
part, however, the recall rate of the algorithm is not high. How to improve the recall
rate while improving the speed and reducing the pre-set boxes is an urgent problem to
be solved. Therefore, how to detect the text for large skew angle and how to correctly
divide the text block content are the key contents of future TD research.
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Abstract. This paper mainly studies the power grid monitoring and transmis-
sion system using CAN bus, including CAN bus, data information collection unit,
data information monitoring unit and communication unit. The data information
collection unit and communication unit are linked on the same CAN bus, while
the data information monitoring unit is connected with the communication unit.
Among them, CAN bus is used to complete the two-way transmission and multi-
party transmission of data information; The data information collection unit is
used to collect the data information of power grid devices in real time; The data
informationmonitoring unit is used to collect, save and display themonitoring and
management data information of all power grid equipment; The communication
unit forms a communication module between the CAN bus and the data informa-
tion monitoring unit to complete the two-way transmission of data information
between the CAN bus and the data information monitoring unit. The communica-
tion unit also includes PCI communication module, processing module and CAN
control module. This paper can also monitor the current, voltage and tempera-
ture control on the spot under the high-voltage environment, which points out the
decision-making basis for the maintenance and repair of electrical equipment.

Keywords: Power · Bus · Communication · Data Transmission

1 Introduction

In recent years, the remote detection and control of electric power has been rapidly
popularized and has attracted increasing attention from relevant personnel in operation,
business management, technology and other posts [1]. The embedded technology has
been applied in electric power because of its advantages of strong flexibility and tailoring
operation [2]. Fieldbus detection and control is a way to apply embedded technology to
power detection system [3].

Fieldbus technology turns a decentralized power grid detection and control system
or device into a network node. Based on the field lines, they are connected into a net-
work that can exchange messages and complete automatic control tasks together [4–15].
At present, the signal transmission technology of line based power grid detection and
control system generally uses RS negative three or RS-485, but this technology has the
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following disadvantages: the network is relatively closed, and there is no unified stan-
dard and communication protocol; The detection and control system is generally a slave
architecture [16]. There is only one master node on the network, which cannot form a
multi master redundancy system. If the master node has problems, the entire network
will not work; The baud rate is low and the data transmission time is short, which can
not meet the real-time requirements. The purpose of this paper is to solve the defects
of the current power detection system, and propose a power monitoring transmission
system using CAN bus. The control system conducts on-site detection and management
of flow, pressure and ambient temperature in a high-voltage environment, providing
decision-making basis for device maintenance and repair.

2 Power Monitoring Transmission System Based on CAN Bus

Figure 1 adopts the information electrical control transmission systemofCANbus,which
is divided into CAN bus, information collection unit, information monitoring unit and
communication unit [17]. The information collection unit and communication unit are all
connected on the sameCANbus,while the informationmonitoring unit is connectedwith
the communication unit. Among them, CAN bus is used for two-way transmission and
multi-party transmission of information;The information collection unit is used to collect
information about the pressure, flow and ambient temperature of electric equipment, and
then send the information to the CAN bus; The information monitoring module is used
to collect, save and provide monitoring and control information about power equipment;
The communicationmodule forms a communicationmode between the CANbus and the
information monitoring module to complete the two-way transmission of information
between the CAN bus and the information monitoring module.
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Fig. 1. Structure diagram of power monitoring transmission system based on CAN bus

In this paper, each module in the whole control system is connected to a CAN bus,
thus forming a logical layer connection. CAN is a bus type serial communication system,
which can work through multi master mode, and can complete the mutual standby work
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of multi master and multi system. As long as a device system node is located in the
LAN, it can transfer information data with other nodes, and divide the power saving
data of the device system into different levels through time [18]. The CAN transmission
bus usually uses CRC detection method and has strong error correction capability, so
the system can achieve good data communication. The digital monitoring device can
truly show the data of the power equipment of the information collection unit to the
monitoring personnel, so that the monitoring personnel can have a direct understanding
of the situation of the accident site, and the management of the accident site is more
convenient. The communication unit is a device inserted on the data monitoring unit to
connect the CAN bus. It is mainly used for CAN communication and communication
with the data monitoring unit. The communication unit basically uses the event driven
method to complete its functions. This process is usually: after initialization and self
inspection, add the main working cycle, wait for the event to trigger, and then use the
event triggermethod to call the functionmodules in thememory.When this paper is used,
the information acquisition module first collects the current and voltage information of
each line loop and between lines of the electrical equipment, and transmits the data
to the communication module via the CAN bus, and then the communication module
transmits the information to the operator of the data monitoring module, so as to monitor
the voltage, flow and conditions of each part of the electrical equipment.

The communication unit in this paper is mainly divided into PCI communication
module, processing module and CAN control module [19, 20]. The PCI communication
module manages the sending and receiving of PCI bus data, while the CAN control
module is responsible for the sending and receiving of data on the CAN bus, and the
processing module is used to manage the digital communication and collaborative man-
agement between the PCI communication module and the CAN control module, and
convert the data frame or control frame suitable for CAN communication or PCI com-
munication. In order tomeet the requirements of configuration and information exchange
of power monitoring system, monitoring controller must be connected with a large num-
ber of communication modules. The data monitoring unit usually has a PCI interface,
and the communication unit in this monitoring system has a matching PCI communica-
tion module to realize the communication of the data monitoring unit. Therefore, PCI
954 core chip can be selected. This core chip can meet the full functions of PCI master
module and target module, transform the relatively complicated PCI bus connection into
relatively simple user connection, and complete all hardware system connection signals
and installation space registers required in PCI standard. The communication unit must
occupy the center of the overall structure in this transmission system, and become the
most critical part of the whole communication unit. The processing module must have
strong performance and good stability. ARM processor can be selected. When MCU
receives the data and control character recognition sent by PCI communication module,
it will convert them into data frame or control frame of CAN bus after judgment and
processing, and send them to CAN control module, and the CAN control module will
automatically send a frame. When MCU receives the data frame or control frame sent
by CAN communication interface, it will convert it into the data frame or control frame
of PCI bus after judgment and processing, and send it to PCI communication module,
which will automatically send it to the data monitoring unit.
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3 Power Line Communication System

Figure 2 is the basic schematic diagramof the PLCdevice in this paper. Power supply line
communication equipment includes cloud central host, power system PWR and commu-
nication terminal equipment of several power supply lines. In Fig. 2, the communication
terminal equipment of the power supply line can be connected to the cloud central host
and the power system PWR through the EL coupling of the power transmission line.

Cloud central host Power system

Power line communication 
terminal

Power line communication 
terminal

EL

Fig. 2. Schematic diagram of power line communication system

In Fig. 2, the information between the data service central computer and the power
line communication terminal device can be directly transmitted through the power net-
work communication protocol using the power transmission line EL, thus simplifying
the hardware structure of the power line communication network.

When using the power line communication terminal device and the power dedicated
line communication system, the power or network flow used in all the home electronic
devices connected with it can be recorded, so that in the actual use of smart home, users
can easily monitor the changes in the power or network consumption of all the electronic
devices in the smart home, so that the application scope of home electronic devices can
be further standardized and adjusted; In commercial use, users can also easily measure
and charge according to the electric energy of different electronic devices or the online
usage, and can also use the electric energy of different electronic devices or the historical
data of online usage to realize big data mining.

4 Power Line Communication Terminal

Figure 3 is the basic schematic diagram of the power network communication terminal
device in this paper. In this paper, the power line communication terminal device can have
the same basic architecture and working principle as the power network communication
terminal device. The power network communication terminal device usually includes
USB port, power network communication interface, universal serial bus unit, power
network communication unit and processor.



526 Y. Ye et al.

Power network communication connection can be coupled by power transmission
network EL and power system PWR. In this paper, the power supply line communication
connector can also use the general power plug. When the distribution network commu-
nication connector enters the power socket, it can use the power transmission line EL
that has been erected by the power company to couple with the power system PWR, so
as to obtain the normal power supply.

The power line communication system can package the data transmitted from the
processor, and then transmit the packaged data to any equipment coupled with the power
transmission line EL through the power line communication interface or power transmis-
sion line EL through the power line communication protocol to achieve data transmission
and network communication. In Fig. 3, the power network communication system can
send the packet data to the cloud central server coupled with the power supply transmis-
sion line EL. In this way, the cloud central server can obtain the information transmitted
by the power network communication terminal device, and can conduct further data
processing and calculation.

In this paper, when the common serial bus interface is coupled with the peripheral
electronic deviceMzero, the common serial busmodule can charge the peripheral human
resource electronic devices via the common serial bus interface according to the power
supply requirements of the peripheral electronic device Mzero.

In terms ofUSBPDspecification, the power port through the serial bus can coordinate
with the power receiving port. In the process of cooperation, the power receiving port
can tell the power terminal what its required power supply or acceptable power supply
specification is, and the power terminal can also tell the power receiving port what
its available power supply specification is. After the cooperation between the two is
completed, the power terminal can supply power to the power receiving port according
to the power requirements of the power receiving terminal. In this paper, since the
universal serial bus interface, the universal serial bus module and the external electronic
devices can support the input requirements of the universal serial bus, the universal
serial bus module can also follow the process of the input specification requirements
of the universal serial bus. In the process of communication and coordination with the
external electronic devices, after obtaining the power supply requirements of the external
electronic devices, Then the USB interface directly recharges the external electronic
devices.

Because, in the power transmission specification of the universal serial bus, the
universal serial bus interface can provideCCpin in addition to the pin previously required
in the common serial bus standard, so on the premise that the common serial bus port, the
common serial bus module and the peripheral electronic devices fully meet the power
transmission specification of the common serial bus, The ordinary serial bus module can
also directly verify the human resource electronic devices other than the configuration of
the ordinary serial bus port and the channel pins, such as the identification and comparison
of product categories. After the verification is completed, the ordinary serial bus module
can also charge the external electronic devices directly through the ordinary serial bus
port, which can more ensure the security of the application.

The data processor can also obtain and generate a message packet according to the
power supply demand and/or charging time of the external electronic device, and transmit
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processor
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Fig. 3. Schematic diagram of power line communication terminal device

the message packet to the communication module of the power supply line. While the
power line communicationmodule can transmit the information in the informationpacket
to the cloud server or central host through the power line communication interface
according to the power line communication protocol when receiving the information
packet.

In this paper, the power line communication terminal device can receive the network
packet information sent by the external electronic device through the universal serial
bus, and then use the power supply network communication method to transmit the
information about the Internet packet, that is, by using the power line communication
terminal device, the external electronic device can directly realize packet exchange with
the Internet, thus realizing the network function.

For example, the USB module can receive network packets from external electronic
devices through the USB interface. The processor can also include a network adapter
that supports RNDIS, and can implement the network layer and application layer. In this
way, when external electronic devices transmit network packets through the universal
serial bus port, the network adapter of RNDIS can directly convert network packets into
packets that support TCP/IP, and can further analyze the content of network packets
through the network layer and application layer of the processor. After analyzing the
content of the network packet, the processor can re packet the content of the network
packet according to its actual use needs through the application layer or network layer,
and transmit it to the communication module of the power supply line. The power line
network module can reorganize the internal network packets and make them into new
packets more suitable for the power line connection platform, and then transmit them to
the Internet through the power line communication interface.

After the network packets collected by the communication connector of the power
supply line, the communication components of the power supply line can be analyzed
and processed by the processor, transmitted to the universal serial bus module, and
transmitted to the peripheral electronic technology equipment through the universal
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serial bus connector. In this way, external electronic devices can directly exchange data
with the Internet, thus meeting the online function of external electronic devices.

In addition, the processor can also obtain the network transmission data used by
external electronic devices from the above process, and use the power line communica-
tion module or power line communication interface to transmit the network transmission
data to the cloud server or central server. In this way, the cloud server and the central
server will be able to understand the amount of data transmitted by the external electronic
devices coupled to the power line communication terminal equipment, and can further
control and charge according to the amount of data transmitted by the network.

Because any power line communication terminal device can, as from the power line
communication terminal device, send the data of power supply time and/or charging
time used by external electronic equipment and facilities to the cloud central host, so
that the cloud central host can count the usage of each external electronic equipment
and facilities coupled to the power line communication terminal device according to the
data transmitted from the power line communication terminal device, And make further
control and charges.

5 Conclusions

Compared with the current information transmission technology, this paper has the fol-
lowing important roles: because this paper uses the CAN bus network, according to the
characteristics of good autonomy of the CAN bus, this system adds a device node or
removes a device node in the serial bus, which does not cause any interference to the
normal work of the entire system. In addition, the network has high communication fre-
quency and good real-time data communication characteristics, The monitoring system
has good independence, stability and free performance. In addition, with the help of the
establishment of information collection module, information monitoring module and
communication module, we will establish a decentralized, two-way, interconnected and
interactive data transmission and control system. The system has unified network layout,
low cost, easy connection, and is convenient for building a strong system monitoring
and management network.

Acknowledgement. State Grid Hubei Electric Power 2022 Power Communication Information
Security Interaction Technology Research and Application Technology Project under the cloud
edge collaboration framework.
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Abstract. This paper studies a power communication link establishment method,
resource allocation method and system. The power communication link estab-
lishment method includes: sending a configuration request to the configuration
server until the configuration server determines that the sender meets the access
conditions of the communication link to be accessed according to the security
requirement list and the received configuration request, and the sender establishes
a connection with the communication link to be accessed. By using this technol-
ogy, the power service terminal can select the corresponding communication link
according to the security preference, and send the configuration request to the
configuration server; The configuration server then reversely determines whether
the power business terminal meets the access conditions according to the security
requirements list, and finally enables the power business terminal to access the
communication link that meets its own security needs and preferences, meeting
the differentiated security requirements of the power business terminal for the
communication link resources.

Keywords: Power Communication · Configuration Link · Server

1 Introduction

In the field of electric power communication, due to the complexity of electric power
communication business, the risk level and planning strategy of electric power commu-
nication network are different from those in other fields, and existing research results in
other fields cannot be used [1–3]. It is necessary to develop targeted and personalized
methods according to their unique characteristics [4–7]. The key to reduce the operation
risk of power communication network is how to equalize the communication business
risks of different levels in the communication network, that is, how to find a safe link that
can always maintain the lowest overall risk balance of power communication network
is an urgent problem to be solved at present. At present, the maximum channel gain
method is generally used to deal with the problem of network resource allocation [8].
When different link nodes forward, the channel gain of each node is identified to com-
plete the selection of the next node, so as to achieve the transmission of service data [9].
However, this method ignores the security of communication link resources and does not
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take into account the differentiated security requirements of different service terminals.
This paper provides a method of establishing power communication link, a method of
resource allocation and a system to solve the technical problem of differentiated security
requirements of service terminals for link resources.

2 Process of Resource Allocation Method

Figure 1 is a flow diagram of the power communication resource allocation method
provided in this paper. The details are as follows:

Step (a): Receive the configuration request sent by the sender.
Step (b): Query the security requirement list according to the terminal information

and link information, and determine the first security requirement level of the sender
and the first access level corresponding to the communication link to be accessed.

In this paper, the security requirement list records the security requirement level of
each terminal equipment and the access level required by each communication link.

Step (c): judge whether the first security requirement level is less than or equal to
the first access level; If the first security requirement level is less than or equal to the
first access level, perform step (d); If the first security requirement level is greater than
the first access level, perform step 404;

Step (d): Confirm that the sender meets the access conditions of the communication
link to be accessed; Perform step (f).

Step (e): Determine that the sender does not meet the access conditions of the
communication link to be accessed.

Y

Receive the configuration request sent by the sender

Query the demand list according to the link information to 
determine the demand level and the first access level 

corresponding to the communication link to be accessed

Whether the first security requirement level 
is less than or equal to the first access level

Confirm that the sender meets the access conditions of the 
communication link to be accessed

Allow the sender to establish connection with the 
communication link to be accessed

Determine that the sender does not meet 
the access conditions of the 

communication link to be accessed

N

Fig. 1. Flow of power communication resource allocation method
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Step (f): Allow the sender to establish a connection with the communication link to
be accessed.

In this paper, after determining that the sender does not meet the access conditions
of the communication link to be accessed if the first security requirement level is greater
than the first access level, it also includes: when determining that the sender does not
meet the access conditions of the communication link to be accessed according to the
security requirement list and the received configuration request, the sender is refused to
establish a connection with the communication link to be accessed [10–18]; According
to the first access level, obtain a number of communication links that do not meet
the access conditions, including the communication links to be accessed, and generate
feedback results based on a number of communication links that do not meet the access
conditions [19]; Send feedback results to the sender, so that the sender can update the
current security preference list according to the feedback results.

The configuration server in this paper judges whether the power business terminal
meets the access conditions according to the security requirement list containing the
security requirement level of each power business terminal, and matches the communi-
cation link that meets the security requirement level for the power business terminal [20];
In addition, when the sender does not meet the conditions for establishing a connection
with the communication link to be accessed, it rejects the sender’s connection establish-
ment request and sends the feedback results in a timely manner, so that the sender can
update the current security preference list and improve the matching efficiency between
the power business terminal and the communication link.

3 Structure of Resource Allocation System

Figure 2 is a structural diagram of the power communication resource configuration
systemprovided in this paper,whichmainly includes: configuration server, power service
terminal and communication link resources.

configure server Power service terminal

Communication link resources

Fig. 2. Structure of power communication resource allocation system

In this article, the configuration server executes any power communication resource
configuration method as described in this article. The power service terminal performs
any of the power communication link establishment methods described herein. The
communication link resource includes several communication links including the com-
munication link to be accessed, which is used to establish a connection with the power
service terminalwhen the configuration server determines that the power service terminal
meets the access conditions of the communication link to be accessed.
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The power service terminal in this paper establishes a security preference list through
the analytic hierarchy process, selects the corresponding communication link from the
communication link resources according to the security preference, and sends the con-
figuration request to the configuration server; The configuration server then reversely
determines whether the power business terminal meets the access conditions according
to the security requirements list, and finally enables the power business terminal to access
the communication link that meets its own security needs and preferences. Through the
bilateral matching mode, the differentiated security requirements of the power business
terminal for the communication link resources are met.

4 Timing of Communication Link Establishment Method

In order to better illustrate the step flow of this paper, Fig. 3 is a sequence diagram of
the power communication link establishment method provided in this paper. The power
service terminal sends a configuration request to the configuration server to enable the
power service terminal to establish a connection with the communication link to be
accessed; When the configuration server determines that the power service terminal
meets the access conditions of the communication link to be accessed, the power service
terminal is allowed to establish a connectionwith the communication link to be accessed.

Configuration Request

Power service terminal configure server Communication link resources

Meet the access conditions 
of the communication link 

to be accessed and allow the 
connection to be established

Establish a connection

Fig. 3. Timing of power communication link establishment method

In this paper, the current security preference list is updated according to the feedback
results of the last configuration request. Specifically, when the sender does not meet the
access conditions of the communication link to be accessed, it receives the feedback
results sent by the configuration server; The feedback result records several communi-
cation links that do not meet the access conditions, including the communication link to
be accessed; The access level corresponding to several communication links that do not
meet the access conditions is less than or equal to the first access level corresponding to
the communication link to be accessed; According to the feedback results, the current
security preference list is updated by deleting the communication links to be accessed
or several communication links that do not meet the access conditions.
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In this paper, through the security preference list, the power service terminal selects
the corresponding communication link according to the security preference, and sends
the configuration request to the configuration server; The configuration server then
reversely determines whether the power business terminal meets the access conditions
according to the security requirements list, and finally enables the power business termi-
nal to access the communication link that meets its own security needs and preferences,
meeting the differentiated security requirements of the power business terminal for the
communication link resources.

This paper can also delete the communication links that do not meet the access
conditions by updating the current security preference list, so that the power business
terminal can match the communication link corresponding to its security requirement
level, and improve the efficiency of establishing the connection between the power
business terminal and the communication link.

5 Structure of Processor Hardware

Figure 4 shows the structure diagram of a processor provided in this paper. As shown
in Fig. 4, this processor is used to implement the above power communication net-
work security link configuration method. The processor comprises: a network global
risk degree acquisition module; Business channel availability acquisition module; Busi-
ness channel bandwidth upper limit value acquisition module; Link delay upper limit
value acquisition module and optimal security link acquisition module. Among them,
the network global risk degree acquisition module is used to obtain the network global
risk degree; The business channel availability acquisition module is used to obtain the
business channel availability; The upper limit value acquisition module of the service
channel bandwidth is used to obtain the upper limit value of the service channel band-
width; The upper limit value acquisition module is used to acquire the upper limit value
of the link delay; The optimal security link acquisition module is used to acquire the
optimal security link.

The application of the above processor can effectively reduce the overall risk bal-
ance of power communication network, and has high availability and effectiveness in
reducing transmission delay and link calculation time, which is helpful to configure the
optimal security link of power communication network. At the same time, quantitative
calculation to determine the importance of services has important theoretical and prac-
tical significance for analyzing the impact of communication services, equipment, etc.
on the reliability of communication networks.
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Obtain the global risk degree of the network

Get business channel availability

Get the upper limit value of business 
channel bandwidth

Obtain the upper limit of link delay

Get the optimal security link

Fig. 4. Processor structure

As shown in Fig. 5, the electronic device includes one ormore of the above processors
andmemories. The processormaybe a central processing unit or other formof processing
unit having data processing capability and/or instruction execution capability, and may
control other components in the electronic device to perform a desired function. The
memory may include one or more computer program products, which may include
various forms of computer-readable storage media, such as volatile memory and/or non-
volatilememory. The volatilememorymay include, for example, randomaccessmemory
(RAM) and/or cachememory. The nonvolatilememorymay include, for example, a read-
only memory (ROM), a hard disk, a flash memory, and the like. One or more computer
program instructions can be stored on the computer-readable storage medium, and the
processor can run the program instructions to realize the power communication network
security link configuration method and/or other desired functions in the above cases.

In one example, the electronic device may also include an input device and an output
device, and these components are interconnected through a bus system and/or other
forms of connection mechanisms. When the electronic device is a stand-alone device,
the input device can be a communication network connector for receiving the collected
input signals from the first device and the second device.

In addition, the input device may also include, for example, a keyboard, a mouse,
and the like. The output device can output various information to the outside, including
the determined distance information, direction information, etc. The output device may
include, for example, a display, a speaker, a printer, a communication network, a remote
output device connected thereto, and the like.

Of course, to simplify, only some of the components related to this article in the
electronic device are shown in Fig. 4, and components such as buses, input/output inter-
faces and the like are omitted. In addition, the electronic device may include any other
appropriate components, depending on the specific application.
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In addition, a computer-readable storage medium is provided herein. The storage
medium stores a computer program,which is used to perform the following steps: acquir-
ing the global risk degree of the network; Obtain the service channel availability; Obtain
the upper limit value of service channel bandwidth; Obtain the upper limit value of link
delay; The optimal security link is obtained according to the global risk degree of the
network, the availability of the service channel, the upper limit of the service channel
bandwidth and the upper limit of the link delay.

processor

Input device storage Output device

Fig. 5. Structure of electronic equipment

6 Conclusions

This paper provides a security link configuration method for power communication
network, including obtaining the global risk degree of the network; Obtain the service
channel availability; Obtain the upper limit value of service channel bandwidth; Obtain
the upper limit value of link delay; Obtain the optimal security link according to the
global network risk, service channel availability, upper limit of service channel band-
width and upper limit of link delay; Among them, when the network global risk degree
of the link is minimum and the service channel availability is maximum, the link is the
optimal security link. The above methods can effectively reduce the overall risk bal-
ance of power communication network, and have high availability and effectiveness in
reducing transmission delay and link calculation time, which is helpful to configure the
optimal security link of power communication network. At the same time, quantitative
calculation to determine the importance of services has important theoretical and prac-
tical significance for analyzing the impact of communication services, equipment, etc.
on the reliability of communication networks.
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Abstract. This paper provides a communication network fault location method
and a fault monitoring device. The technical solution first grabs data from the
error log of the communication network management system, and associates the
reporting time with the error category. At the same time, the peak value of such
errors is taken as the time interval to obtain the network access volume at each
time point, and the access volume is compared with the error occurrence rate to
obtain the key time node. The network environment within the time node has a
greater potential impact on the occurrence of such errors. On this basis, this paper
divides the process of the same type of error into several access behaviors, and
uses the terminal equipment to repeatedly test each access behavior under the
above network environment to collect the access behavior and its frequency of the
same type of error, so as to determine the fault location. This paper determines
the communication network fault by trial and error, and fully restores the network
environment, so that the fault location is more accurate.

Keywords: Communication · Fault Location · Data Capture

1 Introduction

Communication network failure refers to the condition that the network cannot provide
normal service or reduce the quality of service due to hardware problems, software vul-
nerabilities, virus intrusion, etc. [1]. When the communication network fails, the failure
phenomenon shall be reported to the network management system as an abnormal signal
and recorded in the report [2–7]. The network maintenance personnel shall evaluate the
cause and level of the fault and locate it according to the abnormal signals recorded in
the report and their own experience [8].

In general, the management system of large-scale communication network receives
fault information more frequently, so it consumes a lot of professional human resources
to analyze, which is not only inefficient, but also may have errors in manual analysis
[9–12]. In addition, since the reported information is automatically captured based on
software and is not differentiated according to the fault category and level, there are
problems such as duplication, redundancy and concealment between them, which makes
it difficult to locate the true cause of network faults [13]. In response to such problems,
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researchers in the existing technology try to develop automatic positioning methods
around communication network failures [14–18]. For example, they use software tools to
count abnormal data, classify and summarize error data according to error category, time
of occurrence, IP location and other information, screen out repeated reporting behavior
caused by communication delay, and then summarize a large number of redundant error
information to form key errors, Thus, repetitive work is avoided [19]. Another example
is to monitor the logs of each terminal system connected to the communication network
in real time, so as to monitor the frequency of access behavior within a unit time,
determine the degree of abnormality according to the set threshold value, so as to provide
quantifiable fault indicators to the staff and provide reference for subsequent manual
analysis.

Although the abovemethods reduce the workload of fault analysis to a certain extent,
they still require personnel to locate faults based on abnormal characteristics. In this
case, if automatic fault location can be realized based on software tools, it is expected to
improve the efficiency of fault troubleshooting and improve the security of communi-
cation networks. The purpose of this paper is to provide a communication network fault
location method and fault monitoring device against the technical defects of the prior
art, so as to solve the technical problem that the prior art is difficult to automatically
locate the network fault according to the abnormal characteristics.

2 Communication Network Fault Location Process

The communication network fault location method, as shown in Fig. 1, includes: con-
necting with the communication network management system, capturing the error data
report information, and assigning values to each error data according to the reporting
time; [20] Calculate the access data of similar error data from the first time to the last
time; Determine the time point at which the minimum peak of the access volume and the
maximum peak of the same kind of error reporting volume occur simultaneously, and
obtain the network parameters at that time point; Divide the step process with similar
errors into several access behaviors; Repeat the access behavior with network parameters
in the simulation terminal, and collect the access behavior and its frequency of similar
errors.
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Grab the error data report information and assign values to 
each error data according to the reporting time

Calculate the access data of similar error 
data from the first time to the last time

Split the step process with similar errors 
into several access behaviors

Determine the time point at which the minimum peak of the access volume and 
the maximum peak of the same kind of error reporting volume occur 
simultaneously, and obtain the network parameters at this time point

Repeat each access behavior with the network parameters in the simulation 
terminal, and collect the access behavior and its frequency of similar errors

Fig. 1. Fault location method of communication equipment

After the alarm correlation analysis, the power communication network fault man-
agement system can get the real fault information. The intelligent analysis of fault loca-
tion refers to locating the real fault to the site location, physical devices, logical circuits

Input fault information

Fault location analysis

Perform multi class positioning operations

Single category positioning

Analyze the correlation of communication circuit

Analyze communication business relevance

Output results

Perform single category positioning

Single class positioning operation

Analyze relevance

Output results

Y

N

Fig. 2. Flow Chart of Fault Location Intelligent Analysis



Method for Locating Communication Device Faults 541

and communication services. Through positioning, the site location, involved equip-
ment, circuit connection and business of the fault can be accurately known after the
fault occurs, and the intelligent analysis results can be displayed. The overall process is
shown in Fig. 2.

It can be seen fromFig. 2 that the intelligent analysis of fault locationmainly includes
the following four parts.

(A) Failure of the site location

Fault location of locating site refers to locating the fault equipment to the
corresponding network site through the corresponding mathematical logic relationship.

(B) Multi category location of equipment failure

The fault location of equipment is not only for the site location, but also from dif-
ferent angles to achieve multi category location of equipment faults. In the actual fault
location of the equipment, the logical relationship between the included elements can
be determined according to the function and purpose of the equipment, such as all of the
optical transceiver, all of the power supply, and all of the switches. At the same time, it
can also be positioned according to the model, type and line. If it is located by site, for
a certain site, it contains the complete set of local devices.

However, if it is located by equipment type, such as optical transmission equipment,
it will become the complete set of all optical transmission equipment, and the scope may
involve each node of the whole network, while the optical transmission equipment of
a certain manufacturer will constitute a subset of the complete set. In this way, double
positioning is required, that is, first locate the optical transmission equipment, and then
locate the equipmentmanufacturer. Themore location classes associatedwith the device,
the location of the fault can be obtained from all angles after the fault occurs.

(C) Carrier failure

Carrier fault location refers to locating the fault equipment to the circuit routing and
other communication carriers, that is, analyzing the correlation between fault information
and communication circuits.

(D) Fault location of communication service

The fault location of communication service is the correlation analysis of fault infor-
mation and communication service. The circuit route is directly related to the fault
location of communication services. When all the circuit routes corresponding to a
communication service fail, the communication service fault is located.

All object information associated with sites, devices and devices in the communica-
tion network is massive. How to face different location associated objects and quickly
find their respective ownership is one of the keys to multiple location of equipment fail-
ures. If logical correlation is carried out one by one, it will lead to large amount of fault
location calculation, slow speed and low intelligence.
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Fig. 3. Schematic Diagram of Multi type Fault Location of Equipment

In this paper, the intersection operation is used to realize the one-time multi class
location of equipment faults. When the fault of some equipment involves multiple posi-
tioning classes, it will form a non empty set intersection, and the non involved ones will
not intersect and form an empty set. Based on this idea, as long as the device is associated
with which positioning classes, all classes can be located through one-time intersection
operation, as shown in Fig. 3. S in the figure refers to synchronous digital series optical
transceiver equipment.

In Fig. 3, the transmission equipment, site location, communication location and
circuit route of S and positioning class intersect. All the equipment meeting this inter-
section constitute the intersection of the four positioning classes. The communication
power supply equipment in the figure can also be said to intersect with the four position-
ing classes, but its intersection with transmission equipment, communication services
and circuit routes is an empty set, and it only forms another intersection with the site
location, which belongs to single class positioning. Therefore, once the relationship
between the device and the location class is determined, all intersecting classes will be
located in one operation.

3 Structure of Communication Equipment Fault Location System

A communication network fault monitoring device, as shown in Fig. 4, comprises: an
error data acquisition unit, which is used to connect with the communication network
management system, capture the error data report information, and assign values to
each error data according to the reporting time; Access amount acquisition unit: used
to calculate the access amount data of the same type of error data from the first time to
the last time; Network environment determination unit: used to determine the time point
at which the minimum peak of access and the maximum peak of similar error reports
occur simultaneously, and obtain the network parameters at this time point; Step by step
simulation unit: used to split the step process with similar errors into several access
behaviors; Loopback test unit: Repeat the access behavior with network parameters in
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the simulation terminal, and collect the access behavior and its frequency of similar
errors.

Get error data

Get Visits

Determine network environment

Fractional simulation

Return test

Fig. 4. System structure of fault location device

This paper relates to a fault location system in communication equipment. Its struc-
ture diagram is shown in Fig. 5, including a random number generation unit, which is
used to call the CPM module in the embedded processor to generate random numbers;
Timer, which is used to periodically instruct the random number generation unit to call
the CPM module to generate random numbers. The timer is a periodic timer, and the
period of the timer is less than or equal to 100 ms; A counter for counting the random
numbers generated by the random number generation unit; The first judgment unit is
used to judge whether the consecutive N random numbers obtained from the CPMmod-
ule are the same. If they are the same, the CPM module is judged to be faulty, where N
is greater than or equal to 1.

timer Generate random 
number

Second judgment 
unit

First judgment unitRecording
unitHandling faults

Counter

Fig. 5. System Structure of Communication Equipment Fault Location

The system can also include a second judgment unit, which is used to judge whether
the random number generated by the communication processing module is obtained
within a predetermined time limit after the random number generation unit calls the
communication processing module to generate the random number. If the random num-
ber is not obtained after the timeout, the communication processingmodule is determined
to be faulty.
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The system can also include a recording unit, which is used to record the failure
information of the CPM module when the first or second judgment unit determines the
failure of the communication processing module; The fault processing unit is used for
fault processing when the first or second judgment unit determines that the CPMmodule
is faulty. The fault processing unit can include a reset sub unit for resetting the boards
corresponding to the communication processing module.

The system can regularly monitor the working state of the CPM module. When the
working state of the CPMmodule is abnormal, the systemwill record the log and give an
alarm at the first time, and handle it accordingly. It is convenient to locate the problem of
system reset caused by the abnormal working state of the CPM module, and can notify
the board to reset in the shortest possible time to resume normal business.

It should be noted that in this way, in order to improve the accuracy of fault judgment,
the number of random numbers involved in fault judgment is greater than 1, that is, when
the random numbers generated for two or more consecutive times are the same, the
CPM module fault is judged; In practical applications, CPM module failure is usually
determined when the random numbers generated for three consecutive times are the
same.

To sum up, in this paper, we call the random number generated by the CPM module
regularly, and judge whether the CPM module is faulty according to whether the ran-
dom number generated is the same for consecutive times; Since the random number is
generated by the CPM module hardware, the failure of the random number generation
function can be directly identified as the failure of the CPMmodule, and will not be con-
fused with the failure of other software or hardware, which can facilitate and accurately
locate the failure of the CPM module.

Since the random number is generated by the CPMmodule hardware, there is almost
no additional burden on the equipment, so the detection can be completed in a few
milliseconds or tens of milliseconds, and it is usually known whether the CPM module
has a fault within 100 ms; However, in the prior art, a fault can only be found when
a certain type of protocol has not been properly handled for a certain period of time,
which usually takes several seconds or even minutes; It can be seen that compared with
the prior art, this technology can locate the failure of the CPM module more quickly.

4 Conclusions

This paper provides a fault location method and a fault monitoring device for com-
munication networks. The technical solution first grabs data from the error log of the
communication network management system, and associates the reporting time with
the error category. At the same time, the peak value of such errors is taken as the time
interval to obtain the network access volume at each time point, and the access volume
is compared with the error occurrence rate to obtain the key time node. The network
environment within the time node has a greater potential impact on the occurrence of
such errors. On this basis, this paper divides the process of the same type of error into
several access behaviors, and uses the terminal equipment to repeatedly test each access
behavior under the above network environment to collect the access behavior and its
frequency of the same type of error, so as to determine the fault location. This paper
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determines the communication network fault by trial and error, and fully restores the
network environment, so that the fault location is more accurate. The application of this
technology can achieve effective monitoring and positioning of communication network
faults, and has a good use effect.
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Abstract. This papermainly studies a digital contracture analog device and a digi-
tal contracture analog system. The device is divided into driver installation, and the
first expansion installation, the second expansion installation and the third expan-
sion installation connected with the driver installation respectively; The driver
is installed to connect the upper computer and the production device; The first
expansion installation, the second expansion installation and the third expansion
installation are used to connect the production devices; The driver installation is
used to receive themessage collection command of the upper computer, collect the
relevant parameters of the production device according to the message collection
command, and/or remotely control and drive the first expansion installation, the
second expansion installation and the third expansion installation to collect the rel-
evant parameters of the production device, and transmit the relevant parameters to
the upper computer, and use the relevant parameters to conduct system simulation
of the production device. The above devices can collect a large number of relevant
parameters of production equipment, and conduct simulation modeling accord-
ing to relevant technical parameters through digital contracture technology. The
characteristics of production equipment can also be mastered through simulation
results, and its information processing speed is fast.

Keywords: Power ·Machine Room Equipment · Digital Twins · Simulation

1 Introduction

Due to the continuous development of scientific and technological innovation and the
rising quality of people’s life, electronic equipment (such as instruments, equipment,
etc.) has become a basic part of people’s daily life [1]. With the reduction of the life
cycle of electronic products and the improvement of the customization depth of product
design, scientific and accurate understanding of the basic characteristics of product
design and the actual application situation will help customers reduce economic losses
[2–7]. It is particularly important to directly reflect the actual application situation of
customers on the product design side, so as to improve the product design efficiently.[8]
To master the design characteristics of products, the most traditional method is to collect
the relevant parameters of product design through the data collection system of SCM,
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and then transfer the parameters to the upper computer and other devices to analyze
the parameters (such as simulation, modeling, etc.), and master the relevant situation of
product design in this way [9–12]. However, the data collected in this way is relatively
simple, while the data analysis steps are very complex.

With the growing development of the data society, today’s digital technology is also
constantly shaping and changing the enterprise [13–17]. In the future, all companies
will become fully digital enterprises, which not only requires the company to develop
products with fully digital characteristics, but also refers to the use of digital technology
to affect the entire company’s product design, research and development, production
and after-sales service processes, as well as the use of digital technology to connect the
internal and external environment of the entire company [18]. The so-called information
generation technology refers to making full use of physical simulation, sensor product
update, product use history and other information to conduct information simulation in
multiple fields, multiple physical quantities, multiple levels, and multiple probabilities,
reflecting information on the entire news space, and expressing the life cycle state of
the corresponding physical information. It can be seen that people can easily understand
enterprise products through digital birth technology. Based on this, it is necessary to
propose a digital contracture simulation system and a digital contracture simulation
system to solve the technical problem that the information collected in the previous
information collection, analysis and delivery system based on microcomputer and upper
computer is relatively simple and very complex to process.

2 Digital Contracture Simulation System

Figure 1 is the schematic diagram of digital contracture simulation settings in this paper.
A digital spawning simulation setting includes: a driver setting, a first extension setting,
a second extension setting and a third extension setting connected to the driver setting
respectively; [19] The driving device is used to connect the upper computer and the
production device; The first expansion setting, the second expansion setting and the
third expansion setting are used to connect the production device; The drive device is
used to receive the information acquisition command of the upper computer, collect the
relevant parameters of the production device according to the information acquisition
command, and/or remotely control and promote the first expansion setting, the second
expansion setting and the third expansion setting to collect the relevant parameters of
the production device, and transmit the relevant parameters to the upper computer. The
relevant parameters can be used to simulate and model the production device.

Digital contracture simulation equipment is divided into driving equipment, the first
expanding equipment, the second expanding equipment and the third expanding equip-
ment. On the one hand, the driving device is connected with the first expanding equip-
ment, the second expanding equipment and the third expanding equipment in turn; [20]
On the one hand, the driving device has the ability to start, collect and send commands
at the same time; On the other hand, the device is pushed to connect with the upper
computer and receive the monitoring command of the upper computer. The monitoring
command includes themessage collection command, themessage termination collection
command, etc. The message collection command includes the message collection mode,
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requirements, content types, etc.; The message termination collection instruction com-
mand includes the message termination method, request type, etc.; On the one hand, the
driving device can also manage the relevant parameters of the first extension device, the
second extension device or the third extension device through the monitoring instruction
command; On the other hand, if the driving device is connected, the driving device can
collect corresponding data from the product equipment by using its own measurement
capability through control commands; When the corresponding data is collected, the
corresponding data will be transmitted to the enterprise’s content locator.

Upper computer

Drive unit

Product equipment

First expansion 
device

Second expansion 
device

Third expansion 
device

Fig. 1. Digital contracture simulation system

Among them, the relevant technical parameters related to production equipment
refer to all relevant technical parameters related to production equipment, including
the appearance parameters and relevant technical parameters of production equipment.
The appearance parameters include type, size, width, material, etc., while the relevant
technical parameters include performance parameters, working conditions, etc., such as
temperature, pressure, current, voltage, line grounding, etc.; Relevant parameters are
defined for specific production devices, and the types of specific parameters for each
production device are different.

The first extension device, the second extension device and the third extension device
are all measuring and transmitting devices of product data, whose main function is to
measure or control the product equipment, and collect or send relevant data, that is, the
function of product data input and output. The data acquisition effect can be greatly
improved by parallel work of multiple expansion units such as the first expansion unit,
the second expansion unit and the third expansion unit.

The data generation simulation device given in this paper includes driver instal-
lation, the first expansion installation, the second expansion installation and the third
expansion installation. The driver installation can link the first expansion installation,
the second expansion installation and the second expansion installation in turn, and the
driver installation can be used to link the production devices of all upper computers
in turn, and the first expansion installation, the second expansion installation The third
expansion installation is also used to link production devices in turn, and the driver
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system directly accepts the data acquisition command of the upper computer, collects
the truth data of all production devices, and/or manages and guides the corresponding
data of all production devices of the first expansion installation, the second expansion
installation and the third expansion installation; Then the relevant technical parameters
can be transmitted to the upper computer, which can also conduct simulation for the rel-
evant technical parameters. Through these devices, the relevant technical parameters of
most production equipment can be collected (that is, the performance, status and other
parameters of production equipment), and then the relevant technical parameters can
be simulated through data generation technology, Finally, the characteristic technical
parameters of all production equipment can be mastered through the simulation results;
On the one hand, it can also collect various types of information at the same time, and
the information processing speed is fast.

3 Structure of Expansion Device

As shown in Fig. 2, the driving device is divided into the first main control, the port
circuit connected to the first console in turn, the power supply management circuit, the
entrance integration circuit and the exit integration circuit; The first main control uses
the port integration circuit to connect the first expansion device, the second expansion
device and the third expansion device in turn; The port integration circuit is used to
connect the upper computer; The inlet integrated circuit, the outlet integrated circuit, the
first expansion device, the second expansion device and the third expansion device are
used to connect the product equipment in turn; The power supply management circuit is
sequentially connected with the first expansion device, the second expansion device and

First main controller

interface circuit

Power supply management circuit

Input circuit

output circuit

Input/output indicator circuit

Memory circuit

display circuit

Fig. 2. Drive structure
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the third expansion device; The supply power management circuit is used to convert the
supply current into the corresponding target current, and supply power to the product
connection integrated circuit, the inlet integrated circuit, the outlet integrated circuit, the
first main control device, the first expansion device, the second expansion device, and
the third expansion device.

As shown in Fig. 3, the first interface device is divided into the second main control
unit, phase sequence detection circuit, high voltage inspection circuit, low temperature
inspection circuit, the second switching value outlet integrated circuit and metering sig-
nal input integrated circuit; The phase sequence detection circuit, high voltage detection
circuit, low temperature detection circuit, the second switching value outlet integrated
circuit and the metering signal input integrated circuit are successively connected to the
first main control unit through the second main control unit, while the phase sequence
detection circuit, high voltage detection circuit, low temperature detection circuit, the
second switching value outlet integrated circuit and the metering signal input integrated
circuit are successively connected to the second main control unit interface, Access
production equipment in turn; The phase sequence detection circuit is divided into mul-
tiple circuits to test the forward and reverse operation of the three-phase motor of the
production device, and use it to test the high-voltage exchange information; The high-
voltage inspection circuit is divided into multi-channel high-voltage test equipment to
test and exchange information; The low-voltage measuring circuit includes multiple
low-temperature measuring ports for measuring AC and DC signals; The measuring
output circuit of the second system comprises a measuring port of a multiplexer switch
for measuring all flows; The measuring input circuit of the system includes a high-speed
measuring port, which is used to measure the high-speed pulse signal of the generator
encoder on the production line and record the working speed of the motor at the same
time.

Second main controller

Phase sequence detection circuit

High voltage detection circuit

Low voltage detection circuit

Second switching value output circuit

Counting input circuit

Fig. 3. Structure of the first expansion device
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As shown in Fig. 4, the second expansion device includes the third main controller,
I/O scanning line and discharge line; The I/O scanning line uses the third master con-
troller to link the secondmaster control, and the I/O scanning line links the product equip-
ment; The I/O scanning circuit contains multiple test ports. Each test port is equipped
with a double disconnector, and the discharge circuit is set between the double discon-
nectors of the 22 test ports; The I/O scanning circuit is used to check the opening and
closing status of each line connection node in the power line of the production device,
and judge the wiring status of each line through the opening and closing status; The
discharge circuit is used to release the storage equipment of the production device when
cutting off the high-voltage current.

Third main controller

I/O scanning circuit

Discharge circuit

Fig. 4. Structure of the second expansion device

4 Anti Misoperation System of Digital Nusheng Substation

As shown in Fig. 5, this paper provides an anti misoperation system for digital twin sub-
station. The system includes: equipment monitoring unit, which identifies and collects
data on the primary and secondary equipment in the substation and the environment
where the substation is located. Multiple monitoring points are set on the primary and
secondary equipment. The equipment monitoring unit is used for real-time collection
of electric equipment data, environmental data, live data and image data of multiple
monitoring points; The personnel monitoring unit collects the movement path, iden-
tity recognition and vital sign related data of personnel in the substation in real time;
The IoT base station is used for receiving and transmitting real-time data streams, and
its communication ground coupling connects the equipment monitoring unit and the
personnel monitoring unit to feed back the collected data streams; The management
background connects and processes the collected data flow to view, store and play back
the operation status information of the substation and the status information of the per-
sonnel, judge whether the electrical equipment of the substation is abnormal, establish
a 3D model based on the data flow, divide the working area and the non working area,
generate the operation ticket information, and the management background interacts
with the personnel monitoring unit in a two-way manner; The management background
connects the IoT base station through the server two-way communication. The server
can connect multiple IoT base stations, and the server is in the response mode for a
long time; Anti error terminal, coupling and connecting the primary equipment and sec-
ondary equipment in the substation to perform opening and closing operations on the
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primary equipment and secondary equipment, and anti error terminal communication
and connection management background.

Equipment monitoring unit

Error proof 
terminal

transformer
substation

IoT base 
station back-stage management

Personnel monitoring 
unit

Fig. 5. Working principle diagram of anti misoperation system of digital Nusheng substation

5 Conclusions

The digital contracture simulation system uses the digital contracture simulation equip-
ment mentioned above, thus producing a beneficial effect matched with the digital con-
tracture simulation equipment; In this way, a large number of parameters related to the
production device (i.e., parameters related to product equipment performance, opera-
tion status, etc.) can be collected through the digital contracture simulation system, and
the simulation can be conducted according to relevant technical parameters through the
digital contracture technology, so that the characteristics of the production device can
be mastered through the simulation results; On the one hand, a large amount of data of
various types can be collected at the same time, and the information processing speed is
fast.
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Abstract. This paper studies a communication equipment fault detection system,
including at least one sensing object, at least one sensing component connected
to the sensing object, and a unified fault detection device connected to the sensing
component; The fault detection device includes an object information process-
ing module and an object fault processing module connected with the sensing
component and the object information processing module. This paper also studies
a communication device fault detection method, including calling the attribute
information of the pre stored sensing object to determine the type of the sensing
object; determine the fault condition of the sensing object and generate the corre-
sponding fault event. Through the system and method in this paper, the repeated
development of fault detection device is avoided, and the cost of development and
maintenance is reduced; it is helpful to improve the stability of the system; the
transplantation and reuse of fault detection devices in different communication
devices are realized.

Keywords: Communication · Fault Monitoring ·Maintenance System

1 Introduction

As the downtime of communication equipment in the network will lead to the paralysis
of local or even the entire network, the availability requirements for communication
equipment are generally high; [1] Especially for the core communication equipment
in the network, it is usually required to provide five nines (99.999%) availability, that
is, the allowed downtime within a year cannot exceed five minutes. [2–5] To ensure
such high availability, the premise is to build a perfect fault detection system and fault
detection method, that is, if the equipment has a fault, it must be able to detect it as
soon as possible; [6] After the fault is detected, the fault must be located as soon as
possible; [7–12] After the fault is located, it must be repaired as soon as possible. Only
in this way can the requirements for the availability of communication equipment be
met. [13] The purpose of this paper is to overcome the defects in the existing technology,
provide a communication equipment fault detection system and a concentric equipment
fault detection method. [14–17] By using a unified fault detection device for different
sensing objects, we can avoid repeated development, reduce the cost of development
and maintenance, and improve the stability of the system.
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2 Existing Fault Detection System

The existing communication equipment fault detection system is mainly composed of
three parts: sensing object, sensing component and fault detection module, as shown in
Fig. 1, including sensing object, sensing components connected to it, and their respective
fault detectionmodules. Perceived objectsmainly refer to the objects to be detected, such
as temperature, voltage, fan, etc.; [18] The function of the sensing component ismainly to
collect the state of these sensing objects; The fault detection module mainly coordinates
the work of each part, including reading the value of the sensing component, necessary
processing of the information obtained by the sensing component, and controlling the
sensing component. Figure 2 is a schematic diagram of an actual fault detection system.

Fault monitoring module of 

component 1

Fault monitoring module of 

component 2

Fault monitoring module of 

component 3

Sensing part 1 Sensing part 2 Sensing part 3

Perceived

object 1

Perceived

object 2

Perceived

object 3

Fig. 1. Fault detection system of communication equipment in prior art

The flow of the existing communication equipment fault detection method is as
follows: the fault detection module periodically (the timing time can be determined
according to the specific sensing object) obtains the value of the sensing object through
the sensing component, and then judges whether the sensing object is faulty by the
value of the sensing object obtained. If it fails, it sends an alarm event. The first level
threshold judgment method is mainly used to judge whether the sensing object is faulty.
The specific steps are: acquiring the value of the sensing object through the sensing
component; Compare the value of the acquired sensing object with the preset threshold
value (the threshold value can be modified later, and the threshold can be divided into
upper threshold and lower threshold). If the value of the sensing object is greater than
the upper threshold or less than the lower threshold, it is considered that the state of the
sensing object is faulty; If it is not, the state of the perception object is normal; Judge
whether the last detected state is consistent with the current detected state. If not, a state
change event will be generated to change the current state. Otherwise, the current state
will not be changed.
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Temperature detection module Voltage detection module Fan detection module

Perceived temperature Perceived voltage Perceived speed

temperature voltage Fan

Fig. 2. An actual fault detection system in the prior art

In general, the existing communication equipment fault detection systems and
methods have the following defects:

(A). For different sensing objects, different fault detection modules are used for
detection; Its disadvantage is that the fault detection function is distributed on each fault
detection module, so different perceptions are required.

The object compiles the corresponding fault detection program, which leads to a lot
of repeatedwork, and the cost of developing a complete set of test software remains high;
It is difficult to unify the external interfaces provided by each program, which hinders the
transplantation and sharing of different programs; Due to the different implementation
of the fault detection program, the maintenance cost of the later software is increased;
At the same time, there are system compatibility problems, which is not conducive to
the stability of the fault detection system;

(B). The detection software needs to solidify the attribute description of the sensing
object in the communication device; Its defects are: because the detection software is
designed for communication equipment, the attributes of the sensing object are solid-
ified in the detection software at the same time, resulting in strong limitations of the
fault detection system, which can only detect the sensing object of the communica-
tion equipment at the beginning of the design, and cannot be reused between different
communication devices;

(C). The first level threshold judgment method is adopted, which has the following
disadvantages: the first level threshold judgment method can only judge whether the
state of the sensing object is in the fault state or normal state, but can not distinguish
the severity of the actual fault state (such as fatal/serious/minor), and can not handle the
corresponding fault according to the different severity; The first level threshold judgment
method is to immediately judge the state of the sensing object according to the obtained
value. However, due to the reason of the sensing object, such as the state of some lines,
there needs to be a statistical cycle. In a statistical cycle, if the number of faults detected
meets the requirements, the line is considered as a state fault; Therefore, the traditional
first level threshold judgment method is likely to lead to miscalculation.
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To sum up, the existing communication equipment fault detection system and com-
munication equipment detection methods cannot meet the requirements of portabil-
ity, stability and accuracy, and there are also shortcomings of high development and
maintenance costs and insufficient accuracy.

3 Two Kinds of Communication Equipment Fault Detection
Systems

Object fault handling module Object information processing module

Sensing component Sensing component Sensing component

Perceived

object

Perceived

object

Perceived

object

Unified fault detection device

Fig. 3. Communication equipment fault detection system (a)

As shown in Fig. 3, it includes a sensing object, sensing components connected to the
sensing object, and a unified fault detection device connected to the sensing component.
The fault detection device is used to replace the fault detection module in the prior art,
including:

The object information processing module has the function of classifying and pro-
cessing the perceptual object information. Specifically, the object information processing
module can extract the attribute information of the perceptual object.

The object information processing module can obtain attribute information when
the fault detection device is initialized, and also can obtain attribute information during
the detection of the fault detection system. In this paper, the object information pro-
cessing module is provided with a configuration file module, which is used to store the
configuration files of attribute information of each sensing object in advance. That is,
in this paper, the attribute information of the sensing object, including type informa-
tion and parameter settings, is preset in the configuration file and stored in the object
information processing module. When the fault detection device is initialized or the
fault detection system is running, the object information processing module extracts the
associated information from the configuration file. For example, both CPU voltage and
board voltage are associated with periodic statistical sensing objects for processing.

The attribute information stored in the configuration file in this paper includes: type
information, such as perceptual object name, perceptual object type, and perceptual
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object type identifier; The parameter settings include the ID of the sensing object, the
threshold value of the sensing object, the enablingmark of the sensing object, the physical
location of the sensing object, and the data type of the sensing object. The format of
the configuration file can be described in XML or in text. Set all the information of the
items to be tested in the configuration file before the communication device is detected,
and then it can be processed uniformly according to different modes.

The object fault processing module is connected with the sensing component to
obtain the state information of the sensing object through the sensing component; Con-
nected with the object information processingmodule, it is used to call the sensing object
attribute information to determine the type of the sensing object; It is also used to deter-
mine the fault condition of the sensing object according to its type and state information,
that is, whether its state has changed, including switching between the fault state and
the normal state, switching between discrete states, etc. If the state of the sensing object
changes, a fault event will be generated.

Since the object fault processing module is responsible for the generation of fault
events, it is equipped with counters, timers and other modules commonly used in the
field for equipment fault detection. At the same time, the sensing object is one or any
combination of periodic statistical sensing object, continuous statistical sensing object,
multi-level threshold sensing object, discrete sensing object, watermark sensing object
and counter sensing object. For example, in this paper, it can be divided into CPU
temperature, CPU voltage, board voltage, fan, etc. The sensing component is connected
to the sensing object to sense the change of CPU temperature, CPU voltage, or fan. It
can be seen that through the system in this paper, it is unnecessary to repeatedly edit and
develop fault detection devices for different components, reducing the development and
maintenance costs; At the same time, there is not too much detection software running,
which is also conducive to improving the stability of the system.

Object fault handling module Object information processing module

Sensing component

Perceived

object

Unified fault detection device

configuration file

Fig. 4. Communication equipment fault detection system (b)

As shown in Fig. 4, it includes a perception object, a perception component connected
to the perception object, a unified fault detection device connected to the perception
component, and a configuration file module connected to the fault detection device. The
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fault detection device includes an object information processing module and an object
fault processing module. The configuration file module is connected with the object
status information processing module, and is used to store the configuration file of the
sensing object attribute information in advance. The configuration file is used to describe
the sensing object type information and parameter settings, including the sensing object
name, sensing object type, sensing object type identification, sensing object ID, sensing
object threshold value The enabling tag of the sensing object, the physical location of the
sensing object, and the data type of the sensing object. The format of the configuration
file can be described using XML.

Among them, the configuration file module can be updated at any time. As long as
the information of all items to be tested is updated before changing the communication
equipment for detection, it can be uniformly processed according to differentmodes. The
configuration file module can be set in the network configuration server or in the device
to be tested, regardless of the specific physical address, as long as it can communicate
with the object information processingmodule. It can be seen that the system provided in
this paper can realize the transplantation and reuse of fault detection devices in different
communication devices.

4 Detection Method

This paper also provides a communication device fault detectionmethod, its flow chart is
shown in Fig. 5, including the following steps: call the pre stored attribute information of
the sensing object, and determine the type of the sensing object according to the attribute
information; According to the type and state information of the called sensing object,
determine the fault condition of the sensing object, and generate the corresponding fault
event according to the fault condition. Before step 1, it also includes: saving the attribute
information of the sensing object, and saving the attribute information of the sensing
object in the configuration file. The attribute information of the sensing object can be
saved in the configuration file in XML format.

After establishing the perception object attribute information and saving it in the
configuration file, during the fault detection process, the configuration file is called to
obtain the perception object attribute information, and according to the attribute infor-
mation of the perception object, the type of the perception object is determined to be a
periodic statistical perception object. As a periodic statistical sensing object, it has the
following technical parameters as the basis for judging the fault state or normal state:
detection cycle: the time interval for obtaining the current state of the tested sensing
object; Statistical cycle: the time interval for judging the statistical status of the per-
ceived object under test. The statistical cycle is a multiple of the detection cycle. For
example, one statistical cycle is equal to 10 detection cycles.

Statistical counter: indicates howmany detection cycles have been completed. Status
counter: indicates the count of the status different from the statistical status of the sensing
object obtained during the detection cycle. Generation threshold: In a statistical cycle,
if the number of failures of the sensing object is equal to or greater than this value, the
statistical status of the sensing object is considered as failure.
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Call the pre stored attribute information of the sensing object to 

determine the type of the sensing object

Determine the fault condition of the sensing object and generate 

the corresponding fault event

Fig. 5. Flow chart of communication equipment fault detection method

After determining that the perception object is a continuous statistical perception
object, the processing flow is shown in Fig. 6:

Step (A). When the detection cycle arrives, obtain the current state of the sensing
object;

Step (B). Judge the statistical state of the sensing object. If it is in the fault state,
execute step (C), otherwise execute step (F);

Step (C). Judge the current state of the sensing object. If it is a fault state, execute
step (I), otherwise execute step (D);

Step (D). Count the accumulated state counter;
Step (E) Judge whether the count of the state counter is greater than or equal to the

set recovery threshold value. If yes, a fault recovery event will be generated. Set the
statistical state of the sensing object to the normal state and execute step (I), otherwise
directly execute step (J);

Step (F). Judge the current state of the sensing object. If it is normal, execute step
(I), otherwise execute step (G);

Step (G). Count the accumulated state counter;
Step (H) Judge whether the count of the state counter is greater than or equal to the

set recovery threshold. If yes, a fault event will be generated. Set the statistical state of
the sensing object to the fault state, and execute step (I); Otherwise, directly execute step
(J);

Step (I). Clear the status counter;
Step (J). End the test.
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When the detection cycle arrives, obtain the 

current state of the sensing object

Judge statistical status

Judge the current state Judge the current state

Clear the status counter

State count ≥ recovery 
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State count ≥ recovery 
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End this test

Fault state
Normal state

Fault state Normal state

Normal state Fault state

Y Y

N
N

Fig. 6. Algorithm Flow Chart

5 Conclusions

It can be seen from the above technical scheme that this paper uses a unified fault
detection device to detect different sensing objects by establishing attribute information
on the sensing objects in a unified way, which has the following beneficial effects: avoid
the repeated development of corresponding fault detection devices for different sensing
objects, and reduce the cost of development and maintenance; Adopting a unified fault
detection device is conducive to improving the stability of the system;The transplantation
and reuse of fault detection devices in different communication devices are realized.
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Abstract. Language teaching is different from the training process of applied
majors, which requires a lot of listening and speaking exercises to consolidate
the knowledge learned. In order to improve the effect of online English teaching,
with the help of the development of computer simulation technology and multi-
media technology, based on intelligent recommendation algorithm and combined
with virtual reality technology, a three-dimensional model of modular simulation
teaching scene (MPS) was established. Unity3D engine was used to complete the
development of eight training scenes in MPS simulation teaching platform. The
test results show that the developed virtual teaching platform can meet the needs
of English teaching and runs smoothly.

Keywords: Virtual Reality · Intelligent Recommendation Algorithm · English
Teaching · Auxiliary Platform

1 Introduction

In the classroom teaching, teachers always play a vital role and face many challenges.
The first is how to get immediate and accurate feedback from students. Teachers can
rely on a variety of information, including classroom questioning, discussion, testing,
students answering questions, and assessing students’ learning performance through
their expressions, gestures and body movements. However, if these information can
not be effectively processed, it will reflect the new pattern is scattered and rough, and
cannot truly reflect the learning state and effect of students. Another challenge is how to
accurately document and model student learning, which is critical for assessing student
status and personalizing instruction. In order to establish an accurate model of individual
learning time series, it is necessary to ensure that the whole teaching process is recorded
on a purely quantitative and calculable basis [1].

It is very necessary to track students’ learning of each knowledge point accurately
and effectively through student model. As the most commonly used student model,
knowledge point tracking model models students’ various learning behaviors based on
their historical learning track, so as to continuously track students’mastery of knowledge
points at various points in time.However,most of the existing studentmodels aremodeled
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based on flashcard learning mode [2]. However, in most common teaching processes,
a series of knowledge points are indirectly related to others, which is inconsistent with
the flashcard situation [3].

In order to facilitate the classroom or after the classroom teaching interaction and
better use of the built student model, a changes in teaching methods and teaching AIDS
are very important. These auxiliary systems achieve effective support for colorful class-
rooms by integrating advanced technologies in fields such as computer systems, Internet,
instant messaging, augmented reality, data transmission, artificial intelligence and data
base mining. It improves student participation and interaction in class or after class. It
also provides an easy way for teachers to understand students and help students conduct
self-assessment. However, the current teaching assistance system only focuses on the
specific application of a certain point, such as check-in and homework, and fails to focus
on the whole process of teaching, that is, from before class to class and after class.

2 Knowledge Tracking Model

The essence of sequential tracking of knowledge points is to take students’ learning
behaviors and learning as basic data to predict students’ learning behaviors at any time, so
as to achieve the purpose of predicting students’ learning effects and help teachers adjust
teaching methods and teaching plans reasonably. The existing knowledge sequential
tracking models are basically divided into three forms: knowledge tracking based on
probability graph, matrix decomposition and deep learning. Knowledge Tracing models
based on probability graphs include Bayesian Knowledge Tracing (BKT) and Fuzzy
Cognitive Diagnosis Framework (Fuzzy CDF) [4, 5].

BKT model is a knowledge tracking model with relatively high precision. It designs
the state of students’ potential knowledge mastery as a binary variable, and expresses
students’ understanding and mastery of relevant knowledge points through different
variables. Based on real-time feedback from users, BKT uses Hidden Markov Model
(HMM) to update these binary variables. Fuzzy CDF uses the theory of fuzzy set to
quantify the students’ knowledge proficiency. It assumes the different knowledge com-
position of the students’ needs to answer objective questions and subjective questions,
and calculates the students’ knowledge points by combining the results of the students’
answers [6].

Knowledge Tracingmodels based onmatrix decomposition include Knowledge Pro-
ficiency Tracing (KPT) model, etc. KPT is an interpretive probabilistic knowledge profi-
ciency trackingmodel based on probabilistic matrix decomposition, which quantifies the
multidimensional features of each knowledge point into a feature matrix, and calculates
the complete feedback matrix of students according to the partial feedback of students
[7]. At the same time, KPT combined with the human forgetting curve to take students’
forgetting factors into account to update the student model over time.

Knowledge sequential tracking model based on deep learning integrates deep learn-
ing algorithms to track knowledge, and uses LSTM (Long-term-termMemory) network
neural tracking to track students’ understanding and mastery of knowledge points at
different stages [8]. The input of LSTM neural network is the binary scalar relationship
between learning effect and student input, and the output is the understanding score and
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mastery value of students’ related knowledge points. Due to the progressive nature of
LSTM, DKT can incorporate student input feedback into the model. The k-enhancement
of KT means the k-enhancement of the learning model (KSGKT) and the enhancement
of KTmeans the knowledge structure communicator enhancement of the learningmodel
(KSGKT). Combine these unique characteristics [9].

3 Classroom Intelligent Recommendation Algorithm

The ability to learn and retain large amounts of new knowledge is an essential part of
human education. In 1885, Ebbinghaus innovatively proposed the forgetting curve for
the emergence of humanmemory theory. The study is the first to identify two factors that
affect recall of a knowledge or other concept: reinforcement and delay. On this basis,
Reddy et al. proposed a change algorithm based on forgetting curve to describe students’
learning. Settle and other schools use psychological theory and artificial intelligence
technology to design the semi-decay cycle regressionmodel, which has beenwidely used
to simulate the memory process of students. Raffert et al. described the learning process
of students as an observable Markov decision process, and used the solution method
based on particle movement to approximate the optimal learning strategy. Elshani et al.
regarded the information related to students, courses and grades as ordered genes and
used improved genetic algorithms to describe the optimal learning path [10]. Niknam and
other scholars adopt the learning path recommendation system, which designs the best
learning path for learners with the help of the bionic ant colony optimization algorithm.
Reddy and other scholars adopted the virtual biological evolution method, which does
not need to simulate students, and introduced the former, the middle and the latter three
methods to deal with the problem of interval repetition. These threemethods are all based
on multidimensional knowledge graph recommendation, among which Leitner system
is one of the most commonly used rule-based knowledge recommendation methods [9].

Muley et al. proved the effectiveness of another rule-based Super Memo algorithm
through experiments. Hoi and others define and classify online learning. Wang mod-
eled knowledge points and courses by combining the results of learners’ learning and
answering questions. On the basis of establishing the optimization model, the optimiza-
tion strategy of the advanced knowledge graph is designed, and the optimization topology
diagram is used to guide the learner’s behavior, and the personalized learning strategy is
designed for the learner. In order to meet the individual needs of different learners, Shi
and other scholars adopted a multi-dimensional knowledge objective framework, which
can generate the most suitable learning path according to learners’ learning interests and
input. Reddy et al. used the deep coupled path algorithm to generate the recommended
learning path and achieve the optimal evolutionary effect in the same-level memory
model.

Teaching assistance systems are generally divided into three categories: one is to
directly assist teachers or students in daily work or study; the second is to apply in a
specific aspect, such as the use of portable devices to enhance classroom interaction.
The third is to add intelligent teaching assistants to introduce artificial intelligence and
make the system more intelligent. At present and for a long time to come, teachers are
still the main object of classroom teaching, and the main goal of intelligent teaching
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assistants is to assist teachers in teaching rather than replace teachers. Therefore, a more
comprehensive teaching assistance system to assist teachers is very necessary. In the
existing teaching assistance systems, many methods only enhance classroom interaction
through online information exchange or using mobile or portable devices, that is, only
build some special and separate applications, and fail to build an integrated information
system tomeet the overall challenges in classroom teaching.As far as intelligent teaching
assistants are concerned, most of them take over the work of real teachers as online
teachers, or focus on a specific aspect of assistance, and cannot help teachers to carry
out comprehensive classroom management and auxiliary teaching.

4 Bayesian Knowledge Tracking Model

Bayesian knowledge tracking model was first developed in 1995 by Corbett A. T. And
Anderson J. R. proposed, and it was later widely used to measure learners’ mastery of
Knowledge Point (KP). As a HMM, the BKT model summarizes the teaching process
into a hidden Markov process, where S represents the knowledge state of students at
different times, represents the results of students’ participation in the test under different
knowledge states, and a represents students’ learning behavior under different definition
modes. Markov values are also known as no after-effect values, which indicate that the
latter state is only related to the current state value and not to the previous state value. For
example, in game scenario design, each action is about the behavior under the previous
state demarcation, rather than describing the cause and effect of the current state. The
sequence of states produced under the definition of the correlation sequence description
is called Markov chain. The relationship fitting of iterative function based on the law
of state value change is usually called state cyclic transition function. If the state loop
transition function contains the action value set in the current state, that is, the state
change value will be affected by the subsequent action of the current state, which is
called theMarkov Decision Process (MDP). For example, in the case of solving a binary
equation, the next parameter state is determined by the current solving parameter, and
the solving process is affected by a state. The BKT model diagram is shown in Fig. 1.

Fig. 1. The BKT model diagram

In MDP, bystanders usually know exactly what is going on. In a sports event, the
audience can see a scene related to the current game. However, in the index of examining
the learning process, the tester cannot grasp the accurate state of students’ learning
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effect through observation, but can only make indirect evaluation through examination,
practical operation, interview and other ways. For example, the Markov process that
examines the learning effect of students is called the stage observable Markov process,
which means that the examiner can only obtain a series of observable indirect evidence.
The demonstration diagram of teaching intelligence recommendation based on Markov
is shown in Fig. 2.

Fig. 2. Markov based instructional intelligence recommendation diagram

5 Platform Based on Reinforcement Learning Algorithms

According to the output type, classroom teaching learning algorithms can be divided
into two types: one is the model based on learning effectiveness, the other is the inde-
pendent model based on learning process. The model algorithm based on learning effec-
tiveness uses instantaneous data to simulate the feedback given by the environment,
while the model-independent feedback is treated as invalid data. The algorithms used
to select classification are also divided into different types, one is value-based classifi-
cation scheme, and the other is policy-based classification scheme. In the value-based
classification scheme, each feedback of the algorithm represents the value of the corre-
sponding action, and the subsequent connection of the action is determined according
to the entropy ranking of each action. Commonly used algorithms include Sarsa and Q-
learning. In entropy-based algorithms, the input to each algorithm is the basic probability
of all actions, and the actions are classified and sampled according to the probability.

In order to achieve more complex functions, other kinds of structures are usually
introduced into the neural network. For example, convolutional neural network data
acquisition adds linear connections such as convolutional layer, descendinghierarchy and
pooling layer, and cyclic neural network designs the influence of input on feedback output
at the latter moment. Combining reinforcement learning (DRL) data with deep learning
mining is the main scheme to deal with the interaction between related agents and
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unrelated environments in machine learning. Taking learning algorithm as an example,
it uses a reward value matrix to record the rewards that can be obtained by taking
various behaviors in all states. However, when the state space is too large, using neural
network instead of this matrix becomes a better solution. Combined with the advantages
of deep learning, reinforcement learning can accurately capture the characteristics of
each dimension of the environment in many more complex and practical problems, so as
to make better decisions. By maximizing the value of the objective function, students’
mastery of the corresponding knowledge points can be obtained, as shown in Formula
1.

p(O‖K,L,T (g, s)) =
∏m

i=1
C(qi)

∏n

j=1
W (qj) (1)

6 Design of Knowledge Tracking Model

Accurate knowledge tracking for students is the basis of intelligent recommendation sys-
tem. BKTmodel is one of the most commonly used student knowledge tracking models,
but it does not consider the influence of knowledge point correlation on learning, and
can only update the model through the test results. In consideration of the shortcomings
of BKT model, an improved interactive Bayesian Knowledge Tracing (IBKT) model
was designed to track students’ learning states. IBKT covers more elements and pro-
cesses than the original BKT model. The elements include students’ student number,
name, age and other basic information, as well as students’ personality indicators and
mastery of each knowledge point, such as affinity to people, responsibility and learning
habits. The process includes the learning process and the observation process. Learning
process refers to the process in which the mastery of knowledge points changes after a
period of learning. The observation process includes classroom observation and exam-
ination observation. Classroom observation refers to students’ self-cognition of knowl-
edge points through classroom voting, while examination observation refers to students’
learning situation through examination results. Since students’ learning process is usu-
ally invisible, such model updating can correct the errors caused by the evolution of
one’s knowledge point mastery during the learning process. With the support of more
elements and processes, IBKTmodel can achieve far more support than BKTmodel can
give to the teaching process. In terms of knowledge tracking, IBKT model can update
and track students’ learning status more timely through various interactive processes.

7 Conclusions

An intelligent teaching assistant system based on knowledge points is designed
and implemented, which is composed of teachers’ mobile phones, students’ smart
phones/watches, classroom computers and back-end servers. Based on the actual teach-
ing needs, the system provides interactive and planning support for computational teach-
ing, strengthens the interaction between teachers and students from the bottom up, and
promotes the quantification and precision of classroom teaching. The main functions of
the system include: before class, teachers can get the recommended teaching plan and
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class grouping plan; in class, teachers can use the learning materials saved in the system,
such as teaching videos, teaching plans, etc. After teaching, teachers can initiate a vote
or question and answer based on knowledge points; Students can always consult the
system to assess their ability, and get recommended self-study plan. Students’ learning
situation is captured by using knowledge-based voting and answering methods to model
students. Based on the Bayesian knowledge tracking model, this model introduces the
correlation degree between knowledge points to make it more suitable for the actual
classroom teaching. The method of student self-evaluation to update the model, which
reduces the model’s dependence on the test, reduces the cost of model update and avoids
the consumption of students’ attention.

Acknowledgements. Analysis on the Types andMeanings of Common Intercultural Information
in English News. Youth Fund Project of Jilin Agricultural Science and Technology College,
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Abstract. With the arrival of the 5G era, the traditional archival service mode
has changed. As an important support for schools to carry out education and
teaching work, it is indeed necessary to promote the teaching archives of col-
leges and universities from information service to knowledge service. This paper
firstly explains the current situation of the development of knowledge services
for university teaching archives and defines the basic concept of user portraits.
Then constructs a teaching archives user portrait set through K-means cluster-
ing algorithm, and builds a teaching archives knowledge service model on this
basis, aiming at providing better service for the users of teaching archives and
improving the awareness of related groups to the teaching archives in colleges and
universities.

Keywords: User Profiling · Teaching Profile · K-Means Clustering · Knowledge
Services

1 Introduction

As a product of school teaching activities, university teaching archives record the history
and current situation of the school, and also undertake the important task of providing
talents for society. However, with the advent of the information society, the disadvan-
tages of the university archives management service system being out of line with the
development of society have gradually come to the fore, and the mining of personalized
archival information from the massive amount of data to precisely match the users has
gradually become a new issue facing the university teaching archives service field under
big data.

In recent years, intelligent analysis of knowledge services based on user portraits
has been widely applied in the field of library intelligence. As a means of analyzing user
needs and realizing accurate knowledge services in the era of big data, most scholars
have adopted this method to realize personalized recommendation services in libraries.
However, the results of using user portraits to study the personalized service of teaching
archives are relatively few, especially in the knowledge service of teaching archives in
colleges and universities, where there is still a large research gap. Therefore, in this
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paper, by collecting the basic attribute information and behaviour information of users,
after cleaning, classifying and fusing the basic data, the K-means clustering algorithm
is used to construct a user portrait set and build a knowledge service model for teaching
archives on this basis [1]. This paper provides feasible suggestions for the development
of teaching archives knowledge services in universities.

2 User Profiling Related Technologies

2.1 The Basic Meaning of User Profiling

With the development of artificial intelligence, the research of user portrait rises quietly
at home and abroad. User portrait was first proposed by Alan Cooper, the father of inter-
action. Subsequently, numerous scholars have carried out researches on user portrait
successively. Korsgaard constructs personas using a design and evaluation modeling
approach to qualitative data through information and communication technologies [2].
Through the potential motivations and concerns of users, Guang min Li mines represen-
tative invisible data to fully present the user group portrait [3]. Mingyu Lee used ques-
tionnaires to build profiles of millennial users that included demographic information,
user behavior, motivation and personality [4].

On this basis, this paper holds that the user profile in the knowledge service envi-
ronment of university teaching archives refers to the collection, analysis and processing
of users’ personal attribute information, behavioural attribute information and feedback
attribute information, etc., to develop a highly refined feature identification that fits the
characteristics of the user group, and then categorise users with similar attributes tomake
the user image concrete.

2.2 Algorithm Design for Constructing User Profiles Based on K-means
Clustering

1) k-value determination algorithm
Before performingK-means clustering, a predeterminedk-value is needed to indicate
the number of clusters to be formed, and the size of the k-value directly affects
the clustering effect[5]. In practice, the contour coefficient method can be used to
determine the clusters of the data to be analysed because it takes into account both
cohesion and separation. Its core formula is.

s(i) = b(i)− a(i)

max{a(i), b(i)} (1)

The specific steps to determine k value by contour coefficient method are as
follows.

Step 1: Calculate the average distance ai from sample i to other samples in the same
cluster and refer to ai as the intra-cluster dissimilarity of sample i.
Step 2: Calculate the average distance bji of all samples from sample i to some other
cluster Kj, and is the dissimilarity of cluster Kj of sample i.
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Step 3: Define the contour coefficient of sample i based on the intra-cluster
dissimilarity ai and inter-cluster dissimilarity bi of sample i.

2) K-means algorithm
The K-means algorithm is an unsupervised learning algorithm for solving clustering
problems. The algorithm is simple in principle, easy to implement, and is able to
remain scalable and efficient when dealing with large data sets, and it is also more
effective when the clusters are close to a Gaussian distribution[6]. In addition, the
algorithm is highly interpretable and often yields satisfactory clustering results when
appropriate values of k are chosen.

The classical K-means algorithm proceeds as follows.

a) Initialization: The total number of clusters k of the known dataset X and the
clusters obtained by the contour coefficient method, and the k data points calcu-
lated in the dataset X are selected as the initial cluster centers, i.e. the k cluster
centers are obtained.

b) Set the iteration termination condition: set the maximum number of cycles or
the change error of the cluster center as the iteration termination condition.

c) Update the class to which the sample objects belong: calculate the distance
between the data objects in dataset X and the initial centroids of the k clusters,
classify each data object into the class with the closest distance according to the
distance criterion, and establish the k initial clusters with the original centroids
as cluster centers.

d) Update the class centroids: the next iteration’s clustering centers are the average
vectors of each class.

e) Repeat steps (c) and (d) until the iteration termination condition in step (b) is
met, i.e. the clustering results have converged, then stop.

f) Output the clustering results.

3 Construction of a User Profile for Teaching Profiles

3.1 Data Collection

User data is an implicit expression of users’ needs and to a certain extent can help
university archives understandusers’ needs preferences. Ideally, the source of data should
be log data from archives’ user management and service platforms, system portals, etc.
However, the current Shenyang Jianzhu University archives system is immature, user
information is not well recorded, and in consideration of the need to protect personal
privacy information, the Shenyang Jianzhu University archives does not provide user
search data to the public. Therefore, this paper uses a questionnaire to simulate the
user login system and user search system of the archive system based on basic user
information and user behaviour information to obtain personal information and demand
preferences of users, so as to build a user profile of the teaching archives of Shenyang
Jianzhu University.
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3.2 Data Pre-processing

A total of 263 questionnaires were collected online and offline. As the original user data
collected through the questionnaire had problems such as missing data and inconsisten-
cies, it would affect the accuracy of the user profile construction. Therefore, the data
needs to be pre-processed such as cleaning and transformation. The article mainly per-
forms the following four operations: eliminating non-sample-required questionnaires,
filling inmissing values, eliminating and filling in incorrect values and eliminating dupli-
cate questionnaires. Some of the statistical information is as follows, as shown in Table 1
and 2.

Table 1. Statistical table of user information (partial)

Gender Identity Type Way Willing

Female student Personal Archives Need

Male student Enrollment APP Need

Female teacher Major Archives Needless

Male teacher Enrollment Archives Need

Female Social group Personal Website Need

Female teacher Enrollment APP Need

Male student Personal APP Need

Female Social group Personal Archives Need

Female student Personal Archives Neutral

Male student Personal Archives Need

Female Social group Major APP Need

Male Social group Personal Archives Need

Table 2. Comparison table for labelling of user information

Gender Identity Type (Querying a
File Type)

Way (File query
Method)

Willing (establish
knowledge service
system)

Male Student Enrollment Archives: Enquiry
at Library

Need: necessary

Teacher Personal: Personal
information

Website: Query
official website

Needles: unnecessary

Female Alumni Major: Professional
Courses

APP: Portal
website APP

Netural: Don’t care

Social group Course Practice
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3.3 Building User Profiles Based on K-means Clustering

1) Determine the value of k
In this paper, we use python software to find the best k value, as shown in Table 3.
According to the contour coefficient principle, when the contour coefficient refers to
the maximum, its corresponding number of clusters is the best[7], from the results,
when the k value is 4, the clustering effect is the best.

Table 3. Table of contour coefficients corresponding to k values

K-value …… 2 3 4 5 6 ……

Corresponding profile factor …… 0.323 0.329 0.338 0.305 0.315 ……

2) Perform K-means clustering analysis
After determining the optimal k value, After determining the optimal k value, K-
means cluster analysis was carried out on the data, and the results were shown
in Table 4. The sample population was divided into four different classes of user
portraits,with each columncorresponding to the character at the centre of that cluster.

Table 4. K-means clustering results

Attribute Full Data
(232.0)

Cluster0
(90.0)

Cluster1 (71.0) Cluster2 (63.0) Cluster3 (8.0)

Gender Female Female Female Male Female

Identity student teacher student student alumni

Type Enrollment Course
Practice

Enrollment Personal Personal

Way Website APP Website Archives Website

Willing Need Need Need Need Neutral

Clustered Instances 39% 31% 27% 3%

The specific results are analyzed as follows.

a) Cluster 0
This portrait collection is mainly composed of teachers with a certain number of
years of work, who have higher information literacy, greater demand for teaching
archives, higher query methods, and more comprehensive file search content.

b) Cluster 1
From the data in the table, we can infer that the portrait collection is mainly a group
of students facing admission, who need to achieve their admission goals through
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the school enrollment plan. In addition, problems such as incomplete information
search and difficulty in obtaining may be the reasons why this group needs to build
a teaching archives knowledge service system.

c) Cluster 2
From the clustering results of the portraits, it is clear that this group is more willing
to go to the university archives to find relevant archival materials because of the
privacy of the archives they query, and they hope that the university archives can
improve the relevant query system and establish an intelligent knowledge service
recommendation system for teaching archives.

d) Cluster 3
The clustering results show that alumni do not make much use of teaching archives
and are not sufficiently aware of the importance of teaching archives. It is also pos-
sible that this group is indifferent to the archival knowledge service system because
of the low level of demand for archives and the fact that access is open and relatively
easy to obtain.

4 Knowledge Services for Teaching and Learning Archives Based
on User Profiling

In order to better tap into users’ real archival demandpreferences basedon the constructed
user profile set, and at the same time provide accurate teaching archival services to
users. In this paper, a user-oriented knowledge service model for teaching archives is
constructed from four aspects: data collection, demand analysis, data processing and
recommendation service. It is shown in Fig. 1.

Fig. 1. Knowledge service model for teaching archives

4.1 Data Collection Layer: Acquisition User Data

In realizing the knowledge service of teaching archives, collecting relevant user infor-
mation is the basic basis for constructing user portraits and knowledge service models.
The basic attribute data and dynamic attribute data of users can be obtained by using
crawler technology or questionnaire through college portal web logs [8].
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4.2 Needs Analysis Layer: Exploring User Needs

Exploring user’s demand and solving user’s problem is the target task of constructing
teaching archive knowledge service model. Data processing and recommendation ser-
vices are based on demand analysis, and use the collected data to explore the direct
real needs and potential hidden needs of users[9]. Demand analysis shows three types
of basic information demand, development information demand and innovation infor-
mation demand. Teaching archive knowledge service needs to carry out corresponding
construction and service according to the demand content.

4.3 Data Processing Layer: Building a User Profile

Building a user profile is a key part of realising the knowledge services of the teaching
archive. The data processing layer mainly builds user portrait set through data, and
establishes service item index for each portrait set and completes dynamic feedback and
adjustment, so as to provide corresponding service content for different types of users
to realize personalized recommendation[10]. In this process, considering the change of
user characteristics and interest preference, the system needs to have a synchronous
optimization and update mechanism, so as to establish a more suitable portrait set for
the user group.

4.4 Recommendation Service Layer: Realizing Knowledge Services

The ultimate goal of the knowledge service for teaching archives is to achieve accurate
recommendation services. While the teaching archives knowledge service model pro-
vides basic services, its highlight lies in providing scenario-based and real-time precise
personalized services according to user behavior characteristics and demand character-
istics. It includes precision recommendation service, personalized customized service
and real-time recommendation service.

5 Conclusions

The knowledge service of university teaching archives based on user portraits is a user-
centred process of providing diversified services, which to a certain extent alleviates the
problems of information overload and semantic gap between teaching archives and users.
Based on user big data, the article accurately predicts users’ archival demand preferences
through modelling of user portraits, and realises a seamless connection between users
and resources. Through the construction of teaching archives knowledge service model,
the intelligent level of college archives service can be effectively improved.

Acknowledgements. This work was supported by Liaoning archival science and technology
project "Research on the knowledge service of university teaching archives in the context of engi-
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Abstract. Currently, computer networks are evolving in an extensive and highly
distributed direction, Data centers based on traditional networks are gradually
migrating to cloud data centers, and instead of reducing the number of network
security incidents, they are causing more damage, and traditional reactive pro-
tection methods cannot reliably cope with changing security events and security
hazards. The purpose of this paper is to study computer network security based
on artificial intelligence technology. The application of artificial intelligence tech-
niques in network security with intrusion detection and defense techniques is
described. Because the learning efficiency of BP algorithm is low and the con-
vergence speed is slow, the additional momentum factor is used to improve the
performance of BP algorithm, and the neural network is introduced into the intru-
sion detection and defense system, so as to reduce the system leakage rate and
false alarm rate and improve the convergence speed of neural network. At the same
time, various network security products developed in combination with artificial
intelligence will be deployed to the cloud data center to strengthen the network
security of the cloud data center.

Keywords: Artificial Intelligence Techniques · Computer Networks · Network
Security · BP Algorithm

1 Introduction

With thewidespread use of computers and networks in the financial and business sectors,
society as a whole is increasingly dependent on computer networks. However, the forms
and means of cyber security threats have changed, it shows new characteristics. The
network intrusion causes the information system to be unable to operate effectively,
seriously hindering economic activities, causing huge losses, and even social turbulence.
Network security has become the bottleneck of social information development, and
network security research has increasingly become the focus of global attention [1, 2].

With the rapid development of new technologies such as cloud computing, in order
to ensure the security of computer networks in the new situation, we must take some
defensive measures and strategies. The application of data mining techniques in com-
puter networks allows retrieval, processing and analysis of data in computer networks
[3, 4]. Daniel Gerbi Duguma analyzed the policies related to information security of
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computer networks and further optimized network information security by combining
data mining techniques to provide a reference for evaluating the effectiveness of network
information security [5]. R. Punithavathi has designed a dedicated automatic network
security detection card using coretex - m 3 processor according to the requirements of
the automatic network security detection function of the embedded data acquisition ter-
minal. In addition, the RS232 interface has been extended to communicate with the data
acquisition terminal and to collect the necessary cyber security events [6]. Abida Sultana
Sumona started by outlining a road map of early mobile communication and artificial
intelligence, the technical development from the third generation mobile communica-
tion technology (3G) to the era of artificial intelligence was reviewed. In the context of
telecommunication AI, the convergence of business operations management, business
support system (BSS) and operations support system (OSS) oriented intelligent appli-
cations is further detailed [7]. With the development of new technologies, it is urgent
to establish a new security defense system suitable for large-scale networks, so as to
actively, cooperatively and effectively deal with security threats by integrating various
network security technologies.

In this paper, we introduce network security management, particularly intrusion
detection and artificial intelligence. The artificial intelligence technology in network
security management is analyzed. Using the artificial neural network of artificial intel-
ligence technology, the intrusion detection system is improved, and the deployment of
network security equipment based on artificial intelligence in the cloud data center is
improved, in order to bring new security defense strategies to the network security field.

2 Research on the Application of Artificial Intelligence Technology
in Computer Network Security

2.1 AI in Network Security

(1) Establishing rule-generating expert systems

The most important part of network security management is intrusion detection [8, 9].
So far, expert systems are the most popular artificial intelligence techniques. An expert
system is a detection system with specialized knowledge. Administrators can collate
existing intrusion patterns and use system detection to identify system security factors,
which also helps to detect future intrusions [10, 11].

(2) Use of Artificial Neural Network System in Network Security Management

Artificial neural networks have a strong discriminatory ability to identify intruders with
intentional noise or evenmalicious distortions. The systemwas developed by an efficient
research team to simulate the learning ability of the human brain over a long period of
time [12, 13].
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(3) Artificial immunity techniques

Network security is one of the application fields of artificial immune technology. Artifi-
cial immune technology is based on the human immune system. The human body can be
protected in the external environment through immunity, while the network system secu-
rity devices can realize the defense against intrusion through the learning of information
security technology. The former focuses on preventing virus intrusion, while the latter
focuses on protecting information to ensure its integrity, confidentiality and availability
[14, 15].

2.2 Intrusion Detection and Defense Techniques

IDS is the abbreviation of intrusion detection system. There are two main types of IDS:
network-based IDS and host based IDS. The data detected by network-based IDS comes
from the data packets on the network, independent of the hosts on the protected network,
and is suitable for intrusion detection of various network traffic. The data detected by
host based IDS comes from the system log, audit log, and operating system log of the
protected host. Generally, only one specific computer is protected [16, 17]. IDS can be
divided into two parts, network detector and management center. The network probe
monitors the inbound and outbound access to the protected network segment in real
time, reports the detected violations to the console, and executes the commands returned
by the console. At the same time, the network probe has client daemons that support
the universal connection control protocol, which can communicate with the firewall
server daemons in real time. If a violation is detected, the console will be notified of the
violation message, and the firewall will also be notified. The firewall will automatically
generate rules; The management center provides a graphical interface for centralized
management of network detectors [18].

IPS is the abbreviation of intrusion prevention technology. IPS has more defense
functions than IDS. Although IDS can prevent ordinary attacks by linking the detection
results with the firewall, it has poor protection against “instant attacks”. IPS can solve
this problem well, blocking the detected attacks while detecting them.

2.3 Improvement of BP Algorithm

The neural network detection mechanism compares the actual user behavior patterns
with the learned normal behavior patterns to determine whether they are abnormal or
not.

In this paper, we use the additional moments method and the adaptive learning rate
method to improve the performance of the BP algorithm to handle the problem.

The correction formula for the additional moment factor weights is:

�Wij(k + 1) = (1− mc)1Erri + mc�Wij(k) (1)

�θj(k + 1) = (1− mc)1Erri + mc�θj(k) (2)

k is the training number, mc is the moment factor, and l is the learning rate.
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The principle of adaptive learning rate adjustment is as follows: if the weight correc-
tion can reduce the value of the error function and the selected learning rate is slightly
smaller, then a smaller value can be increased to improve the learning speed and shorten
the computation time. If the value of the error function cannot be reduced but is increased,
the learning rate must be reduced, and the specific adjustment is as follows:

1(k + 1) =
⎧
⎨

⎩

1.051(k) E(k + 1) < E(k)
0.71(k) E(k + 1) < 1.04E(k)
1(k) Other situations

(3)

with adaptive learning rate, the selection of initial learning rate is more flexible. In the
intrusion detection system based on neural network technology implemented in this
paper, the neural network module is also the applied BP model.

3 A Systematic Study on the Application of AI in Computer
Network Security

3.1 System Framework

Considering the maturity of BP neural network used in engineering and the real-time
requirement in intrusion detection and defense, the system adopts BP neural network as
the artificial intelligence part andworks in parallel with the traditional intrusion detection
and defense part. The system consists of 3 modules: sniffer module, intrusion detection
and defense module, and neural network module.

Sniffer module is responsible for getting packets from the network (for simplicity,
in this paper, messages etc. are considered as packets). If you use switch in your net-
work, you also need to configure the mirror port on the switch to listen to all packets.
Considering the compatibility of LINUX and WINDOWS, the system decides to use
pcap.

The neural network module and the intrusion detection and defense module work
in parallel and complement each other. The preprocessing subcomponent is responsible
for the numerical conversion function: converting network packets of different proto-
col layers into appropriate mathematical vectors. Since ICMP, TCP/UDP, HTTP, and
TELNET are widely used for network communication, we perform separate numerical
conversions for packets of all four protocols and use the same numerical conversions for
all other types of packets. The neural network parameter settings include input vector
size, excitation function type, learning efficiency, moment factor, and the number of
training sessions that can be defined by the parameters. The reporting sub-module is
used to determine whether it is an attack or not.

3.2 Neural Network Module

In our implementation of a neural network intrusion detection and defense system, a
sample of a typical network attack is first obtained as a training sample bank to train the
classification mechanism of the neural network. After training the neural network stores
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the characteristic patterns of these weight attacks. After the training, the neural network
classification mechanism can be used to analyze and process the network data stream
captured in actual operation, and determine whether it is a normal network behavior or
an unknown network attack. When an unknown network attack is detected, the feedback
training sample library retrains the neural network, classifies the neural network through
training, and continues to expand the scope of detection.

The application of neural network in intrusion detection and defense system plays
an important role in reducing the system leakage rate and false alarm rate. The improved
BP algorithm further reduces the system leakage rate and false alarm rate, and improves
the convergence speed of neural network.

4 Network Security Deployment of Cloud Data Center

Cloud data centers developed based on virtualization technology have performed well
in flexible resource scheduling and full utilization of resources. Traditional data centers
are gradually migrating to cloud data centers. Combined with the advantages of network
security products developed by AI in intelligence and security, it is suitable for deploy-
ment to cloud data centers. The network security management and control deployment
of the cloud data center is shown in Fig. 1.

Fig. 1. Network security deployment diagram of cloud data center

The network securitymanagement and control of the cloud data center is divided into
three layers: the physical network layer includes the network equipment and security
equipment of the cloud data center, such as Anti DDos, firewall, intrusion prevention
system, WAF, security sandbox, fortress machine, etc.; The intelligent analysis layer
provides public services based on the big data platform, receives the data reported by
the physical network layer, uses artificial intelligence to analyze the network security
of the reported data, controls the access of terminals, audits servers, databases, network
devices, network traffic, etc., and predicts the security situation awareness; The event
management layer receives the audit information and security situation prediction of the
intelligent analysis layer, judges the network health and security health of the cloud data
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center, finds security events and faults in time, conducts fault location and processing, and
dynamically generates security policys and sends them to all network security devices
for joint defense.

The network security equipment deployment of the cloud data center is shown in
Fig. 2. It is divided into vertical external threat security protection deployment and hori-
zontal internal threat security protection deployment. The vertical external threat security
protection deployment includes Anti DDoS, firewall, intrusion prevention system,WAF,
security sandbox, etc. Horizontal internal threat security protection deployment includes
firewall, intrusion prevention system, WAF, security sandbox, virtual firewall (VFW),
terminal access control system, etc.

Fig. 2. Network security equipment deployment diagram of cloud data center

First, the firewall is deployed in series in the vertical transparent mode at the Internet,
VPN orWAN private network access to protect the vertical security and prevent external
intrusion. At the same time, a firewall is hung between the horizontal areas inside the
cloud data center to protect the security between the horizontal areas.

Because the exit of the cloud data center faces the threat of distributed denial of
service attacks, it is also necessary to deploy anti DDoS devices, mirror all access traffic
to the detection center for detection, and then report it to the ATIC management center,
which will clean the traffic according to the security policy to effectively prevent DDoS
attacks and protect normal business traffic.

In order to defend against various attacks against business servers, IPS devices are
directly deployed in front of the business server cluster to protect the security of the
business server area; In order to monitor internal attacks, IPS devices are deployed
inside the data center to detect abnormal data traffic.
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In order to defend against SQL injection, cross site scripting and other attacks against
the Web server, a web application firewall WAF is installed next to the server area to
protect the Web server.

To prevent undiscovered and unpublished attacks, security sandboxes are deployed
for detection. The security sandbox simulates the real environment through virtualization
technology, allowing malicious attack processes to fully run in the virtual environment
without damaging the real system, effectively identifying 0-Day vulnerabilities, targeted
APT and other attacks, and intercepting them with the firewall.

In order to uniformly manage the operation and maintenance accounts of all equip-
ment for future audit and review, the bastion machine is deployed inside the cloud data
center, and the whole process of account operation is recorded and saved.

Through the reasonable deployment and virtual application of network security
devices based on artificial intelligence, the cloud data center can be effectively protected,
intelligent management can be realized, the utilization efficiency of network security
devices can be improved, and security guarantees can be provided for the reasonable
scheduling and utilization of various resources.

5 Conclusions

In today’s world, information security has become a global issue concerning national
defense security, social stability and economic development, and the international strug-
gle to obtain, use and control information is becoming increasingly intense. In this paper,
some exploratory work has been carried out in this area of computer network security
based on artificial intelligence technology, and in order to further improve the network
security active defense system, the following work needs to be continued in future work:
Mapping the alarm types of heterogeneous IDSs such as Snort to expanded class attacks
to achieve multi-detector data fusion; In future work, it is necessary to target different
network worms. A feedback mechanism between the prediction results and inference
rules is needed to train the optimal fuzzy inference rules.
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Abstract. This paper provides a user side power dynamic capacity expansion sys-
tem and its control method. The control method includes: uninterruptedly moni-
toring the power ofAC input;When the power is less than the first power threshold,
control the mains power to supply power to the load equipment and other devices
in the system, and charge the flywheel energy storage device; When the power
is greater than or equal to the first power threshold, the flywheel energy storage
device is controlled to discharge, and the utility and flywheel energy storage device
are controlled to jointly provide power for the load equipment and other devices in
the system. The system and its control method can provide short-term high power
support for the load in working state or when multiple loads are working at the
same time, and achieve the effect of dynamic capacity increase without increasing
the power supply capacity at the user side. Compared with the traditional power
capacity expansion method, the equipment investment is low and the construction
period is short. And the capacity increasing system provided in this paper can be
used to support multiple sets of flywheel energy storage devices to work in parallel
according to the application requirements, and the system has good scalability.

Keywords: Power · Dynamic Capacity Increase · Control

1 Introduction

In the process of production and operation, due to the expansion of production capacity
and the increase of power load, the power supply capacity originally applied for cannot
meet the current production and operation needs, so it is necessary to apply for increasing
capacity on the original basis [1]. The process for power users to apply for power capacity
increase is usually as follows: if the power user needs to increase capacity, itmust submit a
written application to the power supply party and issue the relevant application materials
of the power user, which can be carried out only after the power supply party reviews
and agrees [2–7]. When users apply for power capacity increase, it not only takes a long
time to apply for and approve, but also needs to pay for equipment purchase, design,
construction and other costs, which is a big expense [8].

For some power users, the normal basic load will not exceed the power supply capac-
ity, but when their high-power electrical equipment is put into operation, it will exceed
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the maximum power supply capacity for a short time [9–16]. The power consumption
characteristics of these high-power equipment are intermittent use, low power in standby
at ordinary times, high working power in use, and short service time each time [5]. For
example, in the field of hospitals, with the development of science and technology, med-
ical equipment such as CT, MRI, and electron accelerators are introduced into use [17].
These equipment are high-power equipment that are frequently used for a short time.
The power consumed in standby mode is not large, but the power consumed in work-
ing mode increases rapidly, exceeding the maximum capacity of its power supply and
distribution system design [18]. To ensure the normal operation of these high-power
electrical equipment, the traditional solution is to apply to the power supply department
for power capacity increase. After the approval of the power company, the survey, design
and construction are carried out. It may be necessary to replace or add new transformers,
old lines and corresponding power distribution equipment. It not only takes a long time,
but also has a large investment.

In order to solve the problem of long time and high capital investment caused by
the traditional method of power capacity increase on the user side, this paper proposes
a solution of dynamic capacity increase on the user side using flywheel energy storage.

2 System Structure

Please refer to the structural diagram of the user side power dynamic capacity increase
system shown in Fig. 1. The dynamic capacity increase system includes: mains, AC
input terminal coupled with mains, load equipment, and AC output terminal coupled
with load equipment; The online dual conversion uninterruptible power supply device
coupled with the AC input end and the AC output end, and the flywheel energy storage
device coupled with the online dual conversion uninterruptible power supply device.
The flywheel energy storage device is configured when the power supply capacity of
the mains cannot meet the power consumption of the load equipment and other devices
(including the online dual conversion uninterruptible power supply device and flywheel
energy storage device) in the dynamic capacity increase system, Together with the mains
supply, it supplies power to the load equipment and other devices in the dynamic capacity
increasing system. In this paper, the “first power threshold” is defined as the maximum
power supply capacity of the mains under normal conditions.

The mains power supplies power to the load equipment and other devices in the
system through the AC input terminal. The power required by the mains power varies
according to the power of the AC input terminal, while the power required by the AC
input terminal depends on the power demand of the load equipment and other devices in
the system, and can only exceed the maximum supply capacity of the mains power for a
short time. That is to say, when the load equipment is working, the power demand of the
load equipment and other devices in the system will exceed the maximum power supply
capacity of the mains, and the system will detect that the power value of the AC input
terminal is greater than the first power threshold. At this time, the systemwill control the
flywheel energy storage device to discharge, so that the power of the AC input terminal
is less than or equal to the first power threshold, That is to say, the mains power will
continue to supply power with the maximum power supply capacity, and the flywheel
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energy storage device will provide the residual power required by the load equipment
and other devices in the system.

Among them, the online dual conversion UPS device includes: AC/DC rectifier and
DC/AC inverter, and the AC/DC rectifier and DC/AC inverter are connected through DC
bus. The mains supplies AC power to the AC input terminal, rectifies AC power into
DC power through AC/DC rectifier, and then reverses DC power into stable AC power
through DC/AC inverter to supply power to the load equipment.

The online dual conversion uninterruptible power supply device also includes: a
bidirectional DC/DC module set on the DC bus at the high voltage side, which is used
to receive the high-voltage DC rectified by the AC/DC rectifier when there is residual
power supply capacity to charge the flywheel energy storage device, and convert it into
low-voltage DC suitable for the flywheel energy storage device to charge the flywheel
energy storage device; When the power supply capacity of the mains power cannot meet
the power demand of the load equipment and other devices in the dynamic capacity
increase system, the system receives the discharge power of the flywheel energy storage
device and supplies power to the load equipment and other devices in the dynamic
capacity increase system together with the mains power.

The flywheel energy storage device includes a bidirectional DC/AC converter con-
nected to the low-voltage side of the bidirectional DC/DCmodule and a flywheel energy
storage unit connected to the AC side of the bidirectional DC/AC converter. The bidirec-
tional DC/AC converter is used to receive the output power of the bidirectional DC/DC
module to provide charging power for the flywheel energy storage unit when there is
still residual power supply capacity for charging the flywheel energy storage unit; When
the power supply capacity of the mains power cannot meet the power demand of the
load equipment and other devices in the dynamic capacity increase system, it receives
the discharge power of the flywheel energy storage unit, and then outputs it to the bidi-
rectional DC/DC module to supply power to the load equipment and other devices in
the dynamic capacity increase system together with the mains power.

In addition, the bidirectional DC/AC converter is also configured to end the discharge
state of the flywheel energy storage device when the flywheel speed is lower than the
first speed threshold. At this time, the flywheel energy storage device is in standby state,
neither charging nor discharging.
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Fig. 1. Structure of power dynamic capacity increasing system on customer side

3 Energy Flow Direction of Dynamic Capacity Increasing System

In some feasible embodiments, the dynamic capacity increasing system also includes a
control module, which is configured to perform the following steps:

Continuously monitor the power of AC input terminal; When the power of the AC
input terminal is less than the first power threshold, control the mains power to supply
power to the load equipment and other devices in the dynamic capacity increase system,
and output the residual power supply capacity of the mains power to the flywheel energy
storage device for charging. See a schematic diagram of energy flow of the user side
power dynamic capacity increase system shown in Fig. 2 for details; When the power
of the AC input terminal is greater than or equal to the first power threshold, control the
flywheel energy storage device to discharge, and control the mains and flywheel energy
storage device to jointly provide power for the load equipment and other devices in the
dynamic capacity increase system. See another energy flow diagram of the user side
power dynamic capacity increase system shown in Fig. 3 for details.
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Fig. 2. A schematic diagram of energy flow direction of power dynamic capacity increase system
on the user side
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The control module is configured to perform the following steps: uninterruptedly
monitor the power of the AC input terminal. The power monitored here corresponds to
the sum of the power used by the load equipment and other devices in the system at that
time, while other devices in the system include the online dual conversion uninterruptible
power supply device and flywheel energy storage device.

When the power at the AC input end is less than the first power threshold, control the
bidirectional DC/DCmodule to output power to the flywheel energy storage device, and
control the sumof its output power and the power of the load equipment in the system and
the power of other devices to be less than or equal to the first power threshold; When the
power of AC input terminal is greater than or equal to the first power threshold, control
the power of AC input terminal as the first power threshold, and control the bidirectional
DC/DC module to output power to DC/AC inverter, and control the sum of its output
power and the first power threshold to be equal to the sum of the electrical power of the
load equipment in the system and the electrical power of other devices.

After the flywheel energy storage device discharges for a period of time, when the
flywheel speed is lower than the first speed, control the bidirectional DC/AC converter
to stop power output or input, and the flywheel energy storage device is in standby state,
neither charging nor discharging.
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Fig. 3. Another energy flow diagram of the user side power dynamic capacity expansion system

The first speed can be set as required, for example, 30%–40% of the highest flywheel
speed. The control module comprises a programmable processor in which a software
program is written, which can perform the functions described herein. Specifically, the
software program can be downloaded to the processor in electronic format through the
network; Alternatively, the software program may be stored on a storage medium such
as a magnetic memory, an optical memory, or an electronic memory. In some cases,
the control module may also include additional or embedded hardware modules for
accelerating its operation. The aforementioned hardware modules may include discrete
components, at least one FPGA and/or at least one ASIC.

In some feasible embodiments of this paper, the online dual conversion uninter-
ruptible power supply device also includes a static bypass, so that when any part of
the AC/DC rectifier or DC/AC inverter fails, the mains can supply power to the load
equipment through the static bypass.
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The user side dynamic capacity increase system introduced above makes full use
of the high power frequent charging and discharging capability of the flywheel energy
storage device and the features of the online dual conversionUPS device that canmonitor
the power of the AC input terminal in real time and conduct dynamic power distribution,
so as to provide short-termhigh power support for the load equipment in theworking state
or when the multi load equipment is working, It achieves the effect of dynamic capacity
increase without increasing the power supply capacity at the user side. Compared with
the traditional power capacity increase method, it saves the process of reporting to the
power supply department and waiting for approval. It has low equipment investment and
short construction period.

4 Control Method of Dynamic Capacity Increasing System

Figure 4 is the control method of the user side dynamic capacity increasing system as
exemplified herein. A flow chart is shown in Fig. 4, which can support one or more of
the following two control modes included in the described control method:

(a) Chargingmode: when the power of the AC input terminal is less than the first power
threshold, control the mains power to supply power to the load equipment and other
devices in the system, and control the mains power to charge the flywheel energy
storage device. The sum of the charging power and the power consumption of the
load equipment and other devices in the system is less than or equal to the first
power threshold;

(b) Discharge mode: when the power of the AC input terminal is greater than or equal
to the first power threshold, control the flywheel energy storage device to discharge,
and provide power for the load equipment and other devices in the system together
with the mains, and the sum of the discharge power of the flywheel energy storage
device and the first power threshold is equal to the sum of the power consumption
of the load equipment and other devices in the system.

The method shown in the flow chart starts from the monitoring step, in which the
power of the AC input is continuously monitored. In monitoring this power, it is con-
stantly ensured that the appropriate power is supplied to the load equipment and other
devices in the system. Then enter the judgment step to judge whether the power is less
than the first power threshold. When the judgment result is yes, it is inferred that the
power supply capacity of the mains can meet the power required by the load equipment
and other devices in the system, and there is excess power to charge the flywheel energy
storage device. The dynamic capacity increase system enters the charging mode. When
the judgment result is no, it is inferred that the power supply capacity of the mains power
cannot meet the power consumption required by the load equipment and other devices
in the system, and the flywheel energy storage device is required to discharge. Together
with the mains power, it supplies power to the load equipment and other devices in the
system, and the dynamic capacity increase system enters the discharge mode. After the
dynamic capacity increasing system enters the discharge mode, it also includes: judging
whether the speed of the flywheel is lower than the first speed threshold.
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Continuous monitoring of AC input power

Judge whether the power is less than 
the first power threshold

Control the mains supply to the load equipment in the 
system and control the energy storage. The sum of the 

total electric power is less than or equal to the first 
power threshold.

Control the discharge of the energy storage device to 
provide power for the load equipment together with 

the mains, and the sum of the discharge power and the 
first power threshold is equal to the total power used in 

the system.

Y

N

Fig. 4. Flow chart of control method for user side power dynamic capacity increase system

As shown in Fig. 5, on the basis of the flow chart shown in Fig. 4, enter the judgment
step to judge whether the speed of the flywheel is lower than the first speed threshold.
When the judgment step result is no, it is inferred that the flywheel energy storage device
can continue to provide power, and the dynamic capacity increasing system continues
to discharge; When the result of the judgment step is yes, the flywheel energy storage
device is controlled to enter the standby state, neither charging nor discharging, and the
dynamic capacity increasing system ends the discharging mode.

The control method provided in this paper compares the power of the AC input with
the set first power threshold by monitoring the power of the AC input in real time, and
then controls the working state of the flywheel energy storage device. It achieves the
effect of dynamic capacity increase without increasing the power supply capacity on
the user side. Compared with the traditional power capacity increase method, it saves
the process of reporting to the power supply department and waiting for approval, and
the equipment investment is low, The construction period is short. Based on the above
adjustment mode, multiple sets of flywheel energy storage devices can be used to work
in parallel as required to improve the output power of the flywheel energy storage system
or extend the discharge time of the flywheel energy storage system. The system has good
scalability.
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Monitoring the power consumption of load 
equipment

Judge whether the power is less than 
the first power threshold

Control the mains supply to the load equipment in the 
system and control the energy storage. The sum of the 

total electric power is less than or equal to the first 
power threshold.

Control the discharge of the energy storage device to 
provide power for the load equipment together with 

the mains, and the sum of the discharge power and the 
first power threshold is equal to the total power used in 

the system.

Y

N

Judge whether the flywheel speed is 
lower than the first speed threshold

The control energy storage device neither charges nor 
discharges

Y

N

Fig. 5. Flow of the optimal control method of the power dynamic capacity increase system on
the user side

5 Conclusions

Compared with the existing technology, the user side power dynamic capacity expansion
system and its control method provided in this paper have the following advantages
and effects: the technical scheme provided in this paper can solve the problem that
power users cannot use high-power electrical equipment due to the limitation of power
supply capacity. Compared with the traditional power capacity increase method, the
technical scheme provided in this paper does not need to be reported to the power
supply department, which saves the application and approval process, low equipment
investment and short construction period; The technical scheme provided in this paper
uses online dual conversion uninterruptible power supply device to supply power to the
load equipment, which can provide continuous, stable and uninterrupted power supply
for the load equipment. The output waveform is good, the output voltage quality is high,
and the load characteristics are good no matter when the load equipment is sudden or
stable; The flywheel energy storage device used in this technical scheme can conduct
frequent charging and discharging, provide high-power power supply support for load
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equipment, and has the advantages of large charging and discharging power and long
service life. According to the application requirements, multiple sets of flywheel energy
storage devices can be used to work in parallel to improve the output power of the
flywheel energy storage system or extend the discharge time of the flywheel energy
storage system.

Acknowledgement. State Grid Hubei Electric Power 2022 Electric Power Capacity Increase
Environmental Prediction and Multi scale Dynamic Capacity Increase Algorithm Research and
Application Science and Technology Project.
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Abstract. This paper studies the methods and devices of secure and non secure
data transmission and isolation in power bus communication, which belongs to the
field of power communication In this paper, the power communication equipment
is interconnected through the bus, and the safe and non safe data are transmitted
on the bus; Identify safety and non safety data through bus arbitration unit, and
conduct data diagnosis and data verification for complete and non safety data;
Determine the safe activity area for operating safety data and the non safe activity
area for operating non safety data through regional division; The access of non
security tasks to security data is realized through the data sharing unit. This paper
makes the integration of security controller and terminal more convenient, pro-
vides the possibility for non security functions to call security data, improves the
utilization rate of security controller resources, improves the flexibility and scal-
ability of monitoring system integration, reduces the cost of monitoring system,
and has great application and promotion.

Keywords: Power · Communication · Data Processing

1 Introduction

In the power industry, the safety instrument system, as the main equipment of safety
protection, has been widely used. Safety instrumented system is a control system used
to realize one or more safety functions [1]. It can take emergency measures against the
possible dangers of devices or equipment to minimize the dangers and losses and ensure
the safety of production equipment, environment and personnel [2–7]. The general safety
instrumented system consists of measuring instruments, safety controllers and actuators.
The equipment is connected through the field bus [8]. The composition of the safety
instrumented system conforms to IEC61511 standard and needs to meet different SIL
requirements for different applications [9–12]. The general non safety system consists
of measuring instruments, non safety controllers and actuators [13]. The equipment is
also connected through the field bus. The composition of the non safety system has no
SIL requirements [14].

In the power station, the plant level monitoring system includes the safety instrument
system and the non safety system [15–18]. The safety instrument system performs the
safety protection function,while the non safety systemperforms the basic process control
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function [1]. The safety instrument system has SIL requirements, which is the essential
difference between the two. The safety controller and the non safety controller perform
safety protection and basic process control. Due to the limited processing capacity of
the safety controller and the limited isolation capacity of the safety and non safety
communication data in the early stage, the safety controller and the non safety controller
are independent of each other and operate independently, without data interaction and
associated logic control [2]. Therefore, they are configured independently, It has caused
a great waste of resources.

With the continuous development of technology, the computing and processing
capacity of the safety controller has been greatly increased. In this way, a fusion control
method is proposed, in which both the safety protection and process control functions are
placed in the safety controller. The safety controller has the functions of both the safety
controller and the non safety controller. This method is different from the previous struc-
ture, in which the safety controller and the non safety controller remain independent,
The fusion technology makes the controller application more flexible, and the integrated
control system has a higher SIL level, while providing more customization advantages,
improving resource utilization and reducing costs.

For the above fusion method, the security controller communicates with the terminal
device in the form of bus; However, it should be noted that the communication between
the security controller and the security terminal equipment conforms to the IEC-61784–
3 standard, needs to meet the SIL requirements, and has certain information security
measures against malicious attacks to ensure the integrity, confidentiality and timeliness
of the security data; However, the communication between the security controller and the
non security terminal equipment does not require the above indicators. The advantages
of the safety controller are obvious, but there are also some problems. Because the safety
and non safety measuring instruments and actuators are connected together through the
field bus, the transmission process may lead to the impact of non safety data on the safety
data. Therefore, how to transmit the safety and non safety data through the public field
bus, and how to isolate the safety and non safety data during the transmission process, It
is an important key to integrate safety and non safety functions into the safety controller.

The solution to the above problem is to find a full process data transmission and iso-
lation method for power equipment from terminal equipment (security and non security)
to security controller control tasks, to ensure that security data is not affected by non
security data, and to meet the integrity, confidentiality and timeliness requirements for
security data of power communication equipment. In view of the above shortcomings
in the existing technology, the technical problem to be solved in this paper is to provide
a method and device for safe and non safe data transmission and isolation of power
bus communication, which is mainly used for safe and non safe data transmission and
isolation of communication equipment on the public field bus.

2 Bus Structure for Safe and Non Safe Data Transmission

This paper implements a method and device for safe and non safe data transmission and
isolation of power bus communication, as shown in Fig. 1. Security control equipment,
security terminal equipment and non security terminal equipment are interconnected
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through the bus; The security terminal equipment can process and transmit security
data, the non security terminal equipment can process and transmit non security data,
and the security control equipment can process and transmit two types of data; Safety
data and non safety data are transmitted on the same field bus.

Power safety 
control equipment 1

Power safety 
control equipment 2

Power security 
terminal equipment 1

Power security 
terminal equipment 2

Power non safety 
terminal equipment 1

Power non safety 
terminal equipment 2

field bus

Fig. 1. Bus structure of safe and non safe data transmission

Figure 2 is the overall framework diagram of safe and non safe data transmission and
isolation. Logically, safe work areas such as safe task execution and safe data storage are
defined as safe activity areas, and safe work areas such as non safe task execution and
non safe data storage are defined as non safe activity areas; The program running area,
storage space, stack space, etc. in the security activity area and non security activity area
are independent of each other to achieve strict physical space isolation.

field bus

Safety task area

Transmit and receive bus data

Secure data 
storage space

Unsecure data 
storage space

Non safety task 
area

Security and non security data sharing area

Fig. 2. Overall framework of secure and non secure data transmission and isolation

Security activity area, non security activity area, security and non security data
sharing unit, bus transceiver and arbitration unit constitute the basic framework of data
transmission and isolation in this paper. Bus data can be processed and transmitted
through bus data transceiver and arbitration unit, and security activity area, non security
activity area, security and non security data sharing unit realize the physical isolation of
security and non security data.
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The bus data receiving/transmitting and arbitration unit can process the bus data and
diagnose the received safety data. When the diagnosis is correct, the data will be stored
as the safety data storage space in the safe activity area; Verify the received safety data.
When the safety data verification result is correct, the received data will be written into
the non safety data space in the non safety activity area; It is able to process the security
policy of the sent security data, add the security identification and send it to the bus; It
is able to add verification data to the non safety data sent, and send it to the bus after
adding the safety identification.

Security and non security data can interact with each other through the data sharing
unit, and non security data can access security data through padlocking, and cannot be
modified. Security tasks are not allowed to access and modify security data.

3 Overall Framework of Data Transmission and Isolation

Figure 3 is the structure block diagram of the bus data transceiver and arbitration unit.
When the bus communication device receives the bus data, it judges whether it is local
data by ID or IP.When it is determined to be local data, it will respond to the security data
processing preferentially through the priority response mechanism after being identified
as security data through the identifier. The security data will be analyzed, and the data
will be diagnosed after analysis. The diagnosis strategy complies with IEC61784–3 and
meets the requirements of SIL. When the security data has requirements for information
security, Information security policies such as secret key and connection authentication
will be added; When the diagnosis result is successful according to the security policy,
the received data will be written into the pre prepared security data storage area; When
the safety data diagnosis result is failure, an alarm signal will be generated and the
received data will be discarded;
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Fig. 3. Bus data transceiver and arbitration unit structure

When the bus communication device receives the bus data, it judges whether it is
local data by ID or IP. When it is local data, it will check the integrity of the data after
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it is identified as unsafe data by identifier; When the security data verification result is
correct, the received data will be written into the non security data storage area prepared
in advance; When the security data verification result is error, give up the received data;
When the bus communication device sends the security data to the bus, it first reads
the security data, and processes it through the security policy. After the security policy
processing, it encapsulates the data. Through the priority response mechanism of the
security data, it adds the security identification and terminal address to send to the bus;
When the bus communication equipment sends non safety data to the bus, it shall first
generate the integrity check code, add the integrity check data, and then package it, and
then send it to the bus after adding the safety identification.

4 Data Sharing and Data Transmission

Figure 4 is the structure block diagram of security and non security data sharing unit.
By adding a security lock, the access control of security logical tasks and non security
logical tasks to the memory area is realized. When the security logic task needs to access
the non security storage space, first judge whether the access data space address is a non
security data space. When it is judged to be a non security address space, padlock the
read data and write data functions and do not allow access to the non security data
storage space; When a non security logical task needs to access the security storage
space, first judge whether the access data space address is a security data space. When
it is determined to be a security address space, padlock the write data function. It is not
allowed to write data to the non security data storage space. Open the read data lock and
run the non security logical task to read the security data storage space data.

When the data arrives at the bus communication device through the bus, the bus
communication judges whether it is local data through ID or IP. When it is determined
to be local data, enter the data processing program, or discard the data; When the safety
data is identified as safety data through the identifier, the priority response mechanism
will give priority to respond to the safety data processing, unpack and analyze the safety
data, and conduct the safety strategy diagnosis on the data after the analysis. When the
safety diagnosis is passed, the received data will be written into the safety data storage
area.When the safety diagnosis is wrong, an alarm signal will be issued;When identified
as unsafe data by the identifier, the unsafe data is unpacked and parsed. After parsing,
the data is verified. When the verification is correct, the received data will be written
into the unsafe data storage area. When the security verification is wrong, the frame data
will be discarded.
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Secure and non secure data sharing unit

Secure data 
storage space

Unsecure data 
storage space

The address is a 
secure data space

The address is a 
non secure data 

space

Determine data 
space address

Determine data 
space address

Security logic 
task

Non safety logic 
task

Fig. 4. Structure of security and non security data sharing unit

Figure 5 is the flow chart of bus safe and non safe sending and receiving. After
receiving the data sending command, the bus communication device will judge whether
the data to be sent is security data. When the data is security data, it will conduct
security policy processing on the data. After the processing is completed, the data will
be packaged according to the data format, and then the preferred processing mechanism
of security data will be implemented. When there is non security data to be sent, it
will process the security data in a limited way, add the security data identifier, and add
the destination device address, Sending security data; When judging the non security
data to be sent, the data will be processed for data verification. After the processing is
completed, the data will be encapsulated according to the data format, and then the non
security data identifier will be added, the destination device address will be added, and
the non security data will be sent.

With the increasing demand for energy, in order to improve power generation effi-
ciency and reduce emissions, the capacity and parameters of the main engine are getting
higher and higher, but also increase its potential risk. For the above reasons, by adding the
corresponding safety protection system, the occurrence of hazards can be fully reduced
and the safety of thermal power plant operation can be improved.

The early power plant safety system required to collect data through hard wire.
However, with the generation of functional safety bus, a large number of bus type sensors
were also used in the safety system, providing great convenience for system integration,
as well as the possibility of bus transmission of safety and non safety data. Through
this paper, it can ensure the transmission of safe data and non safe data on the power
transmission bus, and ensure the isolation of safe data and non safe data, which has a
wide application value.
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Fig. 5. Bus security and non security data transmission process

5 Conclusions

This paper is used to realize a method and device for safe and non safe data transmission
and isolation of power bus communication, which guarantees the application of security
controller. It has the following advantages: it is applicable to the integrated security
control system and has high resource utilization. This paper breaks the traditional way
of independent transmission of security and non security data, making the integration
of security controller and terminal more convenient, providing the possibility for non
security functions to call security data, and system resource utilization;Highdata security
and good isolation performance. The communication equipment in this paper diagnoses
the safety data, which improves the safety of data transmission and data itself; The
communication equipment provides mutually independent areas for the storage and
logical tasks of safe and non safe data to achieve regional isolation of safe and non safe
data with good isolation performance; No special hardware is required. Based on the
mature bus control method, this paper realizes the transmission and isolation of safe and
non safe data through software, without additional hardware equipment participating in
the control, which reduces the complexity of system implementation, reduces the cost
of system construction, and has good usability and economy; Strong universality. With
the increasing demand for integrated application of security and non security control
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functions, without changing the original system bus structure, this technology can well
solve the problems of coexistence, transmission and isolation of security and non security
data, with strong applicability and broad application prospects.

Acknowledgement. State Grid Hubei Electric Power 2022 Power Communication Information
Security Interaction Technology Research and Application Technology Project under the cloud
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Abstract. This paper is applicable to the computer field, and proposes a set of
quality control technologies, methods and big data analysis and calculation tools
for power calculation. The method is that when the actual results of the existing
regulatory rule equations are invalid, the actual results are not eliminated, but the
reasonable “invalid” real data results are selectively left when re evaluating, And
keep these data results in the temporary database system. When the amount of
“invalid” information in the temporary database system accumulates to a certain
amount, these data results will be used as the initial resource to retrain the reg-
ulatory rule equation, so that the regulatory rule equation can continue to grow
with the change of the actual number, improving the real-time and effectiveness
of the regulatory rule equation, Thus, it can overcome the problem that the preset
regulatory system without growth ability will lead to insufficient data of electric
energy measurement in the database system, and the electric energy measurement
information in the database system will become more “old”, which can not keep
up with the reality and the statistical development after development.

Keywords: Power · Big Data ·Monitoring

1 Introduction

The key to big data analysis is to solve the problem of data analysis product quality, avoid
errors in big data analysis, and ensure data quality, which can effectively enable SMEs
to maximize the benefits in the big data analysis use process, while ensuring data quality
is an important prerequisite for big data analysis to create value for SMEs. And big data
analysis cannot be separated from data analysis quality and information management
[1]. Through high-quality big data analysis services and efficient information manage-
ment, whether in academic research or business use, the authenticity and practical value
of big data analysis results can be ensured [2–7]. In recent years, great progress has
also been made in the construction of Internet informatization in the power generation
field in China, from the initial automation of power production to the establishment
of corporate management informatization represented by the computerization of finan-
cial accounting in the early 1980s, to the construction of Internet informatization in a
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large number of small and medium-sized enterprises in recent years, especially with the
comprehensive establishment of the next batch of smart national power grids in China,
The new IT information technology, represented by the Internet of Things and cloud
computing capabilities, has been widely used in China’s power generation industry [8].
Power generation data resources have also started to increase rapidly and have produced
considerable scale [9].

With the continuous establishment and in-depth application of e-government in the
power industry, various services of power companies have been initially combined with
e-commerce [10–16]. The scale and type of service data in the information system are
gradually expanding, and the requirements for resource sharing are outstanding. How-
ever, the quality of information service and the degree of resource sharing and utilization
are not high [17–19]. First, the information is not enough to support management deci-
sions. The same information has multiple numbers and multiple sources, and the data
caliber is not unified; Second, the support of data enterprises for operation and manage-
ment needs to be improved. The data quality is uneven. Some data enterprises have no
operation system support, and there is no unified management standard, specification
and strict accountability for data; Third, the data quality supervision system is back-
ward and the management and control is one-sided. The failure to establish a unified
and perfect data quality supervision system and a complete and reasonable data quality
assurance mechanism has seriously affected the deep exploration of data resources.

The electric energy measurement information quality monitoring technology, meth-
ods and big data analysis and statistics tools proposed in this paper try to overcome the
problem that the lack of growth of preset monitoring methods makes the electric energy
measurement data sources in the information system insufficient, and the electric energy
measurement information in the database will become more “old”, which can not keep
up with the reality and the development trend of information after development.

2 Implementation Environment of Data Quality Monitoring
Methods

Big data computing platform

client

Data quality monitoring device

Fig. 1. Schematic diagram of implementation environment of power data quality monitoring
method
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Figure 1 shows the implementation environment diagram of a power metering data
quality monitoring method provided in this paper. For the convenience of illustration,
only the parts related to this article are shown, such as servers, power metering data
qualitymonitoring equipment, andbig data analysis and statistics tools.Wireless network
or cable TV connection is adopted between the client and the big data processing and
measurement system of the electric energy measurement data quality monitoring system
and the electric energy measurement data quality monitoring system.

After collecting the real information used to measure the electric energy, the power
calculation data quality monitoring equipment detects the real number and sends a warn-
ing message to the server in case of abnormal real numbers; The server can select the
processing process for the actual data corresponding to thewarning information, and send
the processing command to the power calculation data quality monitoring equipment;
When the power metering data quality monitoring equipment runs the data processing
command, it deletes and temporarily stores all the actual data, and changes the power
metering data quality monitoring rule equation through the temporary actual informa-
tion, thus causing the quality monitoring rule equation to be modified with the change
of the actual data, and all processes and some column operations running in the power
metering data quality monitoring equipment can be completed in the big data computing
platform, In addition, all the actual information temporarily retained and a large amount
of historical data saved can also be uploaded to the big data computing platform.

Its client allows the use of smart phones, tablet computers, portable computers and
other personal electronic devices. Users can also set up and install all applications using
multimedia technology. In addition, the server can also have the user registration func-
tion, and can complete various functions such as data sharing, business flow and col-
laborative work. In addition, the big data computing system can provide background
services for applications running in the server. Users can have one or more, and any one
should realize information interaction and data transmission with the electric energy
measurement data quality monitoring system.

Among them, the electric energy metering data quality monitoring equipment is also
connectedwith external internal data acquisition equipmentwhile collectingfield data, so
as to obtain more effective and real-time data on the site. Depending on the application
environment, the external data acquisition equipment may also be infrared detection
equipment, intelligent video recognition equipment or sound acquisition equipment.

The big data analysis and calculation service platform can be either a local service
platform built by the enterprise itself, or a shared cloud platform or a private cloud
platform leased to other service enterprises. There is no specific provision here, but the
service system used can support the background business of power metering data quality
monitoring equipment and clients. In addition, security issues need to be considered.

3 Process of Instruction Classification Execution

Figure 2 shows the classified execution flow chart of a power metering data quality
monitoring processing instruction in this paper.After receiving the processing instruction
made by the client for real-time data according to the warning signal, the processing
instruction is classified and discussed:
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Make processing instructions for real-time 
data according to warning signals

Save skipped real-time data in staging 
database

Add one to the quantity count of real-time 
data in the temporary database

Calling real-time data from temporary 
database to train initial monitoring rule model

Save the real-time data in the staging 
database as a whole in a valid database

Continue to use the initial monitoring 
rule model to monitor real-time data

Fig. 2. Power metering data quality monitoring processing instruction classification execution
flow chart

Method (A): After executing the command to delete real-time data, continue to use
the initial monitoring rule equation to monitor the real-time information.When the com-
mand to delete the real-time information is selected, it indicates that the real-time infor-
mation confirmation is unqualified information. The use of the environment and other
key elements have not changed, the instant information has not changed significantly,
and the alarm information generated is basically unqualified information. Therefore, the
warning message can also be ignored, and the processing command of deducting real
data can be directly executed. When the surrounding environment, actual use occasions
and other relevant conditions change, because of the need for continuous alarm infor-
mation in a short period of time, and the automatic evaluation of the reliability of the
real data, when the real data becomes qualified data, you can directly execute or skip the
processing command of the real data without deducting the real data.

When the real-time information is skipped during command execution, the initial
control rule equation is modified to obtain the growth control rule differential equation.
In the above example, “when the processing command is to skip the real-time data,
modify the initial control criteria differential equation and obtain the growth control
criteria differential equation” is expanded as follows:

Step (B): When the processing instruction is to skip the actual data, it means that the
actual data at this time has been the valid training data, and because the actual data has
been the real data after growth, the skipped real data must be retained in the temporary
database and used as the valid training data.

Step (C): add one to the measurement value of real-time data in the temporary
database. Since the trainingmonitoring rules have corresponding total amount provisions
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for the required effective data, the total amount of all effective real-time data in the
temporary database can be more accurately mastered when implementing this process,
which is more convenient for the implementation of the next process.

Step (D):When the amount of information in the temporary database system reaches
the threshold, call out the instant information in the temporary database system (the
instant information is valid information after growing up) and train the initial control
rule equation to obtain the control rule equation after growing up. The quality control
of electric energy metering mainly includes:

Step (E): When all real-time information in the persistence database is effectively
used, first store all real-time information in the persistence database in the effective
database, and then remove all real-time information in the persistence database. Keep
sufficient temporary storage system memory, which can adapt to the generation of the
next actual result, and can also prevent the real-time results after multiple growth from
being mixed with each other, and the call results are also easy to cause confusion.

Data collection module

Monitoring rule update module

Monitoring Rule Staging Module

Data quality monitoring device

Fig. 3. Structure of power metering data quality monitoring device

Figure 3 shows the structure diagram of a power metering data quality monitoring
device in this paper, which is detailed as follows:

Information collection function: It is responsible for collecting instant information,
evaluating it through the initial monitoring rule equation, and sending awarningmessage
to the user when it is found that the instant information is incorrect.

Monitoring criteria update module: used to receive data processing commands from
the server to execute real-time data information based on warning information, and
modify early monitoring criteria equations according to data processing commands to
obtain mature monitoring criteria equations.

Temporary storage system of control methods: responsible for the control criteria
process covered by the growth control criteria process, and monitoring the real-time
results.
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A big data analysis and calculation system includes one or more server devices, one
or more data processors and one or more storage devices, and at least one computer
program code is stored in each or more memories, Computer system programming is an
algorithm that is actually completed by one or more information processors according
to the load size and execution time limit.

4 Real time Monitoring Method of Power Big Data Quality

As shown in Fig. 4, the processing process of a monitoring method for power big data
processing quality in this paper includes the input of data streams in the business, the
batching of data streams, the streaming operation through DStreams, the conversion
through Spark batch processing, the task scheduling and memory allocation of Spark,
and the output of batch processing results.

Real time input 
data flow

Batch data flow
Stream

computing with 
DStreams

Performing
transformation

with Spark 
batch

task scheduling

Manage memory

Batch Results

Fig. 4. Schematic diagram of real-time monitoring method for power big data quality

The key technical problem to be solved in this paper is to propose a real-time mon-
itoring scheme for the quality of power big data to achieve the quality control of the
whole process of power enterprise data, improve the service level of big data analysis,
ensure the accuracy, timeliness, efficiency and credibility of big datamining, and provide
a strong guarantee for the integration and mining application of big data mining.

To overcome these technical problems, a real-time monitoring method of power big
data quality in this paper is divided into the following steps:

(A) For the data flow system, first a topology is determined, then an interaction method
between computing and frameworks is determined, and finally a computing entry
architecture and a computing exit architecture are determined. Then the topology
can combine various computing methods to provide the system with an overall
function;
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(B) Batch the data flow, and load and start the topology. For a node, the topology
must be loaded before starting. The node also needs other data, including upstream
information sources and downstream information data; The topology data output
by downstreamdata is saved in Tuple, while the topology itself is stateless; Through
online update of topology, automatic update can be realized without stopping the
service;

(C) The streaming design of DStreams is used, and the data stream can be converted
into a DAG diagram through a series of RDDs set by the user;

(D) Use Spark batch execution transformation technology to transform DAG tasks
into a TaskSet task set, and these TaskSets can also directly submit computing
resources to the community, and then the community will deploy these TaskSets
in the Worker for computing; First define RDDs, and then make corresponding
conversion actions on RDDs. Finally, the system places this series of RDDs in
Spark’s work cluster for execution;

(E) Spark framework task scheduling andmemorymanagement, receiving steps 2) and
4) to complete the calculation;

(F) Output batch results.

5 Conclusions

The main beneficial effects of this paper are: the meta data model and data quality moni-
toring specification for power big financial data, using the real-time monitoring mode of
power big data quality, using streaming data quality technology based on Streaming, to
achieve the management mode and application strategy of real-time data quality mon-
itoring without landing in the data process, and using the integrated memory database
system in the big data process, And use the application analysis of rule base in each node
to meet the function of real-time quality monitoring; Use the real-time big data infor-
mation capture and synchronization skills to design a bypass data information channel
in the main channel at the same time to support the need for real-time monitoring of
big financial data quality. The real-time monitoring method of power big data quality
based on streaming computing technology is used to complete the whole process qual-
ity control of power enterprise financial data around the data information life cycle of
power enterprises, effectively improve the quality of data mining services, ensure the
correctness, timeliness, efficiency and credibility of data mining, and provide a strong
guarantee for the integration and mining application of big data mining.
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Abstract. This paper mainly studies a live monitoring system and scheme for the
current loss of power transformer. In the system, the inlet end of the primary side
voltage transformer is partially connected with the high temperature side and low
temperature side of the power transformer, and its output end is connected with
the isolation transformer; The inlet end of the primary side voltage transformer
is connected with the terminals of the high temperature side and low temperature
side of the power transformer through the jaw, and the output end is connected
with the voltage transformers of the two secondary sides; The output end of the
isolation transformer is connected with the inlet end of the voltage transformer at
the secondary side; The output end of the voltage transformer at the secondary side
is connected with the input end of the optocoupler separation module; The output
end of the optocoupler module and the output end of the secondary side voltage
transformer are connected with the inlet end of the signal acquisition control
system, and the output end of the signal acquisition control system is connected
with the upper computer control system; The upper computer system is mainly
used to extract and analyze the collected pressure and current information, and
finally obtains the no-load loss and load loss of power transformer. Therefore, the
control system in this paper can accurately evaluate the loss of power transformer,
and has the advantages of on-site measurement and live measurement, with high
measurement accuracy.

Keywords: Transformer · Load Loss · Detection · Power System

1 Introduction

Power transformers are electrical appliances with variable exchange voltage input
forms.[1] By using the basic principle of electrical sensing, a certain level of AC voltage
is changed into a certain level of exchange voltage input to meet the different require-
ments of different power supply devices [2]. Therefore, power transformers play an
important role in power supply business [3]. With the development of power supply, the
total amount of electrical equipment in transformer system is also increasing, from low
voltage and low capacitor to the current high pressure and high power capacity [4]. Now,
the voltage level and volume of transformer exceed the ten thousand volt level and ten
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thousand kilovolt ampere level [5]. It has become an indispensable power transmission
and distribution device in the work of the power supply system, which undertakes the
work of power transmission and pressure and current transformation of the entire power
control system [6]. Its function will directly affect the stability, safety, economy and
effective work of the power supply system [7].

The energy consumption of power transformer can be divided into no-load energy
consumption and load bearing energy consumption [8]. No load energy consumption
refers to the damage to the core material of power transformer under the no-load condi-
tion of power transformer, which is mainly caused by hysteresis loss and eddy current
energy consumption, and is related to voltage, time, core material and other conditions
[9]. Load bearing energy consumption refers to the damage caused by the internal power
transformer under the condition of bearing, which is mainly related to the weight form
[10]. The internal energy consumption of power transformer is also the main reason
to determine the operating temperature of power transformer [11]. When the internal
energy consumption of power transformer is too high, its ambient temperature will grad-
ually increase, which will weaken the security of power transformer, thus affecting the
normal use and operation life of power transformer. However, when the ambient temper-
ature rises, the no-load consumption and load cost of power transformers will increase
or continue to increase, thus generating feedback to promote the continuous increase
of ambient temperature, thus speeding up the aging of the insulation structure of power
transformers, interfering with the normal operation and management of power trans-
formers, thus greatly shortening the service life of power transformers [12]. At present,
due to the increasing shortage of funds in our country, the problem of power saving has
become an important issue concerned and discussed by the whole society. Therefore, it
is of great value to study the low-noise driving effects of power transformers for saving
power, optimizing environmental protection, and assisting in reducing consumption and
energy saving of power supply systems.

At present, the measurement method for power transformer consumption usually
adopts offline testing, that is, first disconnect the power transformer from the equipment
side, then apply a certain weight voltage to its low-temperature side, open the pressure
side to detect the no-load consumption of the power transformer, apply a certain voltage
to its pressure side and short-circuit the low-temperature side to detect the maximum
capacity consumptionof the power transformer.Due to the tedious operationof the offline
test mode, and the need to cut off the power transformer when it is put into operation, the
test can only be carried out when it is light and the self provided power transformer can
carry out the corresponding flow. The results have certain limitations. Therefore, the live
test of no-load loss and load loss of power transformer is put forward, and the no-load
loss and load loss of power transformer can be deduced by separately detecting the flow
and pressure of high temperature side and low temperature side of power transformer.
However, due to the influence of the detection accuracy of the detection instruments at
one side and the secondary side, and the system error between the photoelectric elements
in the detection process, the calculation of the no-load loss and equipment cost of the
power transformer has some influence.

The main purpose of this paper is to propose a live measurement system of power
transformer loss and solve these technical problems. This paper is mainly applied to the
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live test of no-load loss and high load loss of high voltage power transformers, which can
accurately evaluate the consumption of power transformers. It has the characteristics of
real-time measurement and live test, and has high measurement accuracy.

2 Principle of Live Detection System

Power transformer Primary voltage transformer Voltage isolation

Secondary voltage 
transformer

Galvanic isolationAcquisition signalUpper computer 
system

Fig. 1. Principle block diagram of live detection system for transformer loss

Primary voltage 
transformer

Secondary voltage 
transformer

Secondary current 
transformer

Primary side 
current

transformer

Isolation
transformer

Optical coupling 
isolation module

Pow
er transform

er

Signal acquisition system

Fig. 2. Connection diagram of live detection system for power transformer loss

According to Fig. 1 and Fig. 2, a loss and live metering controller for power trans-
former includes a side voltage transformer, a side current transformer, an isolation trans-
former, a secondary current transformer, two side pressure mutual sensors, an opto-
coupler decentralized controller, a data acquisition controller and an upper computer
controller.

After the inlet end of the voltage transformer at each side is connected with the high
and low heat sides of the power transformer, the input and output ends are connected
with the isolation transformer equipment; After the inlet end of the voltage transformer
at each side is connected with the equipment at the high or low heat side of the power
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transformer through the jaw, its input and output ends are connected with the voltage
transformer at the secondary side; The input and output ends of the isolation transformer
system are connected with the inlet end of the current transformer at the secondary side;
The outlet end of the secondary current transformer is connected with the inlet end of
the optocoupler separation module; The input and output terminals of the optocoupler
unit and the current transformer at the secondary side are connected with the input and
output terminals of the data acquisition system. The input and output terminals of the
data acquisition system send the test data to the upper computer for the system, and
calculate according to the pressure and flow values obtained from the test. From this,
the no-load loss and load loss of the power transformer are obtained.

3 Detection Process

As shown in Fig. 3, during the test, the information measuring equipment successively
switched the voltage and flow sequence through a voltage transformer at one side, a
current transformer at the primary side, a voltage transformer at the secondary side and
a current transformer at the secondary side, so the air pressure value and current value of

Acquisition system signal

Calibration curve transformation

Scalar transformation

Loss calculation

No load loss and load loss

Compare the results of the two losses

Excess loss results will go to the next 
calculation

Fig. 3. Detection method flow chart
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the last information measuring equipment had a corresponding deviation. Therefore, we
can reduce the economic loss caused by this parameter through the current calibration
curve. That is, when using this inspection equipment to test the no-load loss and load loss
of power transformer, the benchmark instrument can be used to judge the water pressure
and output test results of the test device, and draw the pressure calibration curve and
current calibration curve.

4 Detection of Abnormal Loss

Generally speaking, the load loss of power transformer consists of DC resistance loss,
eddy current loss and stray loss. Among them, stray loss component accounts for about
10% of the total load loss. Although the proportion is small, with the increase of trans-
former capacity, its absolute value may be large. Take the power transformer with a
three-phase capacity of 780 MVA as an example, when no effective measures are taken,
its stray loss can be as high as about 200 kW, which not only causes a great waste of
energy, but alsomay cause local overheating of internal structural parts of the transformer
(such as iron core clamps).

The essence of transformer stray loss is the linkage between magnetic leakage and
metal structure, which is mainly distributed in transformer oil tank and iron core clamp.
The traditional method to reduce the stray loss of transformer is to lay magnetic shield or
copper shield inside the transformer tank to reduce the stray loss of the tank structure. As
for iron core clamps, because the magnetic leakage of transformer is still connected with
most of them, the stray loss caused by it can not be ignored, which is an important factor
leading to the large load loss of transformer. In order to effectively reduce the stray
loss on the core clamp of the transformer, the flow path of the transformer magnetic
leakage should be changed so that the magnetic leakage and the clamp are only partially
interlocked.

The problem to be solved is that the stray loss of existing large capacity transformers
is relatively high, resulting in energy waste. In order to solve the above problems, an
oil immersed power transformer body magnetic shielding device can be used, which is
characterized in that it includes an insulating shell composed of amatched insulating base
and an insulating cover plate; Two ends of the insulating base are respectively provided
with a silicon steel sheet, and the outer edge of the silicon steel sheet is provided with a
shielding ring.

The insulating base is made of laminated cardboard or laminated wood; Silicon steel
sheet is of sector structure. The insulating cover plate is bonded to the silicon steel sheet.

This paper also provides amethod to effectively reduce the load loss of large capacity
transformers, which is characterized by the use of oil immersed power transformer body
magnetic shielding device, which is installed on the upper secondary pressing plate and
lower supporting plate of the transformer winding to change the direction of magnetic
flux leakage flow path. The magnetic circuit makes most of the concentrated distribution
and a small part of the divergent distribution through high permeability components,
thus effectively reducing the magnetic flux leakage, Solve the problem of local heating
of iron core and minimize stray loss.

Since the magnetic shield of the transformer body is mainly composed of silicon
steel sheets with high magnetic permeability, its magnetic conductivity is about 10000
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times that of transformer oil. Therefore, most of the magnetic leakage at the end of the
coil will be introduced into the silicon steel sheets of the transformer core through the
silicon steel sheets in the magnetic shield of the transformer body, which fundamentally
reduces the linkage between the magnetic leakage and the clamps, thus reducing the
stray losses on the clamps.

The beneficial effect of this paper is that the stray loss of the iron core clamp of the
transformer is greatly reduced by setting the magnetic shield of the transformer body
in the auxiliary pressing plate and supporting plate at both ends of the transformer coil,
which not only avoids the local overheating of the clamp, improves the reliability of the
transformer, but also effectively reduces the load loss of the transformer.

Affected by various factors, the working loss of transformer includes other losses
besides load loss. If the load loss is simply calculated, there will be error judgment when
judging whether the transformer loss is abnormal. In this paper, a method of transformer
loss anomaly detection is proposed. First, the harmonic component of current signal
is extracted, and then the actual load loss is calculated according to each harmonic
component, so as to judge whether the transformer loss is abnormal and improve the
accuracy of detection results. This paper provides a transformer loss anomaly detection
method, which can more accurately judge whether the transformer loss is abnormal.

Collect transformer current signal and temperature signal

Extraction of harmonic components of current signal

Calculation of eddy current loss of transformer

Calculation of other losses of transformer

Calculation of transformer load loss

Abnormal transformer loss

Judge whether the transformer loss is abnormal

Calculation of transformer load loss

N

Y

Fig. 4. Workflow of Transformer Loss Anomaly Detection Method

The work flow of the transformer loss anomaly detection method is shown in Fig. 4.
The transformer loss anomaly detection method includes the following steps:
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Step (a): Collect the current signal and temperature signal of the transformer;
Step (b): extract the harmonic component of the current signal: iteratively convert the
current signal into equal interval sampling points;
Step (c): Calculate the eddy current loss of the transformer
Step (d): calculate other losses of transformer
Step (e): calculate the load loss of the transformer
Step (f): judge whether the load loss of the transformer is greater than the reference
value of the load loss, if so, the transformer loss is abnormal; If not, the loss is within
the normal range, return to step (a).

5 Conclusions

Compared with the existing technology, the technology in this paper has the following
advantages: (a) The measurement is real-time. This system can monitor the no-load con-
sumption and load loss of power transformer in real time, which plays the purpose of
monitoring the consumption of power transformer in real time, and provides the corre-
spondingbasis for judging the internal temperature,working condition and life prediction
of power transformer. (b). The range of measuring objects is very wide. The system can
also be changed into primary side and secondary side current transformers and current
transformers for power transformers of various current levels. It can measure the loss of
power transformers of various voltage levels, types and capacities only after completing
the standard design. Therefore, it has a wide range of applications. (c). The detection
system has high security. The primary side and secondary side current transformers of
the control system are shielded through isolation transformers, while the secondary side
current transformers are shielded with the information acquisition system through opto-
coupler isolation modules, thus ensuring that the information acquisition system, upper
computer and operators are always isolated from the primary side voltage and current,
thus improving the safety performance of the data measurement system. (d). No load
loss and heavy load loss measured by per unit value. The no-load consumption and load
loss of power transformer are calculated by the per unit value, which is convenient for
comparison of various types of power transformers and judgment of the operation of
power transformers, and enhances the practicability of this device.
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Abstract. This paper belongs to the field of power detection technology. It mainly
studies an intelligent electrical engineering measurement system, which mainly
includes: solar power module, command input and output module, parameter set-
tingmodule, single-chip measurement and control module, on-site numerical sim-
ulation module, optical detection module, fault detection module, display module.
The invention can obtain cleaner and more effective sunlight through the solar
power module, thereby saving energy, being more economical and environmen-
tally friendly, being able tomaintain power, and effectively preventing interruption
in the electrical engineering measurement process; And it is more comprehensive
than the measurement technology through the traditional fault detection module,
which improves the effect of troubleshooting.

Keywords: Intelligent · Power · System · Single Chip Microcomputer · Circuit

1 Introduction

Electric power is a general term for the manufacturing, transmission, distribution and
reuse of energy, as well as the production of electrical equipment and other professional
fields and engineering technology [1]. It is a kind of science and technology to pro-
vide, protect and change limited space and natural environment by means of energy
theory, equipment and electrical science and technology, mainly including energy con-
version, use and research, and also involving theory, application technology, equipment
and device production [2–9]. However, the current electrical engineering measurement
system uses the traditional power supply method to consume energy, and cannot con-
tinue to work if the power is cut off; And the fault measurement signal is monotonous,
which makes it difficult to eliminate the fault.

At present, time division multiplexing technology has the following disadvantages:
since time slots pre arrange various resource information, even if there is a time slot, the
source information, rather than the transmission of information, must also be arranged
to it, which inevitably leads to the loss of spectrum space [10–17]. Because each time
slot is assigned to a fixed input circuit, when all input or output circuits do not fully enter
the working state, an idle time slot will be generated, which makes the time transfer
efficiency of traditional time division or multiplexing very low.
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The frequency division reuse technology has the following defects: in order to ensure
that the data transmission signals between the sub channels do not affect each other in the
signal transmission process, the time division multiplexing technology usually requires
that a corresponding protection frequency interval be set between the sub channels, while
the frequency division multiplexing technology requires that a corresponding protection
frequency band be equipped, thus greatly reducing the utilization of the frequency band
[18].

The code division multiplexing method has the following disadvantages: The code
division multiplexing method usually receives the influence of the code word length and
the available code word amount. Therefore, no matter what code set is used, the multiple
access problem will inevitably occur. At present, the traditional wireless communica-
tion mode in China is facing the problems of inefficient utilization of the volume and
frequency resources of wireless network channels, inability to reduce multiple access
interference, and poor effectiveness of signal propagation.

When the current FPGA is powered on, it can use special ports or peripheral EPCS
elements to read out the FPGA setting signal, thus realizing the FPGA setting. Therefore,
when you want to modify the logic structure of FPGA, you must burn the external EPCS
again, and the configuration process can be realized. In addition, an EPCS chip with
sufficient capacity only retains the internal FPGA setting information once.

At present, in the numerical simulation, because the effect of the computer network
is not obvious enough, there is no large-scale quantitative data, and it is also unable to
fully and truly depict various interaction characteristics, expressing uncertainty.

To sum up, the existing technology has the following problems:
The existing electrical engineering detection systemuses the traditional power supply

method to consume energy, so if the power is cut off, it will be unable to continue to
work; At the same time, it is difficult to troubleshoot because of the simple fault detection
information.

In traditional wireless communication technology, there are large volume of wireless
channel, lowutilization efficiency of signal resources, inability to preventmultiple access
interference, and low efficiency of data transmission.

Nowadays, FPGAs have little ability to store information. It requires several chips
to store configuration signals of several FPGAs at the same time; At the same time,
the information configuration must also be managed by power failure, which is quite
cumbersome to use.

2 Configuration of Intelligent System

The intelligent electrical engineering instrument control system includes: a parameter
setting module, which is connected with the master control system of the single chip
computer to initialize and select all the parameters of the single chip computer; The
parameter setting module constitutes the setting loop; The configuration circuit includes
serial FLASH memory; FCLK.FNCS of serial FLASH memory FMOSKFMIS port
links to external data processor; Use these ports to write the configured data to the
serial FLASH memory; Interface CLK SDA link external data processing; Boot data
information using other connectors; NConfig, DI, DCLK, nCS, DO companies use wires



624 C. Zou et al.

to connect FPGAs; The information inputmode of serial FLASHmemory is: the external
processor uses FCLK, FNCS, FMOSKFMIS to input configuration data.

The drive steps of the configuration circuit are as follows: When the nConfig infor-
mation is valid, the FPGAwill reconfigure; Due to the input and output of FPGA and the
combination of DLDCLK and nCS, when the sequence detector monitors the specified
sequence data, the boot data buffer system generated by selecting a module through the
output of the sequence detector; When no special sequence signal is detected by the
sequence detector, select a module to output DI directly from FPGA; When the external
processor’s CLK After SDA realizes the use of guidance information, it will generate
nConfig information and write the guidance information to the guidance information
cache system. When the nConfig information is correct, it will generate FPGA config-
uration information; If the external processor fails to pass CLK The operation mode of
SDA, that is, the content stored in the boot data cache module, is the same as the boot
content output by DI by default.

Themicrocontroller controllermodule is connectedwith the parameter configuration
module, the real-time numerical simulation module and the fault detection module to
ensure the normal operation of the dispatching parameter setting module, the real-time
numerical simulation module and the fault detection module; In the real-time numer-
ical simulation module, it is connected with the microcomputer controller module to
build the AC/DC transmission system RTDS simulation module through the RTDS
real-time numerical simulator; In the AC/DC transmission system RTDS simulation
module constructed by RTDS real-time numerical simulator, the AC/DC transmission
system RTDS simulation module constructed by RTDS real-time numerical simulator
and network computing technology; The contents include: from the perspective of cloud
simulation, describing and studying the actual behavior and uncertainty in computing
space of network design individuals and network design individuals; From the perspec-
tive of statistical space, the activities of network computing individuals and network
computing individuals and their roles in the structure of statistical space are described
and studied.

The dynamic mechanism of computer network and the dynamic mechanism of net-
work are analyzed by simulationmodeling and visualization; The fault detection module
is connected with the microcomputer detection system to detect power line faults; The
optical measurement module, connected with the microcomputer detection system, is
used to connect the fault recorder vertically with the help of the optical cable, and
monitor the corresponding electrical variable ratio with the fault recorder; When the
optical measurement module is connected to the fault recorder, the optical information
transmission mode is divided into: sending n-channel source signal, receiving the infor-
mation of aliasing phenomenon by the receiver integrated with the optical measurement
module, and separating the multi-channel aliasing information by the separation system
integrated with the optical measurement module; Sending n-channel source information
refers to combining the n-channel source signal with the channel information, taking
the hybrid system as A, and sending it from the air by the sending terminal through
n antenna systems; The transmitting end integrated with the optical measurement sys-
tem receives the aliasing information, which means that the transmitting end receives
the aliasing information through m reflective antennas, and the received information is
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called detection information. The transmitting end needs to complete the pre-processing
of detection information. The two parts of pre-processing include centralized processing
and spherical processing; The optical measurement module is used to separate from the
integrated discrete system. The multi-channel aliasing phenomenon information means
that the discrete systemWwill separate themulti-channel aliasing phenomenon informa-
tion from the entropy domain according to the difference of the information beam value
in each source signal. The criterion of the information beam value is negative; Establish
personal interaction field of network computing; The concept of field in physics is intro-
duced into the design of number field space, and the overall number field space design
forms a number of fields; Taking the individual role in the network system operation
as the research goal of the overall number field space design, the data field is used to
describe the local interaction between all objects, and the digital field is used to reflect
the network system operation space structure as the topological potential value space
structure of the arrival theory, describing and representing the network system operation
and the synchronous interaction phenomenon of the network system; Synchronous driv-
ing and visual simulation of network system operation; The synchronization problem is
regarded as the field evolution, and the visualization effect can be expressed by equipo-
tential line method and equipotential surface method; The process of or synchronization
is regarded as the evolution of image color, and the visualization effect is represented
by the directed plane image method and the stereo image method.

The synchronous dynamics efficiency optimization analysismethod of network oper-
ation; The synchronization problem of network computing is regarded as a plane or
two-dimensional gray image, and the image beam is used to measure the computing
intensity of network system computing individuals. The image beam is a data form rep-
resenting a characteristic, reflecting the size of the average amount of information in the
graph; Input and preprocess the individual characteristics and behavior characteristics
of network system operation. The generation method of input data in includes the gener-
ation method of typical representative data matrix of electrical engineering information
collected, the generation method of typical representative data matrix customized by
professionals, and the generation method of data matrix of cloud model representative
of expert experience.

The software of the intelligent electrical engineering measurement system also
includes: the solar power supply module, which is connected with the microcontroller
control module to supply power to all working modules through the solar panel; The
command input and output module is connected with themicrocontroller control module
to input or export test commands; The display module is connected with the measure-
ment and control module of the SCM to represent the test data signal. The measurement
method of the fault measurement module is as follows:

First of all, the real data simulation system is used to simulate the metal connection
problem of DC circuit, the connection problem of high-voltage DC bus, the valve short
circuit problem, the valve connection problem, the single grounding problemof converter
bus, the interleaving problem of converter bus, and the three-phase fault of converter
bus.
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Then, by analyzing the offline wave recording at the wave recording workstation, it
can be determined whether the same DC voltage and DC current passing through the
optical quantity module and DC measuring equipment, and the same electrical quantity
directly entering the wave recording equipment through the analog quantity output board
card, are the signal amplitude consistent or the amplitude deviation lower than zero.%
The phase of the moon is consistent. If not all conditions are met, it is considered that
the test system does not meet the requirements. If the relevant parameters are met, the
DC measurement system can meet the detection conditions of the DC project site.

Intelligent power measuring instrument

Intelligent power measuring instrument

Intelligent power measuring instrument

Electric instrum
ent host

Control terminal

Fig. 1. Schematic block diagram of intelligent power measurement system

As shown in Fig. 1, in this paper, the intelligent power measuring instrument is used
for the intelligent power measuring system. The intelligent power measuring system
includes the power instrument host and control terminal. Multiple intelligent power
measuring instruments are electrically connected to the same power instrument host, and
the power instrument host is connected to the control terminal through communication. In
other words, multiple intelligent power measuring instruments correspond to one power
instrument host, and multiple power instrument hosts correspond to the same control
terminal, which can facilitate efficient management of power measuring instruments.

3 System Structure

Asshown inFig. 2, the intelligent electrical engineering test systemproposed in this paper
includes: voltage measurement module, flow measurement module, resistance mea-
surement module, central control module, power metering module, frequency metering
module, power metering module, circuit status analysis module, and display module.
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Measuring voltage module

Measuring current module

Measuring resistance module

Central control 
module

Calculation power module

Calculation frequency module

Calculation of electric energy 
module

Analysis circuit status module

Display module Alarm module

Fig. 2. Block Diagram of Intelligent Electrical Engineering Measurement System

The current detection system is connected with the central measurement and con-
trol system to measure the electrical pressure value through the current detection meter.
The flow detection module, connected with the central monitoring module, is used to
measure the electrical current data with a current detector. The resistance measurement
module, connected with the central measurement module, is used to calculate the elec-
trical resistance parameters through the detection instrument according to the voltage.
The central control module is connected with the pressure measurement module, voltage
measurement module, voltage measurement module, input and output power calculation
module, frequency measurement module, input and output electricity statistics module,
circuit status analysis module, display module, etc., and is used for the normal operation
of all units through the microcontroller.

Power calculation module, connected with central control module, is used to calcu-
late electrical power data through computer equipment. Frequency calculation module,
connected with central control module, is used to calculate electrical frequency data
through computer equipment. The electric energy calculation module, connected with
the central control module, is used to calculate electric energy data through computer
equipment. The circuit status analysis module is connected with the central control mod-
ule to analyze the electrical circuit status according to the measured data through the
analysis program. The state and abnormal data of the electrical circuit are transmitted
to the alarm system to realize the alarm. The display system, connected with the cen-
tral control, is used to display the measured electrical voltage, current, resistance and
calculated electrical power, frequency and electric energy data information through the
display.

4 Circuit Principle

As shown in Fig. 3, the parameter setting function given therein is connected with
the master operating system of the microcontroller to provide initialization settings for
all technical parameters realized by the microcontroller; The parameter configuration
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Fig. 3. Schematic diagram of configuration circuit

function constitutes the distribution integrated circuit; The distribution integrated cir-
cuit includes serial FLASH memory; Use FCLK, FNCS, FMOSKFMIS ports of serial
FLASH memory to access peripheral data processors; Input the setting data to the serial
FLASH memory using the above connection; The interface uses CLK and SDA lines
to access peripheral data processing; Use the above connection to allocate the boot data
information; Use wires to access FPGA in nConfig, DI, DCLK, nCS and DO compa-
nies; The data information input mode for serial FLASH memory is: the external data
processor uses FCLK, FNCS. FMOSKFMIS lines to input the setting data information.

The drive steps of the configuration circuit are as follows:When the nConfigmessage
is valid, the FPGAwill reconfigure; Due to the input and output of FPGA and the combi-
nation of DLDCLK and nCS, when the sequence detector detects the specified sequence
information, the output through the sequence detector will make the boot message buffer
module generated by the selected module; When no special sequence signal is detected
by the sequence detector, select a module to output DI directly from FPGA; When the
external processor’s CLK After SDA finishes the input of guidance information, it will
generate nConfig information and read and write the guidance information to the cache
module of the guidance information. When the nConfig information takes effect, it will
trigger the online FPGA installation process; If the external processor fails to pass CLK
SDA executes actions, and the data stored in its pilot signal buffer system is the same as
the pilot signal output by DI by default.

The function of microcontroller controller is connected with parameter configura-
tion function, real-time digital simulation function and fault detectionmodule tomonitor
the work of dispatching parameter setting function, real-time digital simulation func-
tion and fault detection module; The real-time digital simulation function is connected
with the microcontroller controller function to establish the RTDS simulation mode of
the AC/DC transmission control system through the RTDS real-time numerical simula-
tor; In the AC/DC transmission system RTDS simulation module constructed by RTDS
real-time digital simulator, the AC/DC transmission system RTDS simulation module is
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constructed by RTDS real-time digital simulator using network computing technology;
The content includes: describe and analyze the uncertainty of network computing indi-
viduals and network computing personal computing activities in the data space from the
perspective of cloud model.

From the perspective of computing space, the behaviors of network computing
individuals and network computing individuals and their roles in computing space are
described and studied;

Simulation modeling and visualization analysis of the interaction mechanism of
network computing and the internal dynamic mechanism of the network; The acci-
dent detection module is connected with the microcontroller control module to detect
mechanical or line accidents; The optical measurement module is connected with the
MCU control module, which is used to vertically access the fault recorder via the optical
cable, and adjust the corresponding electrical variable ratio in the fault recorder; The
optical detection module is connected to the fault recorder, and the optical data trans-
mission mode is divided into: sending n-channel source signal, receiving the data of
aliasing phenomenon by the receiving end integrated with the optical detection mod-
ule, and isolating multi-channel aliasing data by the isolation system integrated with
the optical detection module; Sending n-channel source signals means that after mix-
ing the n-channel source signals through the channel, the mixed system is A, which is
sent from space by n antenna systems in the sending terminal; The transmitting end of
the integrated control system of the optical measurement module receives the aliasing
signal, which means that the transmitting end first uses m dual polarized antennas to
receive the aliasing signal, and the received message is called observation information.
Then the transmitting end first completes the pre-processing data of the observation
information. The pre-processing data generally involves two stages, mainly centralized
processing and spherical processing; The discrete control system integrated with the
optical measurement module separates multiple aliased signals, which means that the
separation control system W will first separate the multiple aliased signals from the
entropy according to the difference of the message beam value of each source signal,
and its criterion for the message beam value is negative.

5 Measurement Method

Step (A). The circuit status analysis module is used to analyze the electrical circuit status
according to the measured data through the analysis program, including:

(a) For the operation state information I and n operation states of the electrical circuit
to be divided with the input size of MXN;

(b) The evolution curve can be automatically initialized and encoded as 0 with level
set function;

(c) Align the running state of n with a priori in a moment based manner;
(d) Encode the aligned running state with a priori level set function to get 0;
(e) The priori level set functions of all motion states are expanded into column vectors

by column to form a priori matrix of motion states.
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(f) According to independent component analysis, reduce the dimension of matrix D
required for motion state: preprocess the matrix required for motion state rationale;
ICA dimension reduction can be carried out for the operation state or prior matrix
after pretreatment;

(g) The current level set function is expanded into vectors in columns, and then the
projection matrix is obtained to map it to a low dimensional space;

(h) Statistic the prior probability distribution of the motion state in the low dimensional
space, establish the driving energy term of the operation state, and then combine it
with the data driven energy term based on the region to form the total kinetic energy
value;

(i) Minimize the energy function to drive the curve evolution and obtain the operating
state results of the electrical circuit;

Step (B). For abnormal data of electrical circuit status, the alarm data information is
sent through the information alarm chip of the alarm module;

The exception analysis module of the alarm module receives the alarm data infor-
mation sent by the information alarm chip, processes the real-time abnormal data, and
captures the abnormal conditions of the abnormal data in a certain period of time; Send
the captured information to the display module.

The data dimension reduction curve fitting is performed on the selected detection
data to obtain the detection curve; By judging the similarity of the two curves, judge the
abnormal value of the electrical circuit operation state. That is to say, there is no abnormal
value at a node, otherwise, it is deemed to have abnormal value. The anomaly analysis
module determines the current or voltage statistics of each circuit state; Determine each
maximummanageable load through current or voltage statistics of circuit state; Through
the power management method of the integrated platform, many first job functions are
integrated into a single first continuous job function; Determine whether a load of the
first continuous operation function is equal to the maximummanageable load; When the
load of the first continuous work target is equal to the maximum machinable load, move
the first operation target of one of the overloaded components of the first continuous
work target out of the first continuous work target; When receiving the first continuous
working target, transfer the central processing chip of the exception analysis module
from a sleep mode to an operation module to carry out the first continuous working
target; After the first continuous working target is processed, the central processing chip
is reset to the sleep module; The central processing chip determines the next first action
frequency according to the critical value of the load of the first continuous working
target.

6 Conclusions

In this paper, the solar power module can get cleaner and more effective sunlight, thus
saving investment, economic and environmental protection, and can supply power for a
long time, effectively preventing interruption in the electrical engineering measurement
process; At the same time, the measurement results of the fault detection module are
more comprehensive, which improves the effect of troubleshooting. In this paper, we
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use the Bingfen reuse algorithm to separate the multi-channel information in the Bingyu
domain, so as to achieve the multi-channel multiplexing of channels. With greater chan-
nel capacity and higher spectrum signal utilization efficiency, we can obtain higher speed
and high-quality broadband wireless communication services; It improves the disadvan-
tage that the channel resources can only be allocated fixedly in the original orthogonal
frequency division reuse method, alleviates the cross influence andmultiple access inter-
ference of each channel information in the time domain and frequency domain during
information transmission, and completes the multiplexing of time-frequency aliasing
multiplexing and aliasing information in the information beam domain. When the uti-
lization efficiency of signal resources is further improved, the content of the wireless
channel is also further improved. By using negative Bing as the criterion for data inde-
pendence, the division process of multi-channel aliasing information is first completed
in the information Bing domain, and then the Bing division multiplexing algorithm is
used to further improve the content of the wireless channel and the utilization effect of
frequency resources.

The configuration circuit in this paper assumes that the capacity of FLASH memory
is sufficient, that is, three or more FPGA configuration information can be stored in one
FLASHchip at the same time,which can reduce the number of chips by 60%ormore; The
external processor can realize repeated allocation of FPGA through CLK.SDA, and can
also realize “hot conversion” with FPGA interface Through the numerical simulation in
this paper, the computer network has achieved remarkable results, with rich quantitative
results on a larger scale, which can completely and truly describe various interaction
characteristics, and the description is accurate. The simulation in this paper provides
reference methods for the development of big data analysis. The information sources for
big data analysis are broader, the information size is smaller, the information is more
fragmented, and the structure is more diverse.
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Abstract. Aiming at the problems of the Internet of Vehicles routing algorithm
in specific mobile communication scenarios of cars, buses and pedestrians, this
paper presents a routing algorithm based on bus behavior (BBR). The movement
patterns and routes of public transport vehicles have certain regularities. Using
these regularities, this paper constructs an abstract network model, and based on
the model, proposes a packet routing algorithm that keeps approaching public
transport vehicles. A series of simulation experiments are carried out on the Bus
Behavior algorithmand the classical routing algorithmby theONEsimulation tool.
The simulation results show that the BBR performs well in the four performance
indicators of message transmission success rate, load rate, average delay, and
average number of hops. It shows that the algorithm has a high transmission
success rate, low network load and delay, and good network stability, which is
suitable for the urban traffic communication scenario studied in this paper.

Keywords: Internet of Vehicles · Bus Route Information · Routing Algorithm ·
Bus Behavior

1 Introduction

With the development of the Internet of Things, VANET has increasingly become
a research and development hotspot. VANET is a special application of traditional
MANET in the field of transportation [1]. VANET takes moving vehicles and trans-
portation facilities as nodes and uses wireless communication technology to form a
mobile network. In VANET, mobile nodes are smart cars that interact using three types
of communications. The three types of communication include vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I) and hybrid communication [2]. In VANET, each vehicle
is considered as a node, and its movement can be predictable because the vehicle is
limited to the existing road. In addition, each vehicle will become part of the network,
which manages and controls the communication on the network to conform to specified
requirements [3]. Under the increasingly complex urban traffic environment, VANET
faces problems such as unstable data transmission and frequent connection interruptions
[4]. In the research of this paper, it is mainly aimed at the daily working hours of the
complex urban traffic environment. In the scenario where the car is used as a mobile
node to transmit messages between buses with fixed trajectories and pedestrians moving
randomly, it is hoped that the source node will move towards some specific directions.
Route forwarding to avoid routing loops or invalid routes.
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2 Related Work

In the research of VANET routing algorithm, relevant scholars have achieved certain
results. Classical routing algorithms such as Epidemic, DD, and FC have their specific
routing transmission modes and applicable scenarios. Some newer routing algorithms
proposed recently also have certain practical significance because of their specific ideas
and mathematical models.

The Epidemic algorithm was proposed by Vahdat et al. It is a multiple copy (n-copy)
routing protocol. The basic idea is that the mobile node stores the message in its data
buffer after receiving this message or its copy from the source and carries the message
with it as it moves when the next forwarding hop is currently unavailable, once it enters
the communication range of another node this node copies the message and forwards
the copy to the new node [5]. This technique is suitable for network environments where
nodes are more mobile and network resources are more adequate, and are prone to
congestion when node network resources are limited, leading to a decrease in message
forwarding efficiency [6].

Direct Delivery (DD) algorithm, which is a very simple algorithm that does not
use any message base data. It is a single-copy routing algorithm in which the message
carrying node forwards messages only when it encounters the final destination node [7].
The disadvantage of this algorithm is that it is very inefficient and overly dependent
on limited scenarios, requiring nodes with high caching capacity, and may not exhibit
outstanding performance in general scenarios.

First Contact (FC), similar to DD algorithm, is a simple algorithm that does not
use any message base, the difference is that the message carrying node will forward
the message whenever it encounters a node until it reaches the destination node. FC
algorithm embodies the function of forwarding, but it is a kind of purposeless forwarding.
Although FC generates a small amount of message copy redundancy, consumes fewer
network resources, but because it does not properly select the relay nodes through the
relevant utility functions, the message may have problems such as the node carrying
the message going backwards from the destination node and loops in the message path
during the delivery process, resulting in a suboptimal delivery rate [8].

The ProPHET (Probabilistic Routing Protocol usingHistory of Encounters andTran-
sitivity) routing algorithm uses a forwarding strategy based on encounter prediction,
where each node in this algorithm estimates its own encounter probability of reaching
other nodes, while at the same time this encounter probability is then used as the utility
value of the route [9]. But the disadvantage is that the larger the elected nodes, the higher
the reliability of the transmission, which can greatly consume network resources [10].
Similar to the PRoPHET routing algorithm, there is also a routing algorithm MaxProp
that uses the history as a utility value to predict the probability of encounter between
vehicle nodes. In the MaxProp routing algorithm, each node also needs to calculate
and update the probability and history of encounter with other nodes, and when the
nodes successfully meet, the encountering nodes exchange the probability information
maintained by each node. But also has a certain disadvantage is that the algorithm is
computationally more loaded and is not ideal for use in a network environment with high
vehicle density. To address the previous problem, the literature [11] proposed MaxProp
routing protocol based on group characteristics, which takes advantage of the excellent
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connectivity between member nodes in a group, and indirectly increases the encounter
probability between nodes in the group and nodes outside the group through intra-group
message diffusion, thus increasing the message forwarding opportunities.

The human behavior-based message routing algorithm [12] (Human Behavior
Router, HBR) was recently proposed by Andrade et al. The HBR routing algorithm does
not rely on the replication of messages between roadside units and nodes, and is based on
human behavior to predict the location of nodes at the destination, and obtains location-
related information about the network nodes through computation. The HBR is imple-
mented through complex mathematical model constraints to simulate human behavior
through the following data: all encountered vehicles have up-to-date information about
the destination, its location and speed.

The literature [13] constructs a cluster structure with bus nodes as cluster head nodes
and common car nodes as intra-cluster nodes, and this strategy makes reasonable use
of information such as fixed bus running routes and speed stability. The literature [14]
found some basic characteristics of bus trajectories through statistical analysis of real
bus trajectories; using time series analysis, a model for predicting the running time of
buses on road sections was given, and the effectiveness of the prediction method was
verified through experiments.

3 Routing Algorithm Based on Bus Route Information

The characteristics of bus vehicles determine the way they move (such as time, route and
other information) with certain regularity. In this paper, we use the information of the
bus vehicle travel route to give the routing algorithm based on the bus route information.

3.1 Network Model

The network coverage is a rectangular area, where the length a meters and the width
b meters. The set of nodes Vu = {u1, u2, . . . , un}, |Vn| = n. Three types of nodes are
distributed in the Area: general vehicles C, buses T, and pedestrians P. To distinguish the
nodes in the network, we give each node an identity. At any given moment, any node has
an identity ID, ID ∈ {C,T ,P}. When a node joins the network, the identity is set and
it is specified that the identity cannot be changed. The node motion uses a map-based
motion model. The bus node u. ID = T makes a round-trip movement on a defined path
with stops set on the path, and continues the movement after a stopping time t at the stop.
For other types of nodes, after selecting a destination, move along the shortest path to
the destination; after reaching the destination, stay for a moment and continue to select
the next destination.

The undirected graph G = (Vu,E(t)) represents an Ad hoc network. E(t) ⊆ V × V
is the set of edges of the connected nodes, represents the set of links that exist in the
network at time t. The edge euv(t) ∈ E (Among u, v ∈ Vu) indicates the existence of a
wireless link between nodes u and v.
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3.2 Algorithm Description

The research scenario in this paper is how to route a bus node if the destination node is
a bus node when the bus moves according to a fixed movement trajectory in an urban
environment. For this scenario, a Bus Behavior Routing algorithm (BBR) based on bus
behavior is given.

The mathematical model of the algorithm is shown in Fig. 1. In the environment of
simulated urban traffic operation, it is assumed that the two points A and B in Fig. 1 are
the starting and ending stations of the bus. During dailyworking hours, there are different
numbers of buses moving along the path at the two points AB. The source node Source
and the distance to A, B two points respectively constitute a triangle constraint, then in
the process of random movement of the source node Source will do logical operations
on its communication range of neighbor nodes To1, To2, only when the neighbor nodes
meet the distance to A, B two points are less than the distance from the source node
to A, B two points, it means that the current position of the neighbor node tends to the
source node to pass to the destination node, then the source node will copy its own copy
of the message to the neighbor node.

Fig. 1. Bus Behavior routing algorithm

Fig. 2. Simulation interface

After understanding the above mathematical model, we can intuitively see the two
neighbor nodes To1 and To2 shown in Fig. 1. It is obvious that the distance from To1
node to point A is greater than the distance from Source node to point A. If one condition
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is not satisfied, it is determined to fail, so the source node will not pass its own message
data to the To1 neighbor node. In the same way, for the neighbor node To2, it is easy to
see that the current position of the To2 node is less than the distance between the Source
node and the A and B points, so in the current position, the Source node will prefer to
pass its own copy of the message to the neighbor node To2. Subsequently, the To2 node
becomes the new source node and once again performs constraint determination, and so
on, until the message is delivered to the destination node.

4 Simulation Analysis

An open source software environment simulator (Opportunistic Network Environment
Simulator, ONE) written in Java at the University of Helsinki, Finland, was used as the
simulation tool. Because ONE focuses on the store-carry-transfer network [15]. ONE
comes with a variety of node movement models, both random-based and map-based [16,
17].

Table 1. Simulation parameters configuration

parameters values

Simulation area 4500 m * 3400 m

Numbers of Nodes of vehicle 50, 100, 200, 400

Wireless transmission range 10 m

Nodes type P(Pedestrian), C(vehicle), T(bus)

Movement model Shortest Path Map Based Movement

Cache Space 5M

Wait time (0–120) seconds

One of them, Map-Based Movement Model (MBM), is applicable to simulate the
vehicle driving along the road on the road. MBM is a derivative of the random waypoint
movement model. MBM allows the user to add maps in which the nodes in the model
move along streets and roads on the map. The simulation interface is shown in Fig. 2.
The simulation parameters are shown in Table 1.

We simulate the implementation of Epidemic, Direct Delivery, First Contact and the
routing algorithm BBR proposed in this paper for bus communication environment. The
performance is compared in terms of four basic performance metrics (delivery success
rate, average delay, routing load factor, and average number of hops).

Thevariation of transmission success ratewith the number of nodes is shown inFig. 3.
Using the strategy proposed in this paper to select the forwarding nodes with reference to
the bus operation path; BBR is slightly lower than Epidemic when the number of nodes
is 50, and achieves the highest transmission success rate when the number of nodes
increases to 100. This is because the algorithm’s specify the approximate direction of
message forwarding, and the message delivery has directionality, which improves the
delivery success rate[18].
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Fig. 3. Delivery probability

Fig. 4. Overhead Ratio

The routing load ratios vary with the number of nodes, as shown in Fig. 4. With the
increase in the number of nodes, the load is on an upward trend. BBR, Direct Delivery
and First Contact all have low load ratios, while Epidemic has poor performance in
this area. In the following, we analyze the reasons for this phenomenon: BBR, Direct
Delivery and First Contact use different strategies to suppress the number of messages
forwarded in the process of message forwarding. In the BBR proposed in this paper, the
source node does not forward the message to all neighboring nodes, and only a limited
number of neighbors participate in forwarding. This strategy reduces the overhead of
delivering packets and reduces the routing load ratios.

Figure 5 reflects the variation of the average delay with the increasing number of
nodes for the four routing algorithms. The Direct Delivery algorithm has a low average
delay in the first set of experiments, but the average delay increases rapidly to the highest
as the number of nodes increases; The First Contact algorithm has the lowest average
latency in both the first and second sets of experiments, but the average latency of the
algorithm increases to a higher level as the number of nodes increases. The average
latency of the Epidemic algorithm gradually decreases to the lowest among the four
algorithms as the number of nodes increases; BBS is second in comparison, with the
average latency first rising slightly as the number of nodes increases, and then also
decreasing to a lower standard.

Figure 6 reflects the variation of the average number of hops with the increasing
number of nodes for the four routing algorithms. As can be seen from the figure, the
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Direct Delivery algorithm, due to its simple transmission principle, has an average hop
count that does not vary with the number of nodes and is always 1. The average number
of hops of the First Contact algorithm shows a nearly 3-fold increase in magnitude with
increasing number of nodes in the four experiments. The average hop count of Epidemic
algorithm and BBR algorithm increases gradually with the number of nodes, among the
two, Bus Behavior routing algorithm appears to have a lower average hop count and
shows good performance.

Fig. 5. Latency with increasing number of nodes

Fig. 6. Hopcount varies with the number of nodes

The graphical analysis shows that the BBR routing algorithm has a good routing
performance for the specific scenario of car, bus and pedestrian communication studied
in this paper.

5 Conclusions

This paper addresses the increasingly complex urban traffic environmentwhereVANETs
face problems such as unstable data transmission, frequent connection interruptions, and
dependence on fixed infrastructure. A specific bus behavior-based routing algorithm
BBR is given after considering the advantages and disadvantages of various classical
routing algorithms routing performance in the scenarios of urban cars, buses with fixed
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trajectories, and pedestrianmobile communication, and after referring to the correspond-
ing mathematical models. The algorithm proposes an improvement on the classical rout-
ing algorithms Epidemic and Direct Delivery by restricting the source nodes to transmit
messages only in the direction thatmeets the constraints of themathematicalmodel. Four
algorithms, BBR, Epidemic, Direct Delivery, and First Contact, are simulated with the
help of the open source simulation simulator ONE for different numbers of nodes. The
BBR algorithm exhibits the highest message transfer success ratios, lower load ratios,
lower average latency and average hop count, with more suitable scenario-specific and
usage implications.
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Abstract. This paper studies a data processing method, which is applied to the
client. The method includes: determining the first privacy node set and the second
privacy node set. The first privacy node set includes one or more nodes in the
blockchain network composed of multiple nodes, and the second privacy node set
is a subset of the first privacy node set; Acquiring the key, and each node in the
first private node set also acquires the key; Encrypt the transaction data based on
the key to obtain the encrypted data; Send the encrypted data to each node in the
second private node set, and these nodes will endorse and verify the encrypted
data based on the key; If the endorsement verification is successful, the encrypted
data will be sent to the blockchain network. Each node in the blockchain network
will store the encrypted data in the blockchain. Each node in the first private node
set can decrypt the encrypted data based on the key. This paper also provides a
data processing device and a computer system.

Keywords: Computer · Data Processing · Encrypted Data · Network

1 Introduction

With the popularity of computers and the unique computing power of computers, people
increasingly like to use computers to assist their work, one of which is to use computers
to process data with tables [1]. At present, when you want to select part of the data in
a column of the table, there are generally the following methods: first, walk through all
the rows of the table to determine whether the row is the data you want to select in turn;
[2] when the row is the data you want to select, click the row to select the row until you
walk through all the rows of the table to select all the data you want to select; second,
when you are in the table, When the data you want to select is more than the data you
don’t want to select, it is the opposite of the first method [3]. Go through all the rows
of the table, select all the data you don’t want to select in turn, and then click the Invert
Selection option to select all the data you want to select [4]. In the prior art, whether the
first method or the second method, when the number of rows in the table is large, it is
very easy to miss or make a wrong selection when selecting data [5].

One aspect of this paper provides a data processing method, which is applied to the
client [6]. The method includes: determining the first privacy node set and the second
privacy node set [7]. If the endorsement verification is successful, the encrypted data will
be sent to the blockchain network, and the encrypted data will be stored in the blockchain
by each node in the blockchain network, where each node in the first privacy node set
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can decrypt the encrypted data based on the key [8]. This paper also provides a data
processing method, which is applied to a node in a blockchain network composed of
multiple nodes [9]. The method includes: when a node belongs to the first private node
set determined by the client, obtaining the key, the client and other nodes in the first
private node set also obtain the key, and the first private node set includes one or more
nodes in the blockchain network; [10] When a node belongs to the second private node
set determined by the client, it receives the encrypted data from the client and performs
endorsement verification based on the key. The encrypted data is generated by the client
to encrypt the transaction data based on the key. The second private node set is a subset
of the first private node set; Receive the encrypted data with successful endorsement
verification and perform consensus verification based on the key; In addition, other
nodes in the blockchain network will store the encrypted data verified by consensus into
the blockchain.

2 Data Processing

Figure 1 and Fig. 2 illustrate the data processing method. Wherein, Fig. 1 schematically
shows the data processing process in the prior art, and Fig. 2 schematically shows the
data processing process.

Simulate execution

Blockchain

Public status

Node 2

database

Fig. 1. Schematic diagram of data processing in prior art

As shown in Fig. 1, the above shows the interaction process between the client
and the node in the blockchain network in the existing technology. The client sends
the transaction data to the endorsement node respectively [11]. The endorsement node
performs endorsement verification on the transaction data in its own local area. The
endorsement result of the endorsement node determines whether the transaction data has
been successfully endorsed [12]. The rules for determining the endorsement verification
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result can be set according to actual needs, and there is no restriction here [13]. After
confirming that the endorsement verification of transaction data is successful, the client
sends the transaction data to the sorting node [14]. The sorting node does not approve
the content of the received transaction data. The sorting node sorts the transaction data
A and other received transaction data according to the predetermined sorting rules, and
determines the time to submit the transaction data according to the sorting position.When
the corresponding time arrives, the sorting node sends the transaction data to multiple
nodes in the blockchain network. After consensus verification, each node stores the
transaction data in their respective blockchains, realizing the uplink of transaction data.

In the data processing process shown in Fig. 1, the transaction data stored in the
blockchain is visible to all nodes, and the transaction data is visible to all endorsement
nodes during the endorsement verification process of each endorsement node, which is
prone to the privacy disclosure problem of transaction data.

Simulate execution

Blockchain

Public status

Node 2

database
Privacy
Status

Database

Fig. 2. Schematic diagram of data processing in this paper

The improved data processing process shown in Fig. 2 can solve the above problems.
As shown in Fig. 2, the upper part shows the interaction process between the client and
the nodes in the blockchain network.

After confirming that the encrypted data endorsement verification is successful, the
client encapsulates the message of successful endorsement and sends it to the sorting
node [15]. The sorting node does not approve the received content. The sorting node sorts
the encrypted data and other received transaction data according to the predetermined
sorting rules, and determines the time to submit the encrypted data according to the
sorting position. After the consensus verification, each node stores the encrypted data in
its corresponding blockchain, realizing the uplink of encrypted data. At the same time,
the transaction data corresponding to the encrypted data can be stored in the local privacy
database.

It can be seen that for transaction data A in the endorsement verification process, in
the uplink process, and after the uplink, it is visible to the node holding the key, but not
to other nodes. The endorsement verification process is performed in the node, saving
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the computing resources required in the endorsement process. According to the data
processing method in this paper, a retrieval mechanism is also set. When the node that
should hold the key, such as Node 2, accidentally loses the key or the transaction data in
the privacy database and other privacy messages, Node 2 can send a privacy information
request message to Node 1 or 3, request corresponding privacy data according to the
specific situation, and ensure the consistency of the internal privacy data of each node
in the first privacy node set designated by the client.

3 Data Processing Device

Figure 3 schematically shows a block diagram according to a data processing apparatus.
The data processing apparatus is applied to the client.

Determine privacy

Get secret key

Encryption module

Initiate endorsement

Storage processing

Fig. 3. One of the block diagrams of the data processing apparatus

As shown in Fig. 3, the data processing device includes a privacy determination
module, a key acquisition module, an encryption module, an endorsement initiation
module, and a storage processing module. The privacy determination module is used to
determine the first privacy node set and the second privacy node set. The first privacy
node set includes one or more nodes in the blockchain network composed of multiple
nodes, and the second privacy node set is a subset of the first privacy node set.

The key acquisition module is used to acquire the key, and each node in the first
private node set also acquires the key. The encryption module is used to encrypt the
transaction data based on the key to obtain the encrypted data. Endorsement processing
module is used to send encrypted data to each node in the second privacy node set, and
each node in the second privacy node set will endorse and verify the encrypted data
based on the key. The storage processing module is used to send the encrypted data to
the blockchain network if the endorsement verification is successful, and each node in
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the blockchain network stores the encrypted data in the blockchain, where each node
in the first private node set can decrypt the encrypted data based on the key. Figure 4
schematically shows a block diagram according to a data processing apparatus. The data
processing apparatus is applied to the client.

Determine privacy

Generate sub module

encryption

Get Sub Module

Get secret key

Initiate endorsement Processing storage

Fig. 4. Block Diagram 2 of Data Processing Device

As shown in Fig. 4, the data processing device includes a privacy determination
module, a key acquisition module, an encryption module, an endorsement initiation
module, and a storage processingmodule. The privacy determinationmodule, key acqui-
sition module, encryption module, endorsement initiation module, and storage process-
ing module respectively have the same functions as the privacy determination module,
key acquisition module, encryption module, endorsement initiation module, and storage
processing module. The key acquisition module includes a generation sub module and
an acquisition sub module. Either of them can realize the above operation of obtaining
the key.

The blockchain network also includes sorting nodes. The storage processing module
is specifically used to send the encrypted data to the sorting node, which sorts the
encrypted data, and sends the encrypted data to other nodes in the blockchain network
except the sorting node at a specified time based on the sorting position, so that other
nodes store the encrypted data in their respective blockchains. Figure 5 shows a block
diagram of a data processing apparatus. The data processing device is applied to a node
in a blockchain network composed of multiple nodes.
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Verify consensus

Get secret key

Process endorsement

Update module

Fig. 5. Block Diagram 3 of Data Processing Device

As shown in Fig. 5, the data processing device includes a key acquisition module,
an endorsement processing module, a consensus verification module, and an update
module. The key acquisition module is used to acquire the key when a node belongs to
the first private node set determined by the client. The client and other nodes in the first
private node set also obtain the key, and the first private node set includes one or more
nodes in the blockchain network.

The endorsement processing module is used to receive encrypted data from the
client and perform endorsement verification based on the key when a node belongs to
the second private node set determined by the client. The encrypted data is generated
by the client encrypting the transaction data based on the key, and the second private
node set is a subset of the first private node set; The consensus verification module is
used to receive the encrypted data with successful endorsement verification and perform
consensus verification based on the key.

The update module is used to store encrypted data verified by consensus into the
blockchain with other nodes in the blockchain network. Figure 6 schematically shows a
block diagram of a data processing apparatus. The data processing device is applied to
a node in a blockchain network composed of multiple nodes.

As shown in Fig. 6, the data processing device includes a key acquisition module,
an endorsement processing module, a consensus verification module, and an update
module. Among them, the key acquisition module, endorsement processing module,
consensus verification module, and update module have the same functions as the key
acquisition module, endorsement processing module, consensus verification module,
and update module, and the repeated parts will not be repeated.
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Verify consensus

Get secret key

Process endorsement

Update module

Decryption module

Storage privacy

Retrieve module

Fig. 6. Block Diagram 4 of Data Processing Device

The data processing device also comprises a decryptionmodule and a privacy storage
module. The decryption module is used to decrypt the encrypted data based on the key
to obtain transaction data when it is stored in the blockchain with other nodes in the
blockchain network through consensus verification. The privacy storage module is used
to store transaction data in a local privacy database of a node. The data processing device
also includes a retrieval module.

4 Computer System

Figure 7 schematically shows a block diagram of a computer system adapted to
implement the methods described above.

As shown in Fig. 7, a computer system includes a processor and a computer-readable
storage medium. Processors may include, for example, general-purpose microproces-
sors, instruction set processors and/or related chipsets and/or dedicatedmicroprocessors,
and the like. The processor may also include on-board memory for caching purposes.
The processor may be a single processing unit or a plurality of processing units for
performing different actions.

Computer readable storage medium, such as nonvolatile computer readable storage
medium, including but not limited to: magnetic storage device, such as tape or hard disk;
Optical storage device, such as CD-ROM;Memory, such as RAMor flashmemory; wait.
The computer-readable storage medium may include a computer program, which may
include code/computer executable instructions that, when executed by a processor, cause
the processor to execute a method or any variation thereof.
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821A

821B

Fig. 7. Block Diagram of Computer System

At least one of the privacy determinationmodule, key acquisitionmodule, encryption
module, endorsement initiation module, and storage processing module can be imple-
mented as a computer program module described with reference to Fig. 7, which can
implement the above knowledge-based answer generation method when executed by the
processor.

5 Conclusions

This paper provides a data processing device, which is applied to the client. The device
includes: privacy determination module, key acquisition module, encryption module,
endorsement initiation module, and storage processing module. The storage processing
module is used to send the encrypted data to the blockchain network if the endorsement
verification is successful, and each node in the blockchain network stores the encrypted
data in the blockchain, where each node in the first private node set can decrypt the
encrypted data based on the key. In addition, on the other hand, this paper provides a
data processing device, which is applied to a node in a blockchain network composed
of multiple nodes. The device comprises a key acquisition module, an endorsement pro-
cessing module, a consensus verification module, and an update module. The consensus
verification module is used to receive the encrypted data with successful endorsement
verification and perform consensus verification based on the key. In addition, the update
module is used to store encrypted data verified by consensus into the blockchain with
other nodes in the blockchain network.
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Abstract. This paper studies a data storage method, device and computer storage
medium, including: obtaining the current operation of the back-end storage engine
Objectstore, and determining the target category of the current operation according
to the operation ID corresponding to the current operation; The current operation is
compiled according to the compilation rules corresponding to the target category,
and the data corresponding to the compiled current operation is stored accordingly.
The corresponding compilation rules refer to the format requirements matching
the specified storage protocol. This technical implementation mode adds a new
data storagemethod toCEPHecology, and also provides a bridge for object storage
devices and services as a distributed unified storage.

Keywords: Computer · Storage Data · Storage Protocol

1 Introduction

At present, the methods to realize fast storage of big data include: receiving multiple
types of data to be warehoused through a unified data warehousing interface; Staging the
received data to be received into the message queue; [1] The polling service is used to
dequeue the temporary data in the message queue and store the data to be warehoused in
the database [2]. This paper realizes the fast storage of big data, which ismainly designed
and used for the big data industry, and can be used independently [3]. As the main means
of data storage and collection, it can also be used together with data services, so that big
data can be applied in practical applications and play a greater role in data [4].

However, for some public computer-based public data storage systems, many people
will use such public storage systems for file storage; [5] This will cause a problem, that
is, there is too much content stored in it [6]. The content stored by each person and
the content that needs to be read out later are different [7]. Each person’s needs are
different, and the storage location is different [8]. In this way, for some public storage
systems, how to effectively store the data associated with each other and provide users
with convenient access; It is convenient for users to obtain the corresponding storage
content in time; In order to solve this technical problem, a solution is provided. In view
of this, this paper studies a more widely used data storage method, device and computer
storage medium.
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2 Process of Data Storage Method

As shown in Fig. 1, the data corresponding to the compiled current operation is stored
accordingly, including: the data corresponding to the compiled current operation is stored
in at least one of the followingways: to a local object storage device, a local object storage
system, or a network object storage service.

Store object 
data 1

Store object 
data 2

Store object 
data 3

network

Local object storage device, system 
or network object storage service

CEPH structure

Fig. 1. One of the flow diagrams of the data storage method

It can be seen from Fig. 1 that in the technical implementation mode, the current
operation of obtaining the object store is classified into target categories by obtaining
the current operation of the back-end storage engine Objectstore [9]. When the current
operation is determined to be a target category operation, the current operation is com-
piled according to the compilation rules corresponding to the target category, and the
data corresponding to the compiled current operation is stored to the local object storage
device. The local object storage system or network object storage service does not need
to change the architecture of CEPH itself [10]. It can still use the RAD0S structure [11].
The OSD created in this way can be mixed with the OSDs of other back-end media
without impact [12]. Specifically, it includes OSD process under CEPH, which is sent
to object storage device, system or network object storage service through network after
compilation [13]. In an optional embodiment, the object storage device, system, or net-
work object storage service may be any one or more combinations of the local object
storage device, local object storage system, or network object storage service. Therefore,
the creation of OSDs can no longer be limited to using local disks as data disks, but can
use network resources.

When the target category is the first target category, the current operation is compiled
according to the compilation rules corresponding to the target category, including the
prefix format conversion of the data corresponding to the current operation, and the con-
verted data corresponding to the current operation matches the data format requirements
of the specified storage protocol [14]. The first target category specifically refers to the
operation category that needs to be compiled to be accepted by the specified protocol
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[15]. The operations of the first target category are also operations where data needs to
be stored to a local object storage device, a local object storage system, or a network
object storage service. When the target category is the second target category, before
compiling the current operation according to the compilation rules corresponding to the
target category, it also includes: caching the data corresponding to the current opera-
tion. Here, the second target category operation mainly refers to the operation category
that requires multiple operations on the same object or intensive data. When the opera-
tion belongs to the second category, the data of the operation is cached to improve the
response speed and performance. Cache the data corresponding to the current operation,
including sending multiple target requests in sequence and processing the return values
of multiple target requests asynchronously, where multiple target requests match the
operations of the second target category.

When caching the data corresponding to the operations of the second target cat-
egory, it provides network asynchronous operation management, and sends multiple
target requests in sequence. The return value of asynchronous processing multiple tar-
get requests can include: adding a data structure pointer to record multiple requests at
one time in the compilation process, using this parameter to send multiple requests in
sequence for each link at one time, and processing callbacks asynchronously. Aggre-
gate requests can be of different types. In this way, multiple target requests can be
issued sequentially and the return values of multiple target requests can be processed
asynchronously. As a result, the performance of multiple write operations merging and
intensive data read ahead for the same object is improved.

When the target category is a target category that does not meet the set requirements,
the method also includes: writing the data of the current operation to the local file system
or bare disk based on the solid state hard disk and mechanical hard disk. When the target
category is a target category that does not meet the set requirements, you can directly
write to the local storage space without compiling it. Operations that do not meet the
set requirements can include log writing and cleaning operations. When the current
operation can be completed without compiling, the data corresponding to the operation
can be processed using the existing logic of the Objectstore and written into the storage
space based on the local mechanical hard disk or solid state disk.

The data corresponding to the compiled current operation is stored accordingly,
including: according to the object storage device OSD to which the current operation
belongs, the data corresponding to the compiled current operation is stored in the data
storage area bucket corresponding to the OSD. The current operation refers to the object
class operation or transaction class operation that the OSD distributes to the Objectstore.
The OSD to which the current operation belongs refers to the corresponding OSD that
distributes it to the Objectstore.

As shown in Fig. 2, the data storage method provided in this paper includes the
following steps: (A). Get the current operation of the Objectstore; (B). Judge whether
the current operation is the first target category. If yes, execute step (C); If not, perform
step (G); Step (C) Judge whether the current operation is the second target category.
If yes, execute step (D); if no, execute step (E); Step (D). Cache the current operation;
Step (E) Compile the data corresponding to the current operation to make it match the
format requirements of the specified storage protocol; Step (F), Store the compiled data
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Execute existing logical storageFirst target category

Second target category

Cache processing
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compile
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Fig. 2. Flow Diagram 2 of Data Storage Method

corresponding to the current operation in the bucket corresponding to the OSD data
storage area; Step (G) Executes an existing logical store. Here, an OSD corresponds to
a bucket in the storage area. A bucket in the object storage can be used as an OSD of
CEPH. The OSD created in this way can be mixed with the OSDs of other back-end
media without impact.

3 Hardware Structure of Data Storage

On the other hand, as shown in Fig. 3, this paper also provides a data storage device,
which includes an engine module and a connection module. The engine module is used
to obtain the current operation of the back-end storage engineObjectstore, and determine
the target category of the current operation according to the operation ID corresponding
to the current operation; The connection module is used to compile the current operation
according to the compilation rules corresponding to the target category, and store the data
corresponding to the current operation after compilation. The corresponding compilation
rules refer to the format requirements matching the specified storage protocol.

Here, the engine module divides the operations under the storage engine Object-
store into object class operations and transaction class operations. For example, object
class operations can include object reading, object writing, object collection creation,
object information entry addition, deletion, and modification. Transaction class opera-
tions can include thread management classes, log classes, synchronization locks, and
valve locks. Different operations have different operation identifiers. The operation iden-
tifiers are mainly flag bits, which are enum (data type) sets. The current operations in
the Objectstore can be classified according to different flag bits.

After the target category operation is identified, the connection module will compile
the current operation. The compilation rules are based on the format requirements of the
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storage protocol. The connection module is specifically used to store the compiled data
corresponding to the current operation in at least one of the following ways: to a local
object storage device, a local object storage system, or a network object storage service.

Where, when the target category is the first target category, the current operation
is compiled according to the compilation rules corresponding to the target category.
The engine module is specifically used to convert the data corresponding to the current
operation into prefix form, and the data corresponding to the current operation after
conversion matches the data format requirements of the specified storage protocol.

Engine module Connection module

Fig. 3. Structure 1 of the structures of the data storage device

Engine module Cache module Connection module

Fig. 4. Structure 2 of data storage device

As shown in Fig. 4, it can also include a cachemodule.When the target category is the
second target category, the cache module is used to cache the data corresponding to the
current operation before compiling the current operation according to the compilation
rules corresponding to the target category.

Among them, the cache module caches the data corresponding to the current opera-
tion, including: sending multiple target requests sequentially, and processing the return
values of multiple target requests asynchronously, where multiple target requests match
the operations of the second target category. In this way, the cachemodule can issuemul-
tiple target requests sequentially and process the return values of multiple target requests
asynchronously. As a result, the performance of multiple write operations merging and
intensive data read ahead for the same object is improved.

Where, when the engine module determines that the target category is a target cat-
egory that does not meet the set requirements, it will call the existing logic module of
the Objectstore to write the currently operated data to the local file system or bare disk
based on the solid state disk and mechanical disk.

The connection module stores the data corresponding to the current operation after
compilation, encapsulates the corresponding interface, and stores the data correspond-
ing to the current operation after compilation in the bucket corresponding to the data
storage area of the OSD according to the object storage device OSD to which the current
operation belongs.
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4 Transfer Level of Data Storage Mode

As shown in Fig. 5, in the data storage device provided in this paper, the engine module
can be the S3Store module, the connection module can be the S3Conn module, and the
cachemodule can be the S3Cachemodule. Among them, the S3Store module obtains the
current operation from the Objectstore engine, distributes the target category operation,
and implements the Objectstore semantic interface. On the other hand, the S3Store mod-
ule also needs to preprocess these operations; The S3Cache module caches operations
of the second target category; The S3Conn module encapsulates the libs3 interface or
RESTful interface to complete the flush, read, or list tasks issued by the Cache layer,
and then sends them to the object-oriented data storage area.

ObjectStore

S3Store

S3Cache

S3Conn

LibS3 interface

RESTful interface

Storage area

Hard disk

database

Non target category

OSD process

Object storage device or object 
storage service

Fig. 5. Transfer hierarchy of data storage mode

In addition, some transaction operations issued by the Objectstore engine are com-
pleted by using the database and stored in the hard disk to ensure the atomicity of
transaction operations.

Among them, the S3Storemodule and S3Connmodule can distinguish the categories
of the current operation of the acquired Objectstore engine, and compile according to
different target categories to match the format requirements of the S3 storage protocol.
The oS3Cache module is designed as one of the core modules for the performance
problems that may arise from the concept of zero fetching based on object storage and
the performance problems that may arise from network communication. The S3Cache
module can complete the filling and reading of objects during the whole storage. It will
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also provide network connection asynchronous operation management, and improve the
performance of multiple write operations for the same object and intensive data read
ahead.

The S3Store module can be used as a new back-end engine of the Objectstore engine
to distribute target categories and non target categories; The S3Cache module is respon-
sible for caching operations of the second target category issued by the Objectstore
engine; The S3Conn module completes the communication with the 1ibs3 interface and
the downloading and pre reading of the S3Cache module, thereby realizing the uni-
fied storage of data operated by different target categories under the CEPH ecosystem,
forming a new CEPH object storage back-end, adding a new data storage method to the
CEPH ecosystem, and providing a bridge for object storage devices and services as a
distributed unified storage. The data storage method and device provided in this paper
have at least the following beneficial effects:

A) A new back-end storage medium has been added to the distributed storage CEPH,
which can use local object storage devices, systems, or network object storage
services.

B) Back end object storage is used to store CEPH object data, avoiding re conversion
from object to file, and saving performance overhead in interface conversion.

C) It follows CEPH’s principle of storing local objects in object storage, and avoids the
write amplification of additional transaction atomicity guarantee caused by interface
conversion.

D) It provides the application space of block storage and file storage for the existing
object storage service or object storage system with narrow application scope, and
expands the way out for the application of high-capacity stand-alone devices that
only provide object interfaces or low-cost network object storage services.

E) It provides a bridge for distributed unified storage for object storage devices and
services, and provides away for existing object storage to upgrade to unified storage.

5 Conclusions

The data storage method, device and computer storage medium provided in this paper
determine the target category of the current operation according to the operation ID
corresponding to the current operation by obtaining the current operation of the back-end
storage engine Objectstore; In this way, target categories are distinguished for the current
operation to obtain the Objectstore. When it is determined that the current operation is a
target category operation, the current operation is compiled according to the compilation
rules corresponding to the target category, and the data corresponding to the compiled
current operation is stored accordingly. The corresponding compilation rules refer to
matching the format requirements of the specified storage protocol. In this way, after the
operations under the Objectstore are distinguished, the operations of the target category
are compiled, so that the data corresponding to the compiled operations conform to
the format requirements of the specified storage protocol, thereby realizing the unified
storage of the data of operations of different target categories, forming a new CEPH
object storage backend, and adding a new data storage method to the CEPH ecosystem,
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It also provides a bridge for object storage devices and services as a distributed unified
storage.
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Abstract. With the continuous progress and development of electronic science
and information technology and modern information network technology, “vir-
tual reality technology” (VR) has been widely used in various industries. In envi-
ronmental design, it makes up for the shortcomings of the design scheme when
traditional design can only be shown with two D drawings and three D renderings.
Virtual reality technology has many application mode, it can simulate the building
interior space, real present design characteristics, change the furniture style and
interface decoration, let the user get more realistic experience and fun, and it can
also timely according to customer demand arbitrary change design, save time cost,
avoid the waste of resources.

Keywords: Virtual Reality Technology · Indoor Space Design ·
Human-computer Interaction Experience

1 Introduction

1.1 Concept of the VR System

The full name of VR is virtual reality technology, which uses a computer to generate an
interactive 3 D dynamic view. At present, virtual reality technology can be divided into
narrow and broad aspects:

In a narrow sense, the virtual reality:
Virtual reality, also called infinite virtual reality, is the ideal state. This means that

computers are used to create a 3-dimensional virtual environment, which the experi-
menter can invest in using a variety of devices (3D glasses, head-mounted displays,
circular projection devices, motion-sensing handles, etc.). In this environment, experi-
ments can observe objects in the environment through natural skills (such as limbs and
orbit), obtain multidisciplinary and natural observations, and have huge effects.

Generalized virtual reality:
It is often about creating an interactive environment simulating the real world,

focusing on the interaction between humans, which also extends its research and
applications.
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1.2 Historical Evolution of VR Technology

The research and development of VR technology can be roughly divided into three
development stages as show in Table 1.

Table 1. The development stage of VR technology

stage time figure Event impact

Early Period:
1950s–1970s

In 1956 The American
photographer, Morton
Heilig

Has developed and
produced the first
photography machine to
simulate the simulation
environment: Sensorama
Simulator

In 1965 “Father of computer
graphics” Lvan Sutherland

At the IFIP conference, The
Ultimate Display has for the
first time explicitly
proposed a 3 D virtual
sound system composed of
sound devices and virtual
sound with powerful audio
feedback capabilities

Practical phase:
1970s–1980s

In 1973 Myron Krueger Artificial reality is presented

In 1989 “The Father of the VR”,
Jaron Lanier

“Virtual Reality” was
formally proposed for the
term virtual reality

Stage of rapid
development: from the
1990s to now

In 1993 Boeing Co The Boeing 777 aircraft was
successfully designed using
VR technology

In 1994 Burdea G and Coiffet “Virtual Reality
Technology” published the
book “3I” (Imagination,
Interaction, and Immersion)
properties

In 2012 Oculus Rift (Virtual reality
device)

Starting a wave of civil VR
equipment

1.3 Present Situation of VR Technology

The range of technologies in virtual augmented reality includesmodern computer graph-
ics, sensor processing techniques, dynamics, optics, artificial intelligence, and social
psychology [1]. And based on information technology and new human-computer inter-
action. Modern information technology uses it to create realistic virtual environments
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by creating visual, auditory, and touch. Users use the necessary devices in a virtual envi-
ronment to naturally interact with objects to create the same feel and experience as the
real environment.

The year 2016 is the first year of China’s virtual reality related technology. In recent
years, VR technology has developed rapidly and steadily in recent years as show in
Fig. 1.

Fig. 1. Estimated proportion of various Chinese VR market segments in 2021 (unit: %)

According to the big data virtual reality in KPMG2020 Technology Industry Innova-
tion, many domestic people have promoted their online commercial office and consump-
tion during the epidemic period, so domestic enterprises have also begun to increase their

Fig. 2. Changes in enterprise investment in virtual reality technology in 2020 (unit: %)
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research and development investment in domestic virtual augmented reality as show in
Fig. 2.

1.4 Characteristics of the VR Technique

Virtual reality technology is widely recognized by the public as an interactive experience
of a product, contributing to the research of VR technology [2]. It is based on 3D
technology, which creates virtual space to experience it. It is divided into three points:

Immersion: now human visual perception of external things especially the visual
experience accounted for most of the proportion, so in the virtual real world will pay
more attention to the human observation and see the visual authenticity of external things,
the virtual world can truly reproduce the participants perceive things, at the same time
users can also through hardware equipment, such as data gloves, steering wheel to better
perception of the virtual world, so as to achieve a better experience [3].

Interaction: In a virtual environment, users can interact with things in the virtual
world with VR devices, such as data gloves, force feedback devices, data head voice
recognition, etc. These sensors combine virtual and reality with each other, using the
human body’s sensory system for various actions, represent real experiences of contact,
auditory and visual, and realize interactive feelings between the user and the virtual
world.

Lenovo: in the virtual environment, generate rich imagination, meet the user’s imag-
ination and opinions of some design, such as changing the wallpaper pattern and color,
display furniture and style, can be in VR data transmission control system to quickly
complete the user perception setting, more intuitive show the user’s preferences also
broaden the vision.

2 Link Between VR Technology and Interior Design

Nowadays, VR technology is deeply popular with the public with its real visual effect
and simple and convenient operation, so its application has been expanded and widely
used in various fields. Combining VR technology and interior design can not only more
intuitively express the designer’s design scheme, but also let users truly feel it, and put
forward change opinions. This saves a lot of time in the design process and enhances
the designers.

2.1 Key Points of VR Technology in Interior Design

If you want to speed the model, you can ignore unnecessary information and consider
only the location of walls, doors and windows in the condition. It defines arcs through
three points in the wall series, and virtual reality can introduce shortcuts to speed the
model and subsequently store the modified data in change records to return it to the
previous stages and changes.With the fastest design and convenient operation, the design
plan can be designed automatically using 3D data. The implementation of the 3D model
will reduce worker measurement time and significantly improve efficiency [4]. Virtual
reality technology and environmental design art have great artistic value and practical
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value, and the two are inseparable. The combination of the two imperceptibly completes
the implementation of environmental planning.

In the interior design, it is usually divided into decorative hard decoration and soft
decoration. Hard include: inner wall, door, window, etc. Soft decoration includes: light-
ing, wallpaper, furniture, and decorative furnishings. In the interior space design, in
order to realize the virtual placement of indoor soft and hard decoration, virtual visual
reality can be used in the design of indoor wall structure, wallpaper and floor pattern [5].
According to the design of priority to watch the indoor layout, through this way, cus-
tomers can have a three-dimensional visual experience. Secondly, if there are differences,
through virtual technology to make users feel the indoor environment and atmosphere,
and then benefit users to join their own style aesthetic, and adjust and improve, it will
improve the satisfaction with the required space of customers, thus through the VR tech-
nology presents the design concept can achieve the planner and consumers want the best
demonstration effect [6].

2.2 Phase of VR Technology in Interior Design

Preparatory phase
If VR technology is used to participate in the preliminary design, the specific design
evaluation and budget can be made out, which can make up for the gap that the tradi-
tional design technique is only based on hand-drawn and three-dimensional renderings.
Therefore, designers can better control the specific implementation of the design con-
cept and the smooth progress of the later planning through VR technology, which largely
saves time and resources.

Designer’s early conception is accurate is also abstract and erratic, the use of VR
technology to generate virtual environment canmake designers better immersed, receive
the environment comprehensive information stimulation, can touch the inspiration to
make thinking more active, and make the idea concrete, but also conducive to the design
of all stages of the connection and advance thinking.

Improvement stage
When a design scheme is clearly conceived, its further design needs to be considered.
At this time, we can sort out and compare between the different main design perspec-
tives presented in the simulation space by using VR technology. At the same time, in
the interior design, you can also use VR technology to check the connection of the
space structure, ceiling, partition and other fixed factors. Designers can also measure the
size of the furniture in the VR virtual world, to generate, copy, zoom and other opera-
tions. Whether from the whole to local, macroscopic to micro, it can be observed and
deliberated through VR technology.

Display stage
The emergence of VR technology enables designers to intuitively communicate to cus-
tomer design solutions, communicate with customers, and then to change is not enough
to meet customer needs. A good scheme display can play twice the result with half
the effort. The comprehensive effect of sound, light and color presented by VR is far
beyond the cold drawings of traditional design techniques, It can bring more humanized
experience and realize the perfect presentation of human-computer interaction.
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2.3 Comparison and Analysis of Various Factors in the Design

Comprehensive simulation of spatial feelings. VR technology uses 3D software to design
the interior space, according to the user needs, in the virtual space modeling design
requirements, and conduct 3-dimensional stretching or synthesis on the basis of the
indoor space modeling technology to show a more three-dimensional overall space
design structure. After the establishment of the indoor virtual scene model, the vir-
tual reality technology can be further used to render the model to generate the internal
scene atmosphere, display, etc. In order to enable users to achieve a better experience,
at the same time, designers can also modify the program content in time and reach a
consensus with users, and design designs more suitable for the user experience.

Not limited by the time and site factors. Designers can design anytime and anywhere
according to user requirements, VR scene in the overall consistent with the real world,
through VR, from the outside can see the impact of the floor on lighting, experience
the lighting layout and the impact on space, in the material selection, decoration, green
plants and surrounding environment design to achieve liberalization [7]. At the same
time, in some complex design, it can be more accurately calculated according to VR
technology, and timely correct the insufficient links, so as to improve the design concept
and the final ideal effect [8].

Reduce the time and the cost of capital. For interior design, designers can reasonably
control the real space through VR technology, reduce human resources, but also achieve
the sustainable development of low-carbon and energy saving, and directly convey the
design concept to users. For example, from the design of the real estate developers’
model room, VR technology can save the early investment cost for enterprises, and
create the same effect as the real model room in a short time.

3 Development Trend of VR Technology

The rise of VR technology runs throughout various industries, and it will also be more
and more widely used in environmental design.

3.1 The Integration of Various New Technologies

The future trendmay be to integrate VR technologies, artificial intelligence technologies
and 3D printing technologies and promote each other. As VR technology continues to
develop, it breaks not only the limitations of design and creation, it will promote the
close connection of various disciplines. Interior design will also be connected with other
disciplines, such as digital media and visual communication, so as to create more fresh
and dynamic works, constantly satisfying people’s operational nature, visual feeling and
interactive sense of design works. Under the newmode, it will more promote the expres-
sion of artistic expression space and explore new content more suitable for expression
[9].
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3.2 Common Development of Technology and Art

The design work needs comprehensive technology and art. The good and bad technol-
ogy cannot unilaterally determine the degree of the work, and the artistic processing and
aesthetic embodiment are needed, so as to bring superior visual aesthetic to people. If a
work wants to lead people to leave a deep impression, it is bound to combine technol-
ogy with art, with both the aesthetic feeling of art and the scientific and technological
innovation. Future design works will combine VR technology, truly in sound, light and
color and other aspects of a good feeling [10].

3.3 Pay More Attention to the “Humanized” Design

The purpose of the designer is to put people first and put the user experience first to
consider the implementation of the overall scheme. For example, it is well known as
IKEA, its commodity display forms a warm sense of environmental atmosphere, so
that different furniture and accessories constitute the display space of functional areas,
bringing users operational experience, rather than simple and tidy placement. One of the
reasons why IKEA is popular is its user satisfaction, and it focuses more on humanistic
care. Environmental design is people-oriented, human survival, and people are also the
designer, builder and user of the environment.

4 Conclusions

With the improvement of indoor design level and people’s aesthetic level and demand,
the traditional design techniques in some aspects cannot achieve the realistic touch and
interactive experience, two-dimensional graphics expression is relatively limited, just
from the visual feeling of three-dimensional space, cannot make customers have a sense
of immersive. The emergence of VR technology just makes up for this defect. The virtual
three-dimensionalmodel of indoor space has the same size as the practical effect, and can
render the real scene and display effect, so that the design industry is more technological
and diversified, injecting new vitality into the interior design industry.
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Abstract. In today’s era of rapid development of information, it is necessary to
maximize the satisfaction of consumers’ psychological needs in the process of
product design. Pleasant color design is the basis for satisfying consumers’ psy-
chological expectations and an essential element of product design. Based on data
analysis algorithms, this paper helps to build an intelligent color matching design
system for cultural and creative products. It first expounds the research status of
data analysis algorithms, then emphasizes the importance of color matching for
cultural and creative products, and finally uses big data and artificial intelligence to
simulate consumption. Consumers’ perception of color after seeing color in com-
puter science, and help design cultural and creative products that meet consumers’
consumption preferences within a limited time.

Keywords: Data Analysis · Big Data · Artificial Intelligence · Color Matching
of Cultural and Creative Products

1 Introduction

Product design is the use of specific products to meet people’s specific requirements and
expectations after reintegrating basic shapes, colors, symbols, and other design elements
[1]. This is a way to better describe a process by expressing a specific idea, plan or prob-
lem solution through a specific design. Among the three aesthetic elements of product
design, color is the most important element to perceive the fastest and convey prod-
uct information, and can affect the visual information conveyed by shape and material.
Therefore, in the design of cultural and creative products, improving the intelligence of
color matching and enhancing the efficiency of color matching can promote consumers’
satisfaction with cultural and creative products.

2 Research Status of Data Analysis Algorithms

2.1 Various Forms of Data Analysis

Machine learning is themost important field of artificial intelligence and themost impor-
tant method of data analysis. Many scientists at home and abroad have studied the
application of machine learning technology in big data analysis in various fields.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. C. Hung et al. (Eds.): IC 2023, LNEE 1044, pp. 667–674, 2023.
https://doi.org/10.1007/978-981-99-2092-1_83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2092-1_83&domain=pdf
https://doi.org/10.1007/978-981-99-2092-1_83


668 X. Wan and Y. Liang

Big data clustering is often interdisciplinary, cross-functional, and cross-media, and
traditional clustering algorithms are difficult to directly apply to big data clustering
[2]. Therefore, big data clustering is getting more and more attention. Map Reduce is
one of the mainstream frameworks for distributed computing. The parallel operation of
traditional clustering algorithms based on MapReduce is an important method for big
data analysis. The framework implements data parallelization. Based on the Hadoop
platform, the traditional K-Means clustering algorithm is implemented, and the whole
process is basically divided into three parts (map, join, reduction) [3]. The Map Reduce
programming framework implements the bottom-up algorithm Agglomerative Hierar-
chical Clustering (AHC). This improves the accuracy and recognition rate of text clus-
tering. A noise-based density-based clustering technique is implemented based on Map
Reduce (Density-Based Spatial Cluster ingo Applications with Noise, DB-SCAN) [4].
It is mainly composed of data preprocessing, local DBSCAN and computational intel-
ligence acquisition. It is generally a computational intelligence technology based on
mature development networks such as artificial neural, fuzzy systems, and evolutionary
computing. They are organically combined with each other and determine the potential
of artificial intelligence. Their superior application in big data analysis, as shown in
Fig. 1 [5].

Fig. 1. General Clustering Flowchart

2.2 Advantages of Data Analysis Algorithms

First, the diversity and instability of big data determine the limitations of modeling
techniques. Given the amount and complexity of big data, it is often difficult to build
accurate models based on prior knowledge. Computational intelligence techniques such
as evolutionary computing and cluster computing are knowledge-independent and do
not require precise problem models, but they do require direct analysis and data pro-
cessing [6]. This feature is great for analyzing large amounts of data. Big data analysis
often involves changes in the environment. This is due to changes in subjective and
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objective factors such as the system itself, user needs and goals. Traditional methods are
difficult to adapt to changes in the environment. Evolutionary algorithms represented
by genetic algorithms have possible solutions between generations. Evolutionary algo-
rithms represented by genetic algorithms have potential solutions between generations
[7]. It continuously optimizes the fitness of the population according to the environment,
making it easier to adapt to changes in the environment.

Second, accuracy is an important factor in big data. The need to address and manage
uncertainty stems from the influenceof stochastic factors such as data collectionmethods,
system changes, natural environment, and the specific nature of big data. Therefore, the
extraction of potentially uncertain data has become an important topic in today’s big
data analysis. Computational methods such as fuzzy logic and rough sets improve the
objectivity and interpretability of analytical results [8].

Finally, the breadth and complexity of big data means that spatiotemporal compu-
tations can be very expensive and accurate solutions cannot be obtained in acceptable

Fig. 2. Clustering Algorithms for Data Mining
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time [9]. Intelligent computing methods include heuristics that solve problems by mim-
icking the psychological characteristics of humans and other creatures. These are highly
self-organizing, adaptable, general and abstract. Many complex NP problems, such as
combinatorial optimization problems, can be solved quickly and roughly,which provides
an effective tool for solving large and complex problems, as shown in Fig. 2 [10].

3 The Importance of Intelligent Color Matching of Cultural
and Creative Products

Today’s commodityworld is rich and colorful. In this unpredictablemarket environment,
cultural and creative products can only adapt to the ever-changing trends. The packaging,
price, advertisement, quality, etc. of cultural and creative products will change, but no
matter how they change, cultural and creative products of the same brand always have a
main line supporting each other. However, some cultural and creative products are easy
to find among thousands of similar cultural and creative products because they share a
common gene (the core value of the brand), which is the brand’s DNA. The DNA of
the brand is eternal, it is the core element of the brand, and represents the essence of
the brand [11]. Brands often reflect the most unique and valuable parts of their core
values. In today’s visual world, many cultural and creative brands use color to form
their core values. Color has gradually become a symbol of brands, and consumers can
easily identify some brands by color, butmost brands are indistinguishable to consumers.
This is the role of the brand’s core values. An important indicator of successful brand
management is the evaluation of whether it has core values. People receive the color
information of cultural and creative products from the outside world, and form the image
of the color of cultural and creative products after colliding with personal knowledge and
experience. The theory of color value has a long history, such as China’s Five Elements
and Five Colors Theory, which is the philosophical thought and symbolic meaning of
color in the cultural accumulation. Through in-depth research and excavation of color,
people have gradually established many scientific and rigorous color science theoretical
systems including color intent [12].

4 Design Process of Intelligent Color Matching System for Cultural
and Creative Products

The two most commonly used color imagery survey methods are psychophysical mea-
surements and physiological experiments. When looking for the relationship between
color and perceptual words, it is confirmed that the semantic difference method is an
effective method to evaluate the relevance between different concepts, and then the
semantic difference method is used as a general method in the study of color imagery,
which describes the investigation and research methods of imagery., the color image
survey methods include free association idea, restricted association idea and semantic
difference method, and the research methods of color preference cases include selection
method, scale evaluation method, etc. In subsequent studies, psych perceptual assess-
ments and physiologicalmeasures are generally used together for color imagery research.
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Psychological perception evaluation uses more semantic difference method, and com-
bines factor analysis, cluster analysis and other statistical methods to process evaluation
data; physiological test mainly uses instruments to obtain relevant physiological data
of people, including eye tracker, EEG, ECG, etc., of which eye trackers are the most
commonly used tests.

Consider safety experience in color design, use Likert scale method, visual and
physiological experiments to obtain people’s perceptual image data, and use TOPSIS
method to comprehensively analyze various factors. It will also obtain product color
semantics through market research, introduce engineering, and use a combination of
quantitative and qualitative methods to obtain users’ tendency to color imagery and
establish a color semantic space. After using the semantic analysis method to complete
the survey of furniture color imagery, the eye tracker was used to capture the subjects’
gazes to obtain the subjects’ perception of the sample color, so as to support and verify
the subjective survey results of color imagery.

In order to solve the problem of non-standard color imagery, the researchers used the
semantic difference method to quantify the color intention to obtain more standard and
unified color image data, that is, the color image scale. The nowwell-known color image

Fig. 3. Monochromatic Imagery Scale Map
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scale map was designed by Japanese researchers. The vertical axis represents Soft-Hard,
and the horizontal axis represents Warm-Cool. There are color blocks of different colors
distributed on the two-dimensional coordinates, and these color blocks are arranged in
space with a certain pattern. Inside, the image clearly expresses the emotions that these
colors represent. Designers can choose the appropriate color scheme through the image
scale map, as shown in Fig. 3.

To understand how people perceive color, researchers use a variety of intelligent
algorithms. The main methods are gray theory, fuzzy theory, neural network, sensitivity
engineering, mathematics, physical and chemical theory, joint analysis and so on. For
example, by combining the emotional evaluationmethod of grey theory and the aesthetic
evaluation method of color harmony, a quantitative evaluation and search method based
on the RGB color system is proposed to evaluate a suitable product color scheme. A
grayscale clustering process is introduced to predict overall color image ratings for mul-
ticolor products. Using fuzzy neural network theorem and grey theory, two color scoring
models are developed and applied to a case study of electronic door lock design. The
evaluationmodel of product shape and color is established by combining neural network,
quantitative theory and perceptual engineering theory. For example, building a gray cor-
relation model can evaluate the color scheme of a product in multiple images. Describes
the observer’s effect on the perception of an image due to differences in color area and
spatial location on the sample. This study designs an intelligent color matching system
for cultural and creative products based on image evaluation adjectives. The usefulness
of each element is obtained by collecting the image satisfaction of the samples from
the experimenters, and a color evaluation model is constructed. Use conjoint analysis
to find out what each metric means. We created a Dun’s Relevance Model correlation
model based on the known basic color sample image score data to predict and calculate
the image score of the target product.

The current research mainly focuses on color design from three directions: harmony
theory, epistemology and image. Related research uses a variety of intelligent algorithms,
such as particle swarm optimization, gray theory, neural network, genetic algorithm and
so on. On the basis of semantics, style classification is used to solve the problem of
inconsistency of word description semantics. Collect product color droplets to extract
color balances and use Access to create color scheme libraries. Due to the uncertainty
of the user’s image description, the system needs to introduce fuzzy expectations into
the color image of the product, and establish a fuzzy optimal design model. Particle
swarm optimization is used to obtain optimal solutions optimized according to user
expectations. The scheme can meet the actual expectations and preferences of users,
convert the original color case database scheme on the market into a 3D color model, and
use a derivation algorithm to obtain a new color scheme. The rule used in the algorithm
is to find identical, adjacent, contrasting and complementary colors for a particular color,
get a different monochromatic algorithm, and continue to recombine. The system uses
fuzzy theory to create a set of color-identifying words and determines the proportion
of each color in the semantics. Considering the area and position of each color in the
scheme, a more accurate color harmony evaluation mechanism is proposed. Interactive
Genetic Algorithms are used to determine the execution of the patterns, and the results
of user selections are also stored as data for optimizing the next algorithmic model.
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Studying how to choose colors according to the principles of color adjustment. Then,
based on the mapping relationship, a color assignment method for assigning two or more
colors to each part of the machine tool is proposed. Based on the above two methods,
create color design samples. Finally, design a prototype system and integrate it, starting
from the color design thinking of industrial designers, find a good product color frame
that matches the consumer’s target preferences, create a color frame set, and use the
method of color allocation area division as Your product is assigned color and the final
color image is evaluated.

5 Conclusion

Data analysis algorithms are changing with each passing day, especially in the man-
ufacture of cultural and creative products. The addition of computer technology has
greatly shortened the production time and ensured the production quality. Data analysis
algorithms improve designer productivity and output designer ideas with high precision.
Based on the understanding of data algorithms, this paper uses artificial intelligence and
big data models and other data algorithm analysis tools to establish and optimize the
design of the intelligent color matching system for cultural and creative products, which
has made certain contributions to improving the color matching efficiency of cultural
and creative products. The intelligent color matching system for cultural and creative
products improves the design accuracy and efficiency of cultural and creative prod-
ucts. From an aesthetic point of view, the color design of cultural and creative products
should be harmonious and beautiful in color matching to meet the aesthetic needs of
consumers. However, when designers design product colors, they often need to try sev-
eral color matching attempts and compare the color schemes in order to obtain the best
color matching effect. Therefore, it is very necessary to use data analysis algorithms to
help cultural and creative designers complete color matching design and improve work
efficiency.
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Abstract. While traditional education and curriculum models are under increas-
ing pressure, the development of intelligent terminal technology based on the
Internet of Things provides practical technical support for new curriculum mod-
els. This is the need for social education development and the trend of platform
curriculum development. The purpose of this article is to study the intelligent
education virtual classroom platform (CP) based on the mobile terminal APP of
the Internet of Things. This article introduces the basic technology and scientific
principles involved in the development of an intelligent education virtual CP based
on the Internet of Things mobile terminal APP, introduces the system develop-
ment process, and introduces the database and web server technology used in the
background. Experimental research shows that after the use of virtualization, the
response time is significantly reduced by about 20% when the number of concur-
rent users is large, which effectively improves the response speed of the intelligent
education virtual classroom system. Prove the effectiveness and correctness of the
system.

Keywords: Internet of Things · Mobile Terminals · Virtual Classrooms ·
Education Platforms

1 Introduction

With the advancement of science and technology, the development of mobile terminal
applications has become more and more intelligent, and the applications have become
more and more extensive, which has brought reforms to the education platform. In the
late 20th century, with the popularization of the Internet in developed regions such as
Europe and North America, it provided an opportunity for smart terminals to enter the
campus education system [1, 2]. The combination of the Internet of Things and mobile
terminal technology can improve the effectiveness of school education, improve the
classroom learning environment, increase students’ enthusiasm for education, and also
improve the quality of college teaching.
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In the research on the design of the intelligent education virtual CP based on the
mobile terminalAPPof the Internet ofThings,many scholars have studied it and achieved
good results. For example, Lu X has launched multiple mobile learning platforms, and
students can access educational resources [3]. Liu T C uses servers to optimize the
business needs of data interaction. The integration of technology increases the impact
of classroom learning and improves student participation through classroom changes
[4]. In this regard, it is of great significance to study the intelligent education virtual CP
based on the mobile terminal APP of the Internet of Things.

This article conducts an in-depth and complete analysis of the Android system from
the perspective of the system and application space, and finally gives the basic steps
for setting up the environment. According to the system design, this paper uses SSH
technology and VMware vSphere software to realize the various functional modules of
the platform, and introduces the realization of the intelligent education virtual CP of the
Internet of Things mobile terminal APP in detail.

2 Research on the Design Method of Virtual Classroom Platform

2.1 Teaching Platform Requirements

Sign-in management
Student sign-in (electronic roll call) is a very valuable function of the entire software.

The specific functions implemented include student sign-in, server-side receiving data,
and client-side query and statistics sign-in data.

Student sign-in: Simulate sign-in behavior by entering the user name and password
to log in to the software. If the network cannot be connected at the time, the student
information is temporarily stored in the student’s local sqlite database, and will be
actively submitted to the server after the network is restored, and the local computer’s
data will be deleted at the same time.

Server-side receiving data: The expected goal of this system is to integrate with the
school’s existing educational administration management system. The student sign-in
data is sent to the server side through aWebService connection in a network environment,
and the server queries and stores the data, The data requested by the client is returned
to the client after the operation is over [5, 6].

Client query statistical check-in data: Students can check the check-in status of each
subject according to the student number, and the teacher can check the check-in status
of each course according to the course number. The client side displays the data records
returned by the server in the optimal way.

File sending and receiving
The realization of document transmission and reception has practical significance.

In this module, the teacher is the document transmission initiator and the students are the
document receiver. The specific functions implemented include selecting files, sending
files, and receiving files.

Select file: Since the Android API does not provide the function of a file browser,
you can select a file through a file browser written by yourself.

Sending files: After confirming the sending file object, select the receiving object of
the file, and transmit the file through multicast or TCP connection.
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Receive files: After confirming, start to receive files, which are saved in the SD card
directory of the student’s mobile phone by default.

Non-functional requirements
Stability requirements: For this system, especially the screen allocation module, the

application itself should not occupy too much mobile phone system resources. However,
when the application runs for too long, it will cause the mobile phone to run slowly and
even memory leaks, resulting in The process becomes slower [7, 8].

Security requirements: Since the system needs to run in an environment with a
network, the security defense of the mobile phone must be strengthened during use
to avoid virus infection. When processing user login, only simple identity verifica-
tion is required. Identity verification is the same as the school’s existing educational
administration management system.

Scalability requirements: The software application architecture should be extensible.
When the current functional modules are small, the software performance can meet the
requirements. When the functions continue to increase, we should consider the further
expansion of the software. Some functional interfaces are Can be expanded.

Interface requirements: The limitations of mobile devices in terms of hardware con-
figuration and network speedmake the user interface design of mobile applications more
important than traditional WEB applications and desktop applications. Therefore, when
designing mobile applications, you need to follow these additional rules: simple and
easy to learn, functionally focused, and interactive.

2.2 Design of the Virtualization Platform of Distance Education

(1) Physical layer
This layer contains some low requirements for computer applications. Through

virtualization and other system storage technologies, computers can be used to
connect different types of storage devices and data servers to realize the integrated
management of big data. Central control and status monitoring of storage devices
are identified. At the same time as capacity expansion, it is essentially a work-
based allocation and utilization [9, 10]. Using the lower-level vSphere platform
architecture, using vMotion, HA and other services to achieve high-density remote
learning platform search clusters, you can easily implement the largest and most
efficient system on the original application server platform.

(2) Logic layer
The same layer provides the upper layer with a view of sharing control between

different functions. Through task management, security management and other
design tasks, the lower-layer storage and upper-layer applications are seamlessly
integrated and connected to realize the collaborative work betweenmultiple storage
devices.

(3) Application layer
The application resource manager stores many application modules on theWeb

server, and can choose different learning resourcemethods for flexible configuration
and customization, so that applications and behavior teaching can work together,
so that teachers can be fully expressed in teaching. Ordinary users can also choose
resources according to their training needs to assist in training and testing. The
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performance of the application layer directly determines the quality of the entire
system, so the design of this layer is very important.

(4) Access layer
The access layer is the entrance for users to receive services, and users can

access the server through a browser to directly run educational courses. According
to the user’s authority, users can be divided into 3 main roles: system administrator,
source administrator and simple user. The program administrator has the highest
authority and can perform tasks such as program setting, information statistics, user
management, and distribution. You can publish and retrieve the source and other
permissions.

(5) Construction of vSphere virtualization platform
In this powerful architecture, vMware vCenter Server is used to manage the

entire architecture. Administrators can connect to vMware vCenter Server or ESX
Server through various VI clients running on other computers in the corporate
network and perform multiple control functions on them.

(6) VSwitch (virtual switch) network management
The network is the core of the power supply. All VMs in the cluster must com-

municate through the network. These functions are implemented through virtual
switches. Standard vSphere switches detect smart virtual machines connected to
their virtual ports and use this information to direct traffic to the virtual machines.
Use personal Ethernet adapters to connect the virtual network to the physical
network, and connect a standard vSphere switch to the physical switch.

2.3 System Detailed Design

(1) Exam management module
For the intelligent education virtual CP of the Internet of Thingsmobile terminal

APP, the specific topic management module is mainly carried out by four aspects
of work. The main task of daily teachers is the intelligent education virtual CP
of the Internet of Things mobile terminal APP. The question bank is maintained.
When the test is about to take place, the teacher logs in to the intelligent education
virtual CP of the Internet of Things mobile terminal APP, selects the automatic test
paper management module, automatically generates test papers, and then manually
maintains the test papers that are automatically generated. To determine the final
test paper [11, 12].

(2) Score management module
For the grade management module, it needs to associate the course with the rel-

evant students first, so as to confirm the grade information and student information.
For the student’s performance information, the input is mainly the responsibility of
the college’s academic affairs office teacher or the teacher. The general principle is
that the college teacher is responsible for the input of courses opened by the school,
and the courses taught by the college teacher are mainly responsible for the college
teacher.

(3) Design and implementation of video classroom functions
For the teacher’s intelligent education virtual CP, the video classroom man-

agement module is an important function. It mainly provides a learning platform
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for students. Through this functional module, students can watch online teaching
videos of various subjects online, and can also view the video The download-
ing of the materials can effectively improve the students’ self-study ability. In the
video classroommanagement functionmodule, themain functions includemultiple
aspects, mainly including video data search, video data paging display, video data
online browsing and video data download. When the user clicks on the function
module, the system first determines whether the user is logged in, If the user is not
logged in, you need to return to the login page to input personal information.

2.4 The Quality Evaluation Algorithm of Teaching Platform

The MIN method represents the shortest distance. Namely

DKL = min
i ∈ Gk , j ∈ GL

dij (1)

The group average method uses the average of the squared distances of all samples,
and takes the average of the distances between each sample in the GK class and each
sample in theGL, which can represent the distance between classes more accurately than
the MIN method and the MAX method.

DKL = 1

nknL

∑

i∈GK ,j∈GL

d2
ij (2)

3 Experimental Research on the Design Method of Virtual
Classroom Platform

3.1 Platform Performance Test Analysis

The test and analysis of the platform are carried out by means of stress testing. The
learning platform is deployed on a physical server Tomcat, and two virtual machines are
created on the same physical server at the same time to run the learning platform Tomcat
server. Load balancing between. Use Loadrunner to simulate concurrent access to the
learning platform Tomcat server in the two server architectures, and record the test data.

3.2 Experimental Method

System response time is an important parameter for evaluating the service quality of a
Web system. Therefore, this article will test and compare the system before and after
virtualization according to the system response time. Response time refers to the time
elapsed after the user sends a request to receive the result returned by the server. The test
method in this article is to simulate the concurrent operation of the same request from
multiple users, gradually increase the number of concurrent operations, and record the
average response time of the original system and the virtualized system respectively.
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4 Experimental Research and Analysis of Virtual Classroom
Platform Design Methods

4.1 System Test Analysis

In real life, user access generally obeys Poisson distribution, but Jmeter does not currently
support Poisson distribution simulation, so in order to simplify, this article adopts a
uniform distribution simulation method, all user requests are sent out evenly within one
second To visit the homepage of the site. The number of concurrent users ranges from 0
to 500, and the speed of increasing the number of concurrent users by 100 is performed
ten times. Finally, the test results of the original system and the virtualized system are
calculated, as shown in Table 1.

Table 1. Response time comparison

Number of concurrent users Primitive way Virtualization method

0 0 0

100 2014 1172

200 3009 2076

300 5291 3095

400 7785 4902

500 9361 6058

It can be seen from Fig. 1 that after the virtualization method is adopted, the response
time is significantly reduced by about 20%when the number of concurrent users is large,
which effectively improves the response speed of the system. Prove the effectiveness
and correctness of the system.
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Fig. 1. Response time comparison

4.2 Response Time Test Analysis of the Course On-Demand Page

The test case is selected as the course on-demand loading page and the score query
function. Among them, course on-demand is the most important function of the learning
platform, and the performance of concurrent access affects the user experience. The
score query requires a large number of searches in the database, and it is necessary to
test the response time of the platform. The experimental results are shown in Table 2.

Table 2. Comparison of response time of course on-demand page

Visits Before virtualization After virtualization

0 0 0

50 327 739

100 874 715

150 1312 869

200 1993 1126

250 3126 2015
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As shown in Fig. 2, according to the line chart data, it can be analyzed that after
virtualization, under the same physical server, a stress test is performed. After virtualiza-
tion, the response time of concurrent access is reduced. When the number of concurrent
access is large, the response time is the reduction is obvious. By comparing the maxi-
mum number of TCP connections, CPU utilization, and memory utilization before and
after virtualization, it can be seen that virtualization technology can improve resource
utilization.

5 Conclusions

This article has carried out the whole process of demand analysis, system design, imple-
mentation and testing of the intelligent education virtual CP of the Internet of Things
mobile terminal APP. The demand analysis mainly gives the content of performance
requirements and functional requirements. System design, The realization and testing
are mainly aimed at the specific realization of the various functional modules, system
architecture and network architecture of the system.
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Abstract. With the continuous development of computer science and technology,
artificial intelligence has become a hot topic in the field of computer research,
and has attracted more and more attention in practical applications. This paper
analyzes and designs the English autonomous learning database based on the
existing construction ideas. First of all, this paper introduces the theoretical basis
of autonomous learning, expounds the learning characteristics and functions of
English autonomous learning, and then studies the artificial intelligence algorithm,
and designs the Database framework of English autonomous learning based on
the algorithm, and tests the operation of the database framework. The final test
results show that the independentEnglish learning system runs smoothlywith short
operation time and delay time, both within 3 s. At the same time, the database
can also be compatible with about 1000 users, with low CPU consumption. This
shows that the system can fully meet the needs of autonomous learning.

Keywords: Artificial Intelligence Algorithm · English Autonomous Learning ·
Database Framework · Framework Design

1 Introduction

With the continuous development of computer technology, network, digital information
processing and other information technology is more andmore concerned by the country
and people. On the Internet, various data types emerge in an endless stream. How to
efficiently use these databases to meet students’ learning needs has become a hot topic
[1, 2]. Artificial intelligence is a discipline that produces a new pattern after combining
new things with the existing environment and is widely applied in practical fields to
solve practical problems. It involves biotechnology, neural network theory, information
processing and many other aspects, and is of great significance to human social life and
the development of science and technology [3, 4].

There have been many researches on artificial intelligence. The research on artificial
intelligence started earlier in foreign countries, and there have been rich and mature
research results. In the United States, its researchers put forward two learning platforms
based on neural network and natural language processing technology [5, 6]. Domes-
tic scholars have carried out theoretical and practical research on English autonomous
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learning system based on artificial intelligence algorithm. Some scholars put forward
the construction of English autonomous education system based on neural network by
analyzing the current situation of students and teachers in China. Some scholars study
the teaching mode of artificial intelligence and apply the intelligent algorithm to the
auxiliary teaching. In addition, some scholars combined natural language processing
technology, ontology cognition, multidimensional data platform, self-organization and
other methods to construct an intelligent network framework with high practical value
[7, 8]. Through the analysis and summary of relevant literatures at home and abroad,
some scholars put forward that optimizing the keyword table structure of English word
database by using neural network is the core idea of realizing artificial intelligence
learning system. The above research has laid the research foundation for this paper.

With the continuous development of computer technology, computer science is
increasingly mature, its powerful function has been widely used in various fields. This
paper takes the theory and method of artificial intelligence as the basic framework to
conduct the research of English autonomous learning. Based on the application of intelli-
gent algorithm in neural network and relevant literature and journal papers, the platform
is developed and designed with reference to the excellent research results at home and
abroad. At the same time, the model and implementation steps of language feature clas-
sification system based on artificial intelligence algorithm are summarized by combining
with the actual case analysis. On this basis, a complete set of student-oriented curriculum
database, teaching test case database and exercise database is put forward.

2 Discussion on the Design of English Autonomous Learning
Database Framework Based on Artificial Intelligence Algorithm

2.1 Independent English Learning

1) Theory

Humanistic psychology emphasizes the subject status of students in classroom teaching
and attaches importance to the needs, emotions and will of students in the learning
process. Social cognition theory is developed based on cognitive psychology. It makes
an in-depth study of the learning process and puts forward that knowledge acquisition is
mainly discovered by learners themselves, which is conducive to studying autonomous
learning from students’ inner psychological process. Operationalism does not pay much
attention to the internal adjustment process of learners, but focuses on the influence of
external environment on independent learning. The concept of “autonomous learning”
was first proposed by a famous American psychologist. Individuals can change their
original knowledge and experience through their own efforts after being stimulated
by the external environment. Therefore, students make use of various resources and
information spontaneously and actively and carry out activities in a certain order, thus
forming a unique and stable structural form [9, 10].
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2) Learning Characteristics

Accumulation of knowledge. After a certain period of time, each learner will form his
own unique and valuable content. These resources are determined by the characteristics
of learning difficulty, uncertain factors and difficult storage.

Students can communicate, cooperate and discuss with each other. Everyone may
have different levels of language proficiency, and there are also cognitive conflicts or
personal emotional experiences under different national cultural backgrounds.

Autonomy of learning. In traditional teaching, students passively accept the knowl-
edge provided by teachers and do not freely play and express their own personal charac-
teristics such as needs, opinions and opinions. In the process of English self-study based
on artificial intelligence algorithm, various and targeted solutions or suggestions can be
put forward according to students at different levels [11, 12].

Diversity of learning objectives. First of all, it is necessary to correctly understand
the content of the article to a certain extent. Second, it is necessary to solve the problem
through independent choice and finally achieve the expected results. Finally, it is neces-
sary to have self-analysis ability and innovation spirit. The goal of autonomous learning
is to build a learning environment with high flexibility, which can reflect students’ per-
sonality characteristics and development potential and can adapt to changing constantly,
so that students can live in a relatively loose, active and challenging spirit and creativity
without affecting their future growth.

3) The role of independent learning

In traditional English teaching, most students pay more attention to the mastery of
grammar and words, but ignore their application. This leads many students to develop
the “dumb” mindset, that is, when confronted with a problem, they only know that
language cannot solve the problem. Autonomy, not knowledge in the traditional sense,
is the most important thing in English learning. Therefore, it is of vital importance and
one of the necessary prerequisites to develop a resource base system platform based on
artificial intelligence algorithm, which is intelligent and humanized, has a certain depth
of understanding, and can carry out higher level thinking ability training and self-study
and other learning activities. In addition, attention should also be paid to the improvement
of the existing data information processing process and way, so as to better meet the
personalized learning needs of students and achieve richer teaching content.

2.2 Artificial Intelligence Algorithm

1) Basic principles
Artificial intelligence algorithm mainly refers to the artificial neural network as the
basis, through the existing data set and knowledge processing, forming rules with
autonomous learning significance. It uses the existing computer system, carries on
the information processing and reasoning on the basis of the existing data, and real-
izes the fitting operation of the relation between the input and output vector and the
eigenvalue. At present, intelligent machine learning methods are commonly used:
based on statistical theory, neural network and so on. These traditional methods are
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based on existing computing resources as the center and developed a new techni-
cal means, such as random search method, clustering algorithm (LDA) and so on,
and some heuristic design based on artificial intelligence research, such as genetic
algorithm and simulated annealing condition method. Artificial intelligence algo-
rithm by simulating human behavior, thinking and learning, automatic completion
of corresponding goals in the computer system. Artificial neural network can train a
large number of organisms with specific information characteristics. It can combine
human brain structure and brain function to form a newmodel, and achieve a certain
degree of parallelism. At the same time, it can use neural mechanism to control
the interaction force between individuals to achieve the optimal goal. It can also be
through the simulation of human behavior and get some data in the computer system
to automatically complete the corresponding target task.

2) Algorithm support
The application of BP algorithm has become a very important and active research
topic of great significance in the field of computer science and artificial intelligence
technology development. On the basis of neural network theory, different types of
problems (such as locality or nonlinearity) and state space complexity in artificial
systems are realized through training and design of training sample data sets. BP
artificial neural network is a kind of nonlinear topological structure formed by con-
necting many neurons. It mainly includes three parts: forward hidden layer, weight
hiding and back propagation. In the practical application of BP algorithm, a large
number of training samples will be generated, and these data sets often have var-
ious complex relationships. The neural network is nonlinear, time - varying and
polymorphic.

When the actual output of the network is inconsistent with the expected conclusion,
the output error will be generated, and its definition formula is as follows:

F = 1

5
(e − u)2 (1)

By putting the data into the above equation, the relationship between the hidden
layer and the output error can be obtained:

F = 1

5

l∑

K=3

(sk − e(netk)) (2)

It can be seen from Formula 1 and 2 that the errors of the network are closely related
to the weights of each layer. Therefore, in order to reduce the estimation error of the
network, it is necessary to adjust the weight of the network. The training process of BP
algorithm is to modify the weight of the network and reduce the error. The purpose of
adjustment weight is to reduce the error, so the adjustment of weight should be in the
direction of gradient descent, and is proportional to the gradient descent of error.
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2.3 The Effect of Database Construction on Independent English Learning

In traditional database, English learners can only through their knowledge to read and
understand the article content, but with the development of computer technology, net-
work information technology, more and more advanced, and the increasing demand for
information, under the influence of factors such as the students need to look up infor-
mation from different angles to get more useful information. Therefore, for the present,
how to combine the existing teaching resources with the theory of artificial intelligence
becomes the key point to solve the above problems, which is one of the important goals
of data scalability. With the integration and development of network information tech-
nology and intelligence technology, as well as the research direction and methods of
related disciplines are becoming more and more mature and scientific, the systemmodel
gradually forms a new theoretical architecture, realizing innovative improvement and
optimization and upgrading of its application development research work. In addition,
as computer hardware and software resources, database can provide students with more
learning space and improve their independent learning ability.

3 Experimental Design of English Autonomous Learning Database
Framework Based on Artificial Intelligence Algorithm

3.1 Design of Independent English Learning Database Framework

Students table The curriculum Teacher's table Exercise bank

User
management

Course
management

Job
management

Video
management

Test
management

The WEB server

User interface layer

The data layer

Fig. 1. The English Autonomous Learning Database Framework
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As can be seen from Fig. 1, the independent learning database contains data modules
of student table, class schedule, teacher table and question bank. When learners enter
the theme, they will store their own relevant keywords and some relevant information.
When students need to consult literature. Teachers according to the resources provided
by content to search and retrieve relevant keywords, at the same time can also be based
on the existing data analysis and selection and other auxiliary function, help students
to understand the latest news and hot topics, and generates a complete and reasonable,
scientific and effective and easy to understand the needs of the learners in the knowledge
base of frame structure model. And combined with relevant theoretical knowledge and
practical experience and their own discipline characteristic, professional design canmeet
the demand of the field and has the high feasibility of personalized learning environment
and its framework, but also should make full use of network resources to realize data
sharing in the process of learning, so as to provide students with a more convenient and
quick, efficient and practical, the intelligent English teaching system can meet users’
requirements for information retrieval and communication.

3.2 Running Test of English Autonomous Learning Database

In the development process, the database running test is an important stage, mainly
including the following aspects: (1) data entry and modification. Convert a text file to a
digital format. (2) Analyze the input information of learners. According to the needs of
different users for personalized design and learning resources allocation, etc. Through the
system function modules, performance requirements and other related technical param-
eters under the conditions of writing the corresponding operation program, complete the
database logical structure test, and finally achieve the goal, but also need to pay attention
to the input data must meet certain standard conditions to successfully output results.

4 Experimental Analysis of the Design of English Autonomous
Learning Database Framework Based on Artificial Intelligence
Algorithm

Table 1. The Database runs the test data

Test times Operate time (s) Delay time (s) Occupying the CPU
usage rate (%)

Number of concurrent
users

1 2 1 1 1102

2 2 1 1 1215

3 3 2 2 1025

4 2 1 1 1130

5 3 1 1 1055
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Fig. 2. The Database runs the test data

After the development and design of theEnglish autonomous learning database based
on artificial intelligence algorithm, the test results show that the system can better achieve
the expected function. As can be seen from Table 1 and Fig. 2, the English autonomous
learning system runs smoothly with short operation time and delay time, both within 3
s. At the same time, the database is compatible with about 1000 users and occupies low
CPU consumption. This shows that the system can fully meet the needs of autonomous
learning.

5 Conclusion

With the continuous development of computer technology, artificial intelligence has
been widely used in various fields, and the autonomous learning method based on intel-
ligent learning algorithm has been paid more and more attention. This paper analyzes
and introduces it from the current research situation. It includes the current language
knowledge and patterns in The language discipline in China, as well as the aspects based
on data mining and classification, and puts forward corresponding strategy suggestions
combined with the actual situation, and applies artificial intelligence technology to the
design of autonomous teaching database.
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Abstract. In the exhibition space, the guidance system is the link to sort out the
complex space environment, so that visitors can get better communication with
exhibits and space environment. The research goal of this paper is to design, apply
and study the intelligent guidance system in the public display space, improve
the singleness and imperfection of the traditional guidance system, and provide
diversity and possibility for the design of guidance system in the display space.
Starting with the classification characteristics of display space and traditional
guidance system, this paper summarizes the construction method of guidance
system in display space and the design objectives, principles and Strategies of
various elements of intelligent guidance system, so as to provide new ideas for
the design of intelligent guidance system in the same type of display space and
enhance the emotion of information dissemination.

Keywords: Display Space · Intelligent Guidance System · Design and
Application

1 Overview

With the deepening of urbanization, there are more and more public display spaces
in our life. In the face of complex spatial information, the role of guidance system
becomes more and more obvious. With the advent of the mobile Internet era, the media
for people to obtain and transmit information has changed greatly, especially the wide
application of new media technology. The service object of the guidance system is
people. The complexity of people determines that the needs of different audiences must
be considered in the design of the guidance system. With the rapid development of
information technology, the traditional visual guidance design has been unable to meet
the changing space environment and people’s needs, Relying on the Internet of things
technology to create a functional integrated intelligent guidance system has become a
breakthrough in the design [1]. According to the characteristics of different audiences,
the use of intelligent display can more efficiently transmit information.
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2 Characteristics and Current Situation Analysis of Guidance
System in Exhibition Space

2.1 Characteristics of Exhibition Space

With the rapid development of science and technology, people havemore andmore ways
to obtain information, display functions are becoming more and more diversified, and
display categories are becomingmore andmore diversified. There aremany classification
methods of display space, and the frequently used classification methods are as follows
Table 1.

Table 1. Shows the classification and characteristics of the space

Classification standard of display
space

Type of
presentation
space

Characteristics
of exhibition
space

Example

Length of
presentation

Short Temporary
display

Short display
time, high
flexibility and
immediate
removal after
display

Auto show and
Commodity Fair

Long Permanent
display

Long display
time, low
flexibility and
high cost

The Palace
Museum

Display purpose For the purpose
of selling goods

Commercial
exhibition space

Dense flow of
people and
prominent
commodities

Shopping malls
and supermarkets

For the purpose
of culture and
education

Public welfare
exhibition space

Strong logic
between spaces

Art galleries and
other types of
Museums

For
entertainment

Entertainment
display space

The space is
relatively open
and the
streamline is
free

Children’s
playground, KTV

For publicity
purposes

Publicity display
space

It can
accommodate
many people to
gather and
discuss

Enterprise press
conference and
Expo

(continued)
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Table 1. (continued)

Classification standard of display
space

Type of
presentation
space

Characteristics
of exhibition
space

Example

For
demonstration
purposes

Presentation
space

There are plenty
of seats and a
main display
point

Conference
speech and show

Exhibition place Indoor Indoor display
space

The space is
relatively closed
and the line of
sight is easy to
be blocked

Shopping malls,
specialty stores,
art galleries

Outdoor Outdoor
exhibition space

Open space and
good line of
sight

Concert, Music
Festival

Show the
closeness of the
space

Opening to the
outside world

Open exhibition
space

Open space and
low line of sight
resistance

Open square

Half open Semi open
exhibition space

The space is
relatively open,
and some lines
of sight are
blocked

Square in front of
shopping mall and
street market

Close Closed display
space

The space is
relatively closed
and the line of
sight is blocked

Shopping malls,
museums

2.2 Current Situation Analysis of Guidance System in Exhibition Space

In the form of field investigation and questionnaire survey, this paper makes a field
investigation on several public exhibition spaces, and summarizes the shortcomings of
the guidance system in the current exhibition space.

1) Incomplete information. In a complete guidance system, the environmental infor-
mation carried by each sign is different and has internal continuity. At present, the
guidance design of most display spaces only stacks the information on a single sign.
The fracture of information transmission not only fails to guide the user to the cor-
responding place, but also increases the difficulty for the user to obtain and screen
information, which is bound to cause the unclear dynamic line of some visitors[2].

2) Single function. The specific functions of the guidance system can be divided into
basic indication function, environment optimization function, auxiliarymanagement
function, etc. The existing guidance system in the exhibition space only has basic
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indication function, and does not have auxiliary management functions combined
with Internet of things related technologies, such as real-time prompt of the flow of
people in the exhibition hall, overall planning of the moving line of visit, etc.

3) Lack of characteristics. The guidance system can not only meet the functional needs
of users, but also reflect the regional cultural characteristics. However, at present,
the design form of the guidance system in most exhibition spaces is slightly single,
and the modeling lacks characteristics, which can not reflect the artistic atmosphere
and modern flavor of the modern exhibition hall [3].

3 Characteristics of Intelligent Guidance System in Exhibition
Space

3.1 Scientific Orientation

Due to the large number of elements and complex contents in the display space, the dis-
play system must have good logic, be able to logically summarize the complex elements
in the display space, and make the information organized. As an indispensable part of
the display space environment, the primary function and fundamental attribute of the
guidance system is guidance and guidance. The scientific and reasonable guidance sys-
tem can help the visitors entering this space to visit the whole space more conveniently
and form a scientific and reasonable moving line. Therefore, scientific guidance is the
foundation of the guidance system [4]. It is necessary to make an in-depth analysis of
the space, take into account the visitors’ psychological and behavioral characteristics,
and integrate it into scientific guidance.

3.2 Clear Hierarchy

In the early stage of the design of the guidance system, the visiting habits of the audience
should be taken into account, and then the display space should be divided into primary
and secondary levels. Through the primary and secondary division of the exhibition
content, the divided information should be collected and planned, and then transmitted
to the audience through the guidance system. The information planned according to the
hierarchy can help the audience have a clearer understanding of the space and quickly
help the audience understand the structural relationship of the display space, so as to
reach the destination more clearly and intuitively, save time and space utilization, and
make the display space orderly.

3.3 Unique Identifiability

The guidance system is to better express the spatial information. It will use a lot of design
language in the design to enhance the visual expression, so that the audience can quickly
understand the whole display space. The guidance system of the display space with
different nature content will also change. The individual logo derives different types and
functions, which can bring different visual feelings to the audience through different
colors, materials and shapes [5]. The characteristic guidance system can provide the
audience with novel visual feelings and obtain a unique sense of experience.
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3.4 Uniformity

In a display space, the guidance system should be consistent with the content and style
of the whole display space, and the guidance system must adapt to different types of
display spaces. In the guidance system, each sign has different functions and meanings,
but as an integral part of the guidance system, they should be unified to some extent.
For example, we can express them by means of color, material and modeling, and apply
them in the guidance system in combination with the characteristics of display space
and display content. The unity of the guidance system will also greatly enhance the
dissemination of the display theme.

3.5 Generality

With the development of economy and the improvement of living standards, more and
more people participate in all kinds of exhibition spaces. Among many visitors, we
should not only consider the needs of normal visitors, but also the needs of disabled
people. Compared with normal people, their demand for guidance system will be more
urgent. The concept of universal design emphasizes paying attention to the equality of
all people in space and time [6]. The design should truly reflect the “people-oriented”
of the design according to the “concept of design for all” of universal design.

4 Design of Intelligent Guidance System for Public Exhibition
Space

4.1 Design Objectives

By combing and analyzing the current situation of the display space guidance system, it
can be seen that the existing guidance system not only has poor continuity of information
transmission and lack of characteristics in design, but also has the prominent problem
of single function.

To solve these problems, intelligent guidance system came into being. The intelligent
guidance system is committed to solving the problem that people in the exhibition space
have a better sense of experience in the sub space. Combined with relevant technolo-
gies of the Internet of things, it realizes an efficient man-machine feedback mechanism,
makes the situation in the exhibition space clear at a glance by means of visualization,
and displays the three-dimensional environment of the public space as a seamless plane
environment, which is convenient for visitors to observe the public space intuitively,
Realize the vision matching of public space. Improve people’s sense of efficient partici-
pation in this space, so as to achieve the organic combination of function and aesthetics,
humanization and intelligence [7].

4.2 Design Principles

First of all, the purpose of the design is “people-oriented”. The design of the intelligent
guidance system in the display space should fully reflect the understanding and respect
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for human nature, and establish a clear and perfect visual guidance combined with
users’ psychology and behavior habits, so as to form a benign man-machine interaction.
Guide facilities of different indication and guidance types shall be set according to local
conditions in different space environments to ensure the continuity of guide information
during use, guide users to the correct position, and improve the interactive experience
between users and intelligent guide system in combination with Internet of things and
other technologies. For example, users can receive and sort guide information only
through smart phone devices, Achieve the guidance goal.

Secondly, the diversity of users’ requirements for the functions of the guidance
system urges the intelligent guidance system to comb and integrate its functions in the
design, so as to ensure the maximization of the system effect. This process integrates and
develops appropriate functions based on users’ behavior habits and demands [8]. While
meeting the basic functions of instruction and guidance, it can also feedback information
to users in real time, so as to establish a close human-computer interaction relationship.

Finally, compared with the traditional guidance system, the intelligent guidance
system should not only consider the visual and modeling design in the physical space,
but also consider the interactive interface design relying on new media. In the design,
we should consider not only the needs of normal people, but also the special needs of the
elderly and the disabled, but also their needs for information density. For example, the
orderly arrangement of colors, symbols, graphics, text and other contents can improve
the sense of experience in the interaction process, as shown in Table 2.

Table 2. Shows the combined shape of the space

Combined form of display space Effect

Enclosure and septum Enclosure and partition are important means of spatial
segmentation. Rich enclosure can increase the density of
display, so as to enrich the visual sense of visitors

Inclined space The inclined space can give the audience a different
feeling and provide a new form of exhibition

4.3 Design Strategy

The guidance system in the exhibition space can help visitors quickly get familiar with
the venue environment, guide and standardize the behavior trend of visitors. Even in a
completely unfamiliar environment, they can obtain information accurately and quickly
through the intelligent guidance system.

Firstly, the intelligent guidance system consists of hardware and software. The hard-
ware consists of three parts: central system processor, three-dimensional vision guide
and induction prompt light in important parts of the exhibition hall. The corresponding
software also consists of three parts: cloud terminal for data integration and analy-
sis, memory card reservation system built-in in offline three-dimensional reservation
machine and online mobile phone reservation program [9].
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Secondly, the intelligent guidance system can not only meet the basic guidance func-
tion of instruction guidance, but also integrate functions such as real-time information
feedback, guidance route guidance, crowd density analysis, etc. when using this system,
visitors can scan the QR code next to the exhibits with their mobile phone when standing
in front of any interested exhibits. When the central processing unit receives the infor-
mation, The relevant information of this exhibit will be fed back to the mobile phone.
When intelligent guidance signs are laid in public space, their alternative locations shall
include the guidance information of the nearest destination as far as possible [10]. By
constructing a multi-objective optimization model including the layout location and
destination of guidance signs, after determining the intelligent guidance signs in public
space, ensure the optimal value of the layout location of guidance signs in the intelligent
guidance system in public space and the optimal distance between the location guided
by guidance signs and the current location, so as to realize the intelligent guidance of
the whole display space.

Finally, while the intelligent guidance system has advanced functions, it also needs to
have the function of displaying the style of thewhole exhibition hall and spreading art and
culture. Therefore, its visual design needs to have cultural characteristics. For example,
in the selection of graphic symbols and font design, we should not only convey their
symbolic significance, but also combine with the space environment, add more artistic
elements and reflect the spirit of the place; In color matching, appropriate color matching
is used to give users correct psychological cognition. For example, red represents large
traffic here, and blue represents small traffic. At the same time, the matching of red and
blue also reflects an advanced sense of science and technology.

5 Conclusion

A perfect intelligent guidance system is complex, logical, scientific and humanized. It
needs to consider all aspects of factors, coordinate with rational design planning and
perceptual spatial cultural connotation, and make it more in line with the value of public
display space itself. Therefore, the introduction of Internet of things, cloud computing,
artificial intelligence and other technologies plays an important role in the design and
development of intelligent guidance system [11].

In the exhibition space, the guidance system is the summary and interpretation of
the architectural space layout and guidance. It summarizes and integrates the complex
spatial information and transmits it to the visitors, so that the visitors can understand the
structural relationship of the space in a short time and quickly reach the set destination.
At the same time, the design of intelligent guidance system can also improve the com-
petitiveness and influence of the brand to a certain extent. It is an important expression of
the cultural elements of public display space. It should not only meet the basic function
of guidance, but also create a cultural and artistic atmosphere, realize the intelligent
management function, and give full play to the maximum utility of the intelligent guid-
ance system of public display space. The design of intelligent guidance system based
on Internet of things, cloud computing, artificial intelligence and other technologies has
become the trend of display space guidance system design in the future. In this process,
only based on the characteristics of the display space and rooted in the user’s behavior
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habits and emotional demands, can we create an intelligent guidance system with the
perfect integration of function and characteristics, humanization and intelligence, so as
to truly realize the people-oriented design.

References

1. O’Hagan, L.: Instagram as an exhibition space: reflections on digital remediation in the time
of COVID-19. Mus. Manag. Curatorship 36(6), 610–631 (2021)

2. Ke, L., Xiaodong, L.: Study on the design of luxury exhibition space based on narrative theory.
E3S Web Conf. 236, 05060 (2021). EDP Sciences

3. Castellano, C.G., Lopez, M.: Inside and outside the exhibition space: the poetics and politics
of Colectivo Quintapata. Small Axe A Caribb. J. Crit. 24(3), 31–52 (2020)

4. Yuki, H.: The electronic exhibition space as a catalyst for engagement and inquiry. Art Libr.
J. 44(4), 174–179 (2019)

5. Shen, X., Shao, W., Zhang, Z., Xu, P.: Hotel intelligent guidance system based on ZigBee
technology. Microprocess. Microsyst. 77(9), 173–177 (2020)

6. Li, H., Miao, X.: Application of intelligent guidance system in American school district based
on cognitive guidance algebra I. J. Intell. Fuzzy Syst. 35(3), 2879–2885 (2018)

7. Lu, J., thahrocc Valaec: College multimedia teaching system devise and application
evaluation. Int. J. Electr. Eng. Educ. 20(3), 78–85 (2020)

8. Huang, Z.M., Wu, Q.F.: The design and implementation of P2P traffic intelligent guidance
system. Appl. Mech. Mater. 475, 798–802 (2014). Trans Tech Publications Ltd.

9. Zolotova, A.S., Likholet, E.V., Fedotova, N.N.: Current trends in themuseums and exhibitions
exhibition space formation. IOP Conf. Ser. Mater. Sci. Eng. 698(3) (2019)

10. Wulandari, A.A.A., Fajarwati, A.A.S., Latif, F.: The relationship of exhibition space design
and the success of delivering messages to museum visitors in Jakarta. Humaniora 8(3), 219
(2017)

11. De Lima, J.T.M., Borges, E.A., de Sousa, L.N., Vilar, R.S., Akonde, S.B.: The scientific
communication of the gondwana project in an exhibition space at the geodiversity museum–
UFRJ [A disseminação científica do projeto gondwana no espaço expositivo do museu da
geodiversidade–UFRJ]. Anuario do Instituto de Geociencias 44(1), 89–93 (2021)



Configuration of Crop Supply Chain Based
on Gale-Shapley Algorithm

Wenting Kan and Bin Xiao(B)

Guangzhou City Construction College, Guangzhou, Guangdong, China
champagne_bin@126.com

Abstract. In today’s society, The circulation of crops between markets is a prob-
lem that cannot be ignored. How to improve the efficiency of crop circulation,
reduce transportation costs, increase the added value of products and promote
the development of crop trade has become an important research. Based on the
Gale-Shapley algorithm, this paper studies the supply chain configuration of crop
sources. Its purpose is to improve the circulation and trade of crops. This paper
mainly uses the field inspection method and the questionnaire survey method to
explore the supply chain scheme of crop supply. The survey results show that
74.4% of people agree with the role of crop manufacturing, distribution, supply
chain design and inventory requirements in the crop supply chain.

Keywords: Gale-Shapley Algorithm · Crops · Supply Chain · Configuration
Research

1 Introduction

At present, due to the continuous advancement of technology, The production and cir-
culation of crops are also gradually changing to a modern way. In order to improve the
production efficiency of crops, improve the dissemination and circulation of crops, and
promote the sales of crops, it is necessary to adjust and improve their supply chain.
Therefore, this paper studies the application of Gale-Shapley algorithm in it.

There are many theoretical achievements in the research of crop supply chain con-
figuration based on Gale-Shapley algorithm. For example, Nasia Zacharia et al. propose
an efficient implementation of Gale and Shapley’s “Offer and Reject” algorithm when
applied to the case of identifying candidates [1]. According to I. A. Omar, the exchange
of information is essential for the coordination and integration of stakeholders and for the
sustainable operation of the supply chain. Additionally, improved information sharing
helps retailers spend less time finding alternative suppliers to meet unexpected demand
surges during the pandemic [2]. R. Rajesh said that supply chain risk management
involves management decisions under conditions of many uncertainties. Asmodern sup-
ply chains are complex networks with many vulnerabilities, resilient supply chains with
built-in capabilities to deal with unexpected events can be very important [3]. Therefore,
the research on the supply chain of crop sources has practical significance and value.
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The Gale-Shapley algorithm is first studied in this paper, and it is analyzed and
described. Secondly, it systematically analyzes the competition relationship of supply
chain. Then, the synergy between crops and supply chain is expounded. After that, a
brief discussion of supply chain performance is given. Finally, farmers’ suggestions on
the optimal configuration of crop supply chain are collected through investigation, and
relevant conclusions are drawn.

2 Crop Supply Chain Configuration Based on Gale-Shapley
Algorithm

2.1 Gale-Shapley Algorithm

Bilateral matching is to match the subjects in two different sets, and try to make the
matching subjects of both sides get a satisfactory matching result.

Each party A subject applies for his favorite party B subject. Each Party B subject
temporarily accepts applicants with higher priority according to its own priority to Party
A’s subject until the quota is used up. The remaining applicants will be rejected. The
algorithm ends when no Party A subject is rejected [4, 5].

Gale-Shapley mechanism is a dominant strategy for Party A to express their true
preferences, and this mechanism is stable.

Based on the traditional Gale-Shapley mechanism, combined with the actual match-
ing mechanism in realistic bilateral matching problems, a constrained Gale-Shapley
mechanism is proposed.According to the characteristics of the constrainedGale-Shapley
mechanism, a recommendation problem in two situations is proposed: The first type of
situation is when the main body of Party A has not selected any main body of Party
B, and it is recommended according to its basic attributes such as risk preference and
priority; the second type of situation is when the main body of Party A has selected some
of the main parties of Party B. Under the circumstance, the priority of Party A’s main
body and the selected Party B’s main body are combined, and then Party A’s main body
is recommended [6, 7].

Different real background problems, the matching mechanism will be different, so
the recommendation algorithm will also be different.

In order to describe the relative position of a crop in a certain ranking sequence, two
indicators of ranking advantage and ranking disadvantage are firstly proposed. These
two indicators go up and down, so the F-score is introduced to synthesize them [8, 9].
The two indicators of ranking advantage and ranking disadvantage are represented by
A and D respectively, and their calculation methods are as follows:

A(s) = A(si) = pb − i + 1

pb
(1)

D(s) = D(si) = 1

M
(2)

Among them, s represents the priority order of Party A’s main body. In order to
comprehensively measure the ranking advantage and ranking disadvantage, this paper
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introduces the F score. According to the definition of F-score, its expression is:

Fα(s) = (1+ α)2 · A · D(s)

(α2 · A(s)) + D(s)
(3)

In effect, the F-score can be thought of as a weighted harmonic mean of A and D.

2.2 Systematic Analysis of Supply Chain Competition

The supply chain takes customer demand as the internal driving force, and realizes
the accumulation of its own profits through the production, transportation and sales
of products while meeting customer needs. Under the guidance of changing customer
needs, the supply chain continuously adjusts and completes the entire operation process,
and the supply chain must be coordinated and closely follow the changes of customer
needs in order to win [10, 11].

In addition to the physical elements in the supply chain, there are also elements
such as information flow, logistics, and capital flow. First of all, an important factor for
the success of the supply chain operation is whether the enterprises within the supply
chain can achieve coordination and meet the changing customer needs, especially with
the rapid development of information technology, the information flow has become an
important factor related to the success or failure of the supply chain. Secondly, a typical
manufacturing supply chain is also filled with a large number of supply and demand
relationships, such as upstream companies meeting the ordering needs of downstream
companies, downstream companies meeting consumer needs, etc. In the process of
meeting supply and demand, a large amount of logistics is generally accompanied.
Finally, the supply behavior between enterpriseswithin the supply chain is not gratuitous,
nor is it imperative (administrative), but a commercial transaction behavior. Therefore, a
large amount of capital flow is bound to be generated in the process of these transactions
[12].

2.3 Collaboration Between Crops and Supply Chain

Crops are various plants cultivated in agriculture. There are many types of crops with
different characteristics. China has a large planting area, and the temperature, humidity,
and climate in the north and south are different. Therefore, different regions are suitable
for planting different crops.

Different types of vegetables have different planting time, receiving time, growth
cycle, suitable temperature and storage time. However, it can be seen that vegetables can
be grown every month. Therefore, farmers’ supply of crops and farmers’ demand for
agriculturalmaterials are perennial. Properly planning the production of crops can simul-
taneously reduce the total cost of the supply chain of agricultural materials and crops,
improve the satisfaction of final consumers, and realize the integration of agriculture
and materials.

The crop supply chain is a crop logistics chain that connects agricultural material
suppliers, crop producers, crop logistics centers, crop retailers and crop consumers. Its
structure is shown in Fig. 1:
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Fig. 1. Agricultural Product Supply Chain with Logistics Center as the Core

Crop supply chain collaboration is the main body of the crop supply chain. Using
modern technology, in the process of crops from the upstream to the downstream of
the supply chain, the total cost is reduced by sharing information and mutual coop-
eration. Crop supply chain collaboration emphasizes the relationship between various
subjects, including contract formulation, information sharing, risk sharing, and revenue
sharing. As the raw materials of crops, the production cost, circulation cost and quality
of agricultural materials are closely related to the crop supply chain.

The collaborative model of agricultural materials-crop supply chain, builds a collab-
orative model based on agricultural materials suppliers, agricultural cooperatives, crop
demanders and third-party logistics companies.

The generation of supply chain collaboration is aimed at the conflict of production
and sales plans that each subject in the supply chain aims tomaximize their own interests.
Negotiation is an effective means of resolving conflicts and realizing information shar-
ing, and it is also the premise of making contracts. Therefore, negotiation is the key to
realizing supply chain coordination. The traditional negotiation methods among the var-
ious entities in the supply chain are mostly offline negotiation, and the online negotiation
technology is developed with the development of e-commerce. However, the traditional
agent negotiation mode is still not suitable for large enterprises such as farmers, process-
ing enterprises and supermarkets. The main reason is the inherent instability of the crop
supply chain. Therefore, this paper first proposes a third-party logistics-centered agricul-
tural material-crop supply chain collaborationmodel. And then constructs amodel based
on third-party logistics between third-party logistics enterprises and processing enter-
prises, supermarkets, between third-party logistics enterprises and agricultural material
suppliers. A negotiation model between 3PLs and agricultural cooperatives is to support
supply chain stability and contract enforcement.

2.4 Supply Chain Performance

The crop supply chain is very different from other supply chains because the crop supply
chain is based on the supply chain of this particular product of crops. Characteristics of
the crop supply chain include: high degree of specialization of facilities and equipment,
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high operational risks, high requirements for logistics levels, large differences in time
and space between crop supply and demand, and relatively fragile crop supply chains.

Using factor analysis method, combined with data, the performance level of crop
operation was evaluated. The crop performance evaluation index system is constructed
from four aspects: supply chain node performance level, supply cooperation level, supply
chain operation level and supply chain green level, and the validity and practicability of
the evaluation system are verified through the model.

3 Investigation on the Configuration of Crop Supply Chain

3.1 Purpose of the Investigation

In order to promote the development of crops and crop supply chains, and promote the
level of agricultural modernization, it is necessary to grasp the existing technology and
related industries, and optimize the design of the configuration of the supply chain of
crops. The sources of goods in this article mainly include seeds, fertilizers and pesticides
of crops. In realizing the optimal allocation problem, in order to make the whole system
operate effectively, it must be ensured that all nodes can be utilized to the maximum.
Therefore, the existing crop supply chain is optimized and configured based on the
Gale-Shapley algorithm.

3.2 Investigation Method

(1) On-the-spot investigation
This paper firstly investigates the rural soil and suitable seeds for planting in this
city. Secondly, investigate the number and quality of local farmers. Then carry out
relevant investigations on the farming tools and purchasing methods of the land.
Finally, an unannounced visit was made to the township government’s support for
agricultural land-related policies.

(2) Questionnaire
After on-the-spot investigation, a questionnaire survey was conducted among the
villagers. The questionnaire survey was mainly carried out around issues related to
the supply chain of crops. The method of questionnaire survey is offline question-
naire, that is, villagers are invited to answer the questionnaire on the spot, and they
will give guidance on the side.

3.3 Investigation Process

The survey took one week on the field trip, and the questionnaire survey design and
development lasted three days. A set of questionnaires was designed, and a total of 100
questionnaires were distributed. Since the questionnaires were collected on site, after
three days of filling in the questionnaires, 90 completed questionnaires were obtained,
and the effective filling rate reached 100%.
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4 Analysis of Questionnaire Results

Farmers’ Attitudes towards the Allocation of Crop Supply Chains.
The results of this paper based on the questionnaire survey are shown in Table 1. The

villagers believe that the manufacturing, distribution, supply chain design and inventory
requirements must be taken into account in the configuration of the supply chain of
crops.

Table 1. Farmers’ Attitude towards the Allocation of Crop Supply Chain

Agree Disagree General

Manufacture 15 5 2

Delivery 20 2 3

Supply 18 1 2

Stock 14 3 5

As shown in Fig. 2,we can find that 15 villagers agreewith the role of crop production
in the supply chain. 20 villagers agreed with the role of crop distribution in the supply
chain. Thirty-two villagers agreed with the supply of crops and the role of inventory in
the supply chain.
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Fig. 2. Farmers’ Attitude towards the Allocation of Crop Supply Chain
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5 Conclusions

The crop supply chain is an organic whole, which includes multiple stakeholders such
as crop producers, processing companies and retailers. In the whole system, farmers and
processing enterprises as intermediate links can realize the forecast of product demand
through information exchange. In order to improve circulation efficiency, it is also nec-
essary to strengthen effective communication with upstream suppliers to obtain more
resources and opportunity costs. The crop supply chain is a complex system. It consists
of the logistics and information flow involved in the production, processing and sale of
crops. Since the Gale-Shapley algorithm model has certain defects, it is necessary to
further improve and perfect it.
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Abstract. BIM technology is defined as a software tool for building models,
which is now used by the architecture industry as an extremely important mod-
eling tool for architectural drawings. This tool combines architectural theory and
knowledge, as well asmany software plug-ins for practical applications. This tech-
nology can complete typical 3D drawings, which is one of the basic prerequisites
for building construction. BIM technology is a tool with great application value.
This tool can carry out 3D stereoscopic of building model and visual design of
building structure at the same time. The biggest advantage is that it can ensure
the optimal accuracy of each data point of the building, so as to ensure that the
building becomes a very accurate building body after the actual completion. This
paper studies the application of particle swarm optimization in BIM buildingmod-
eling and analyzes the application of BIM building modeling. The data test shows
that the application of particle swarm optimization algorithm in BIM building
modeling has excellent performance in building modeling accuracy.

Keywords: PARTICLE Swarm Optimization · BIM Building · Building
Modeling · Application Research

1 Introduction

The construction project is one of the projects with large scale and complex working
procedure, and the completion of its construction work must rely on information tech-
nology. The use of BIM technology solves most of the work problems of construction
engineering, from architectural drawing design, architectural detail setting, architectural
quality parameter control, building information construction, etc., can be solved very
efficiently. In the actual constructionwork, the application of BIM technology effectively
solves a lot of technical problems in construction engineering, and solves a number of
work procedures in construction. BIM technology adopts the latest technical architecture
of software, which well solves some modern application problems and uses information
technology to solve construction engineering problems. The application research of par-
ticle swarm optimization algorithm in BIM building modeling promotes the deepening
of the application research of BIM building modeling.
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Many scholars at home and abroad have studied particle swarm optimization. In
foreign studies, NabiS proposed a dynamic load balancer based on resource and dead-
line awareness based on particle swarm optimization, which is suitable for cloud tasks
with deadline constraints. These schedulers can optimize a single target or multiple tar-
gets with non-conflicting parameters. However, schedulers need to be able to provide
balanced solutions for conflicting parameters such as time and cost [1]. In this paper,
we propose a novel algorithm for simultaneous adjustment of optimal parameters of
automatic voltage regulator (AVR) and power system stabilizer (PSS) using oscillating
exponential decay particle swarm optimization technique. The algorithm is applied to
single - machine infinite bus (SMIB) power system and 9 - bus multi - machine power
system. Simulation results show that the proposed method is effective and can ensure the
dynamic stability and convergence speed of simulation [2]. AlajmiMSproposed to inves-
tigate the performance of advanced machine learning and quantum behavior evolution
calculationmethods for predicting aluminum surface roughness in facemillingmachine.
Quantum particle swarm optimization (QPSO) and least square gradient Booster inte-
gration (LSBoost) were used to simulate a large number of surface milling experiments
and predict surface roughness values with high precision [3].

At this stage, there are a huge number of BIMenterprises. At the beginning of the 21st
century, with the acceleration of urbanization in China, such companies were rapidly
generated, although many enterprises have different qualities and business conscious-
ness [4, 5]. But these companies, like a hundred schools of thought, have promoted
the development of the theory and application of the building modeling industry, and
promoted the rapid progress of the building industry. Research on the application of
particle swarm optimization algorithm in BIM building modeling is conducive to the
technological breakthrough in the field of BIM building modeling [6, 7].

2 Design and Exploration of the Application Research of Particle
Swarm Optimization in BIM Building Modeling

2.1 Particle Swarm Optimization

Particle swarm optimization algorithm (PSO) is a swarm intelligence optimization algo-
rithm that simulates the social behavior of animal groups and has become an important
branch of natural computing [8, 9].

The similarities with genetic algorithm are shown in Fig. 1: First, sample initializa-
tion; Second, to obtain individual fitness in the population; Third, according to the above
fitness, population replication; (4) Judge whether it can be stopped. If the expected result
is achieved, stop. If not, skip to the second step [10, 11].

As can be seen from the above, THERE are many similarities between PSO and
genetic algorithm. Both algorithms are initialized first, evaluated systematically by fit-
ness, and searched in space according to fitness. Neither algorithm can guarantee the
optimal solution. PSO does not have crossover, mutation, etc., in the steps of genetic
algorithm, and the particle can have memory function.



Application of Particle Swarm Optimization 709

Population initialization

Calculated fitness

The population replicates 
according to its fitness

Termination condition 
judgment

Fig. 1. Genetic algorithms having in common

Considering the impact of population topology on algorithm performance, it is com-
bined with LAPSO algorithm to further improve the optimization performance of the
proposed LAPSO algorithm [12, 13]. Because different topologies have different charac-
teristics, they have different effects on algorithm performance. Therefore, the fully con-
nected, ring and star topologies shownare combinedwithLAPSOalgorithm respectively,
and their advantages and disadvantages are analyzed, as shown in Fig. 2.

Fully connected topology 
combination

Ring topological 
bonding

Star topology 
combination

Fig. 2. Three kinds of population topology
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(1) Fully connected topology is combined with LAPSO algorithm. In the early stage
of search, because each particle is not only affected by the gravity of particles with
better fitness than its own, but also repelled by particles with worse fitness than its
own, the speed of approaching the current optimal particle is slow, and the algorithm
shows good population diversity. In the later stage of search, this interaction makes
the aggregation of particles become worse to the globally optimal particles, so the
weakness of local search capability is weak.

(2) Combination of ring topology and LAPSO algorithm [14, 15]. Since the contem-
porary particle of the ring topology is only related to its two adjacent particles, in
the early search of the algorithm, the contemporary particle is only affected by the
interaction of the two adjacent particles, which reduces the influence of the global
optimal particle to a certain extent, but its population diversity is not as good as that
of the fully connected topology. In the later stage of search, the particle interaction
is obviously smaller than that of the fully connected topology, so it has a faster
convergence rate and better local search ability.

(3) Star topology is combined with LAPSO algorithm. In the star topology, the central
particle moves in the direction of the resultant force of the interaction of all other
particles, while the other particles are only affected by the central particle and
quickly move towards it. Although the convergence speed is fast, it is easy to fall
into local optimization.

2.2 Research on the Application of Particle Swarm Optimization in BIM
Building Modeling

The application research of particle swarm optimization in BIM building modeling can
be divided into the following points:

First of all, BIM technology adopts software technology to mainly solve the problem
of building modeling. By establishing a building model, data simulation is carried out on
the construction project, so that engineers can improve the aesthetic, safety, information
and other modern building requirements of the construction project according to the
data set [16, 17]. Among them, the software platform is a very key part, the software
involves a lot of technical realization of architectural modeling, such as the realization
of architectural modeling interface, the realization of the underlying computing module
of architectural modeling, data analysis, data processing, creative design, the adoption
of data model through computer tools. Among them, the technology includes computer
hardware part and software part, which can comprehensively process the data of building
modeling and promote the optimization of building model.

Secondly, in the large-scale application of BIM building model, software plug-in is a
very important aspect that cannot be ignored. Software processing is the building model
data collection, data processing, so as to realize the building model construction. BIM
construction model deals with all aspects of construction engineering, data simulation,
data collection, data processing, etc., which are very important aspects of buildingmodel
establishment. Information technology has accelerated the process of building model
datalization.

Finally, BIM technology promotes BIM software to be more scientific and efficient
from the input of model data and adjustment of parameters [18]. Architectural model
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should pay attention to the establishment and modification of data model, so as to pro-
duce a very realistic architectural model. In the actual data model construction, BIM
technology is very key, this technology covers a lot of building data modules, especially
building data information, so that it can be directly introduced to build the building
model. In the process of building a building model, the computer makes comprehensive
use of many algorithm formulas, such as splitting algorithm, dynamic R-tree generation
algorithm, Bayesian classification algorithm and so on.

3 Research on the Application Effect of Particle Swarm
Optimization in BIM Building Modeling

When entering the region of global optimal solution, enhance the gravitational effect
and reduce the repulsive effect, and consider the gravitational effect of particles with
better fitness than themselves and particles of global optimal solution to improve the
local search ability:

The speed and position update formula of LAPSO algorithm is

vik (t + 1) = wvik (t) +
∑

j∈B(i)

Cjrjk
[
pjk (t) − xik (t)

]
− (1 − ε)

∑

z∈W (i)

Czrzk
[
pzk (t) − xik (t)

] + εrgk
[
pgk (t) − xik (t)

]
(1)

Xik(t + 1) = Xik(t) + Vik(t + 1) (2)

Where, vik(t+1) and vik(t), xik(t+1) and xik(t) are respectively the velocity and position
of the KTH dimension of the ith particle of the t + 1 generation and the KTH dimension
of the t generation; W is inertial weight; cj and cz are learning factors; rjk , rzk and rgk
are random factors ranging from 0 to 1. pjk(t) and pzk(t) represent the positions of the
k-dimension of the t-generation particle J and particle Z respectively; pgk(t) represents
the position of the k-dimension of the global optimal particle G of the t-generation; B(I)
represents the collection of particles with better fitness than particle I; W(I) represents
the collection of particles with lower fitness than particle I; ε is the intervention factor,
which is used to intervene the influence factor of the global optimal solution.

ε =
{
0 t < t1g
1 t < t1g

(3)

Where, t1g is the minimum iteration number of LAPSO algorithm when it enters the
global optimal solution region.

In this paper, particle swarm optimization algorithm is used to build BIM building
modeling. The algorithm is used to input sample data to the building that needsmodeling.
Since the building is a huge overall system, the system is composed of countless key
data groups. However, during the modeling process, these data sets need to be set at
speed and position. The velocity and position are calculated by formulas (1) and (2).
At the same time, intervention factors are introduced to adjust the overall parameters of
BIM building modeling, so as to achieve the BIM building model that meets the actual
requirements.
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3.1 The Advantages of BIM

(1) 3d modeling visualization can more intuitively show the appearance and character-
istics of the building, virtual technology allows people to enjoy the beauty, investors
can more clearly know the basic situation of the construction project.

(2) 3D modeling has technical innovation, with CAD drawing space can not meet the
solution ability. It can integrate the advantages of multiple disciplines to solve very
detailed and complicated small problems and reduce the completion time and cost
of the project.

(3) The information technology adopted at the bottom of BIM technology introduces
computer tools, which can deal with data model and geometric and mathemati-
cal problems more efficiently, and at the same time promote the optimization of
construction engineering, improve efficiency and reduce error.

4 Investigation and Research Analysis of the Application of Particle
Swarm Optimization in BIM Building Modeling

In this section, PSO_w,FDR_PSO,CLPSOand InformPSOalgorithms are implemented.
InformPSO is the particle swarm optimization algorithm adopted in this paper. The
application of BIM in building modeling is tested, and the same parameters are set for
the four algorithms. This paper realizes the platform is Matlab.

Table 1. Table of application algorithm test effect in BIM building modeling

Function Best/worst fitness value

PSO_w FDR_PSO CLPSO InformPSO

F1 7.6843e–12
2.1076e–8

3.7173e–33
6.7132e–32

6.5218e–15
1.0543e–14

9.7123e–41
8.7345e–41

F2 9.6843e–41
9.1076e–38

4.7043e–41
9.2135e–41

4.0432e–35
1.6783e–32

7.9432e–41
7.6872e–41

F3 8.6103e–41
8.9086e–41

2.7657e–41
5.0657e–41

1.2076e–41
3.4012e–41

7.7032e–41
8.3425e–41

F4 9.3643e–20
4.7096e–17

5.7064e–33
4.0643e–30

9.6582e–15
7.1534e–14

1.3298e–35
1.9802e–33

F5 5.1226e–20
1.5506e–16

9.7053e–41
9.7547e–41

7.9820e–11
4.9125e–6

9.6643e–41
9.8398e–41

As shown in Table 1, four algorithms, PSO_w,FDR_PSO, CLPSO and InformPSO,
are listed in the table. F5 carries out function optimization, and the accuracy achieved
is shown in the table. For example, the optimization result of PSO_w on function F1
is that the optimization accuracy range is (2.1076E–8, 7.6843E–12). It can be seen
from the table that the optimal accuracy 10−41 and 10−8 minimum accuracy of PSO_w
optimization for the five functions are achieved. The minimum precision of FDR_PSO,
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CLPSO and InformPSO is 10−30, 10−6, 10−33 respectively; The optimal precision is
10−41, 10−41, 10−41 respectively. InformPSO has the strongest optimization capability
and can better optimize BIM building modeling. At the same time, the optimization
accuracy of all four algorithms can be kept above average 10−6, so all algorithms have
high precision processing ability.
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Fig. 3. Minimum and maximum accuracy images

Figure 3 shows that the purple dotted line represents the maximum optimization
accuracy of BIM building modeling optimized by four algorithms. The blue dotted line
represents the minimum optimization accuracy of BIM building modeling optimized by
four functions. As can be seen from the figure, InformPSO algorithm has the highest
optimization ability. At the same time, the average optimization accuracy of the four
algorithms exceeds, and the overall optimization ability is very strong.

The test shows that the application of particle swarm optimization algorithm in BIM
building modeling has a high application effect in BIM building modeling.

5 Conclusions

The promotion of BIM technology is actually people’s pursuit of new technology, and
people choose BIM technology in the information age more wisely. This technology has
many advantages, such as building structure drawing, building knowledge storage and so
on. The addition of new computer tools further enhances the progress of BIM modeling
ability. The actual construction project, there will generally be a lot of difficulties and
deficiencies in the field of architecture, and then people can use computer technology
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to solve this problem. BIM solves the problem of poor communication of buildings
and makes use of computer software to smooth the communication of information. The
application research of particle swarm optimization algorithm in BIMbuildingmodeling
is conducive to higher level research and development and innovation of BIM building
modeling application research.
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Abstract. Intelligent computing technology is to describe the problem object
through a specific mathematical model, making it operable, programmable, com-
putable and visual. Intelligent computing technology uses its characteristics of
parallelism, self-adaptability and self-learning habit to conduct law mining and
knowledge discovery for massive data in various disciplines. The intelligent algo-
rithms accumulated in the application of intelligent computing technology have
the common characteristics of simulating natural processes. In this paper, the intel-
ligent algorithm is applied to the agricultural environment prediction model, and
its application in the agricultural environment prediction model is studied.

Keywords: Intelligent Computing Technology · Intelligence Algorithm ·
Agricultural Environment Prediction Model

1 Establishment and Determination of Agricultural Mathematical
Models

Agricultural mathematical models usually construct a certain specific process in agri-
cultural problems, and use a few mathematical formulas for illustration [1]. Generally
speaking, agricultural mathematical models have simple forms and simple connotations
[2]. Agricultural mathematical models are usually established to rationally analyze a
certain mechanism or simulate a specific objective process. There are multiple ways to
establish and determine agricultural mathematical models.

(1) Mathematical models can be established based on a large amount of experimental
data obtained from serious field experiments or breeding experiments. Since agri-
cultural mathematical models mainly serve agriculture, and agriculture is a process
conducted in fields or breeding grounds, it is essential to establish basic agricultural
mathematical models (such as tillering dynamic model, leaf area model and crop
growth period model, etc.) in fields or breeding grounds. It should be noted that
long-term farmland experiments, breeding experiments, or feeding experiments are
required before modeling. To make the model universal, farmland experiments or
feeding experiments must be diverse. If conditions permit, experiments should be
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conducted in a multi-point range. Before farmland experiments or feeding exper-
iments, it is crucial to have a theoretical understanding of mathematical models.
The theoretical understanding is not arbitrary imagination, but thinking based on
the simulation process for thinking. Certainly, excellent research and development
results completed by predecessors must be absorbed [3]. After integrating with own
actual situations, agricultural mathematical models can be completed through inno-
vative research. Based on this concept, preliminary mathematical models should be
established first. After obtaining accurate data from actual farmland experiments
or breeding experiments, tentative mathematical models can be used to perform
rigorous statistical analysis of the model results. If the model results are not good,
tentative mathematical models must be improved or even rejected. It is necessary
to reconsider experimental mathematical models. This process should be repeated
until a good agricultural mathematical model is obtained [4].

(2) For situations that cannot be studied on farmland fields or breeding grounds, such as
photosynthesis and respiration of crops, necessary and possible laboratory experi-
ments must be carried out. To establish agricultural mathematical models, it is vital
to control the lighting, temperature, and humidity conditions of the laboratory. In
addition, the model should reflect the law of change in a process when only 1 or 2
factors change while other factors remain unchanged. If all factors are changing, it
is difficult to establish single-factor or two-factor mathematical models. Normally
speaking, mathematical models established in the laboratory are more reasonable
than those established in farmlands (or breeding grounds).

(3) The scientific literature related to the model should be extensively consulted. The
mathematical models generally recognized should be selected. Considering the
complexity and diversity of the agricultural production process, agricultural models
may contain dozens or even hundreds of mathematical models. The agricultural
mathematical models used are not all models that can be developed by modelers.
Generally speaking, mathematical models recognized by the scientific community
are reliable and applicable after rigorous scientific verification,which can be applied
[5].

2 Application Examples of Agricultural Mathematical Models

2.1 Regression Prediction Model

The regressionmodel is usually used to analyze the correspondence between one or mul-
tiple variables and dependent variables. Finally, the relationship function is determined
through statistical testing and then applied to the calculation of predictive analysis. The
formula of the linear regression model is:

Y =
n∑

i=1

aixi + b (1)

Where Y is the dependent variable; xi is the i-th independent variable; ai is the regression
coefficient; b is the constant (namely, the regression intercept). When n = 1, it is called
a single variable linear regression model.
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In the field of agricultural environment, the application of a regression model can
be described as diverse, including predicting agricultural water use in a region, studying
the relationship between energy consumption and agricultural output value, as well as
the impact of environmental factors on agricultural output [6]. For example, the linear
regression method can be used to establish a quantitative model of agricultural nitrogen
and phosphorus loss rate [7].

The establishment of the model can be divided into the following steps:

(1) Determination of regression factors: after extensive literature reading, fertilization,
rainfall, vegetation coverage, slope, and soil geology are used as the main factors
affecting the soil nitrogen and phosphorus loss rate.

(2) Collection of data: 63 groups of data on the loss of nitrogen and phosphorus from
agricultural land by use types in 32 academic papers published in 1993 and 2007
are collected [8].

(3) Modeling: the statistical analysis software SPSS is applied to analyze the data,
including linear regression analysis, significance test, correlation test, etc.

Throughmultiple linear regression analysis, it is found that there is a good linear rela-
tionship between the agricultural nitrogen and phosphorus loss rate and its influencing
factors. The regression equation is:

Y = −12.507 + 0.063x1 + 0.143x2 − 1.257x3 + 4.796x4 − 11.060x5 (2)

Where x1 is the precipitation; x2 is the total nitrogen input; x3 is the total phosphorus
input; x4 is the slope x5 is the ratio of the total nitrogen input to the total phosphorus
input; Y is the ratio of the total nitrogen loss to the total phosphorus loss.

2.2 Calculus Model

The calculus mathematical model can be used to describe the process of rice and wheat
tillering. The process of rice andwheat tillering can directly affect the number of panicles
and the yield of crops in the later period. The research on the number of rice and wheat
tillering is of guiding significance for the improvement of the crop yield per hectare.
The results show that the tillering number of rice and wheat in the early stage changes
following the parabolic law [9]:

x = x0 + k1(1 − a1x0)t − k2(1 − a2x0)t
2 (3)

Where x is the number of tillers, x0 is the number of basic seedlings, t is the time, and the
rest are parameters. The condition for the maximum tillering should meet the following
requirement

dx

dt
= k1(1 − a1x0) − 2k2(1 − a2x0)t = 0 (4)

After solving the equation, the maximum value of the peak period of tillering can be
obtained

tmax = k1(1 − a1x0)

2k2(1 − a2x0)
(5)
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The change rate of the peak tillering maximum value to the original seedlings is

dtmax

dx0
= d

dx0
[ k1(1 − a1x0)

2k2(1 − a2x0)
] = k1(a2 − a1)

2k2(1 − a2x0)2
(6)

If dtmax
dx0

< 0, the function decreases monotonously. In other words, the more basic
seedlings, the earlier the peak of tillering will be reached, and the less tillering will
increase. The rate of change of the tillering speed to the basic seedlings is:

∂2x

∂x0∂t
= ∂

∂x0
[k1(1 − a1x0) − 2k2(1 − a2x0)t = −k1a1 + 2k2a2t (7)

If ∂2x
∂x0∂t

< 0, the more basic seedlings, the lower the growth rate of tillering.
During the crop growth and development, in addition to the tillering of main stems,

new tillering can also produce another tillering. Therefore, the crop tillering ability can
be expressed as:

dx

dt
= b(x0 + b′t) (8)

Where b is the parameters related to the tillering of main stems, and b′ is the parameter
related to new tillering. Then, the total number of tillering can be obtained by integrating,
namely:

∫ t

0
dx =

∫ t

0
b(x0 + b′t)dt (9)

x = bx0t + 1

2
bb′t2 = bt(x0 + 1

2
bb′) (10)

This is the mathematical model used to calculate the total number of tillering.

2.3 Power-Exponent Model

The power-exponent model can be used to reflect the relationship between pest density
and yield loss rate [10].

It is unreasonable to use a linear function L = a+ bX or a power function L = bX a

to express the quantitative relationship between the pest density X and the crop yield
loss rate L. After improving the model, the power-exponent model is introduced

Y = YM exp(−bX a) (11)

Y refers to the crop yield after pests; YM refers to the maximum crop yield without
pests; a and b are parameters.

The yield loss rate L is:

L = YM exp(−bX a)

YM
(12)

Or

L = 100 − 100 exp(−bX a) (13)

After analyzing the model, the following can be obtained:
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(1) If the pest density is 0, the yield loss rate is also 0.
(2) When the pest density is low, that is, there are no intraspecific competitions of pests,

the yield loss rate increases rapidly with the increasing pest density.
(3) When the pest density is high, that is, there are intraspecific competitions of pests,

the yield loss rate slows down with the increasing pest density.
(4) When the pest density is ∞, the yield loss rate is L = 100%

It has been verified that the relationship between pest density and yield loss rate
reflected in the power-exponent model is consistent with the actual situation. In other
words, the power-exponent model has certain characteristics of the pest simulation
model.
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Abstract. Higher mathematics should reform the teaching system, emphasize
more practicality, and more importantly use multimedia technology, computer
technology and network resources, so as to improve the efficiency and level of
mathematics teaching. The purpose of this paper is to study mathematical mod-
eling and optimal design based on information technology algorithms. Based on
school teaching practice and guided by the relevant theories of teaching informa-
tion technology, this paper conducts an investigation and research on the current
situation of the application of information technology in mathematics teaching in
schools, grasps the difficult problems and influencing factors that affect the appli-
cation of teaching information technology, and develops the mathematics curricu-
lum hierarchically. Carry out the application and practice of teaching information
technology methods, and form a relatively standardized teaching process. Flexi-
ble use of various teaching software to build a teaching environment conducive to
teacher-student interaction, build a better learning platform for students, and guide
students to effectively use various information technologies to carry out learning.
Guided bymodern teaching information technology and based on its own teaching
practice, this paper further clarifies the teaching theory of educational informati-
zation through literature research, and rationally applies research methods. After
two years of practice, it explores effective ways to reform teaching methods. And
made an effect analysis, the research conclusions formed are reliable, and it has
certain guiding and reference significance for the teaching of mathematics courses
in colleges and universities. Experiments have proved that the teaching effect of
mathematical modeling based on information technology is excellent. After teach-
ing, 92% of students are interested in mathematical modeling, and the pass rate
in the final assessment has reached 100%, of which the excellent rate has reached
94%.

Keywords: Information Technology · Mathematical Modeling · Advanced
Mathematics · Mathematics Teaching

1 Introduction

Under the general trendof informatizationof economic and social development in today’s
world, modern information technology has become inseparable from people’s life, work
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and study. A new request was made. The reform of mathematics teaching should high-
light the applicability of teaching. Mathematical modeling is the breakthrough between
mathematical theory and practical problems, and the best combination of mathematical
knowledge and application ability. Through mathematical modeling, students can learn
to use mathematical thinking to understand and think about the environment and soci-
ety they live in, which can achieve the purpose of improving students’ mathematical
application ability and comprehensive quality [1, 2].

The research on mathematical modeling and optimal design based on information
technology algorithms, many scholars have studied it and achieved good results, for
example: Okubanjo A launched the TED program in the field of education, which
requires teachers and students to work together to Explore TED and how this video
should be used in classroom teaching [3]. Zhao P pointed out that the majority of teach-
ers should fully understand the role of information technology in education and teaching,
and understand how to apply it to the reform of education and teaching in the modern
information technology environment. Teachers should learn the teaching design in the
process of using information technology., so that in the information age, education and
teaching can realize its own information function [4].

Based on school teaching practice and guided by the relevant theories of teaching
information technology, this paper conducts an investigation and research on the cur-
rent situation of the application of information technology in mathematics teaching in
schools, grasps the difficult problems and influencing factors that affect the application
of teaching information technology, and develops the mathematics curriculum hier-
archically. Carry out the application and practice of teaching information technology
methods, and form a relatively standardized teaching process. Flexible use of various
teaching software to build a teaching environment conducive to teacher-student inter-
action, build a better learning platform for students, and guide students to effectively
use various information technologies to carry out learning. Guided by modern teach-
ing information technology and based on its own teaching practice, this paper further
clarifies the teaching theory of educational informatization through literature research,
and rationally applies research methods. After two years of practice, it explores effective
ways to reform teaching methods. Andmade an effect analysis, the research conclusions
formed are reliable, and it has certain guiding and reference significance for the teaching
of mathematics courses in colleges and universities.

2 Research on Mathematical Modeling and Optimal Design Based
on Information Technology Algorithms

2.1 Characteristics of Information-Based Teaching Mode

The basic characteristics of the information-based teaching model can be summarized
into six aspects: First, it is necessary to emphasize that the center of the teaching process
is the students, and to provide more favorable conditions for students’ active learning.
Second, in the teaching process, we should set up a more realistic learning environment,
and learn to introduce students into a good teaching situation. Third, to provide stu-
dents with more diversified teaching resources, so that students can more autonomously
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research various problems encountered in the process of students’ learning. Fourth, focus
on guiding students to carry out interactive and cooperative learning. Fifth, it is empha-
sized that students learn to express, and actively use language to express the problems
they encounter and the ideas they want to express. Sixth, guide students to carry out
active meaning construction [5, 6].

2.2 The Innovative Educational Path of Mathematical Modeling Under
the Modern Information Technology Environment

(1) Provide guidance in the process of mathematical modeling.
Mathematical modeling teaching is based on the purpose of improving students’ interest
in learning and cultivating innovative ability. Teach a specific academic program.

First, make a good theme selection. Mathematical models allow students to fully
understand and experience the whole process of solving practical problems and feel
the practical value of mathematics. Therefore, the topic selection must be effective,
emphasizing the discovery of solutions to problems from different perspectives and
levels, so as to benefit students at different levels.

The second is to focus on the process. By choosing the right subject, the depth and
orientation process should be provided later as support [7, 8].
(2) Set up online courses on mathematical modeling.
The development of information technology has provided more flexible options for
mathematical modeling, and it also makes students feel that learning mathematics is not
boring, which is very good for cultivating students’ creative thinking books. The practice
of teaching mathematical modeling tasks online is a very important representation. The
introduction of mathematics online learning makes students the main body of learning,
not just simple "memorization", but more independent exploration or collaborative com-
munication with peers. The progressive and relaxed learning environment encourages
many students to enjoy learning mathematics. In particular, the standard modules such
as basic models, functional learning models, and probability and statistics models pre-
sented in it make the simplicity and perspective of mathematical models more obvious,
allowing students to have the opportunity to understand what they have learned, learn
and acquire scientific knowledge and improve their self-learning ability [9, 10].

2.3 Algorithm Selection

In this paper, the surveymethod formathematicalmodeling teachingmainly adopts ques-
tionnaire survey, and the algorithm for this survey questionnaire mainly uses Bayesian
algorithm.

Definition 3.1: Let (C, E, P) be a complete event space, where P is the probability set,
and the event Ai ∈ E(i = 1, 2, · · · , n), p(Ai) > 0, type set C = {C1,C2, . . . , Cm},
has a formula for any event B in the classification set: Un

i=1Ai = C,

P(B) = P(Ai)

n∑

i=1

P(B|Ai ) (1)
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Definition 3.2: Suppose there is a complete set of events (C, E, P), where and the
event probability.

P(Ai) + P(B) = 1, P(B) > 0, For B ∈ E having the formula:

P(Ai|B ) = P(B|Ai )P(Ai)∑n
j=1 P(B

∣∣Aj )P(Aj)
(2)

Since in reality, many actual environments and temporary situations are difficult to
fully control and predict, Bayes theory cannot fully achieve objectivity and absoluteness
in event statistics and expectation analysis, resulting in some computational differences
[11, 12].

3 Mathematical Modeling and Optimization Design Based
on Information Technology Algorithms Research and Design
Experiments

3.1 Survey Design

The application scope of information technology has become more and more extensive,
and in many vocational colleges, information technology has been introduced to carry
out information-based education. Although the theory of information-based education
is very clear, there are still some problems in the process of teaching practice, especially
many practical problems at the operational level. In order to have a clearer understanding
of various issues, this paper conducts investigation and analysis, and interviews some
teachers who work in the front line, and obtains a lot of first-hand information.

The purpose of this survey is mainly to analyze the problems faced in the current
information-based education process, and to clarify the problem. In order to make the
investigation activities more pertinent and obtain more valuable results, we first select
the subjects of the interview, and then design the questionnaire after the interview.
There are two types of questionnaires, one is for students, the other is for teachers. The
questionnaire for students is mainly to understand the current students’ computer and
mathematical modeling level, and the questionnaire for teachers is mainly to understand
the current teachers’ information technology literacy, teaching literacy, professional
ethics literacy and so on.

In order to investigate the current situation of informatization application of math-
ematical modeling teaching in schools, the survey objects selected in this paper are
teachers and students of a college in Xi’an. There are 50 teachers in different grades and
different professional shifts. Students were divided into experimental class and control
class with a total of 200 students (134 boys and 66 girls).

3.2 Questionnaire Survey

In this study, the survey method of intentional sampling was adopted. According to
the author’s own years of experience in teaching mathematics in secondary vocational
schools, combined with the setting of the mathematics curriculum in our school, we



Mathematical Modeling and Optimal Design 725

conducted separate interviews with teachers and students. A total of 200 students of dif-
ferent majors from a college in Xi’an were selected to conduct a questionnaire survey on
mathematics learning, in order to comprehensively understand the mathematics learning
situation of students in secondary vocational colleges. And 50 teachers were randomly
selected to conduct a questionnaire survey on teaching information technology in order
to clarify the teachers’ teaching information technology literacy. The questionnaire is
divided into two parts: student questionnaire and teacher questionnaire. (1) Student Vol.
It includes the following 6 contents: A student’s gender ratio; B student’s situation when
learning mathematical modeling; C student’s use of information technology in the learn-
ing process; D student’s computer ability level; E mathematics classroom learning The
situation of F students’ teaching methods and evaluation of teachers. (2) Faculty Vol.
It includes the following 5 contents: A teacher’s understanding of information technol-
ogy teaching; B the integration effect of information technology in teaching practice; C
teacher’s teaching methods; D teacher’s understanding of students’ learning attitude; E
teacher’s information technology literacy understand the situation. 200 questionnaires
were distributed for students, 200 were recovered, and the recovery rate was 100%; 50
questionnaires were distributed for teachers, and 50 were recovered, with a recovery
rate of 100%. The returned questionnaires are all valid. In order to analyze different
questionnaires for easier analysis, Excel software was used to integrate all the data for
comparison.

4 Experiment Analysis of Mathematical Modeling
and Optimization Design Based on Information Technology
Algorithm

4.1 Comparison of Teaching Effects

In order to test the effect of the teaching method of mathematical modeling based on
information technology, this paper conducts experimental teaching through two different
classes in the same school. In ordinary classes, traditional teaching methods are used
to conduct after-class surveys on students in two classes. The survey data are shown in
Table 1.

Table 1. After-school survey of students in two classes

Interested Generally Not interested

Experimental class 92 4 4

Classic class 6 42 52

It can be clearly seen from Fig. 1 that the teaching effect of the assisted teaching
method based on information technology is far superior to the traditional conventional
teaching method. After the experimental class was taught, 92% of the students were
interested in mathematical modeling, but only 6% of the students in the conventional
teaching method were interested in mathematical modeling.
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Fig. 1. After-school survey of students in two classes

4.2 Comparison of Teaching Achievements

In order to confirm the teaching results of mathematical modeling based on informa-
tion technology, this paper makes statistics on the final exam results of the two classes
mentioned above. The statistical results are shown in Table 2.

Table 2. Statistics of final exam results for two classes

Excellent Good Pass Unqualified

Experimental class 94 3 3 0

Classic class 57 22 13 8
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Fig. 2. Statistics of final exam results for two classes

From Fig. 2, it can be seen that the teaching results of mathematical modeling based
on information technology are relatively good. Among them, 94%of themhave excellent
grades, and the pass rate has reached 100%, but the excellent rate of ordinary classes is
only 57%, and the pass rate is only 92%., the comparison between the two is obviously
that the mathematical modeling teaching method based on information technology is
more excellent.

5 Conclusions

With the continuous development of information technology, it continues to influence
traditional ideas,methods and teachingmethods.Mathematics teaching organically com-
bines traditional teaching methods with information technology, which changes the
nature of mathematics teaching to a certain extent. To cultivate students’ innovative
ability, knowledge transfer alone is not enough. In the mathematics teaching explored in
this paper, the establishment of students’ mathematical modeling awareness and the cul-
tivation of students’ creative thinking ability are complementary and inseparable quality
teaching requirements. Therefore, it is necessary to further mobilize students’ subjective
initiative, cultivate students’ innovative thinking ability, and improve students’ thinking
ability and innovation ability.
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Abstract. To improve the physical health (PH) of students, it is necessary to carry
out physical exercise scientifically on the basis of ensuring the physical exercise
time and intensity of students. This paper takes students from a certain university
as the research object, and collects statistics on the physical fitness (PF) test data
of the students in the school from 2017 to 2021. The data includes students’ BMI
index, vital capacity, 50 m and standing long jump scores, and use the Internet of
Things data mining technology (DMT) to analyze the effective data information,
and use Excel software to draw charts, to obtain the PH qualification level of
the students in the school, the results of the PH of boys and girls are qualified
and above accounted for 65.5% and 66.6% respectively, but there are still many
students who are physically healthy unqualified, so the school should strengthen
students’ physical exercise. By analyzing the reasons that affect students’ PH
level, this paper puts forward relevant suggestions, hoping that the school and
other colleges and universities (CAU) can learn from the PH improvement path
of this paper to improve students’ awareness of exercise and physical quality.

Keywords: Internet of Things Data Mining Technology · Physical Health ·
College Students · Physical Exercise

1 Introduction

Schools play a very important role in the education process of students’ PH and are the
main body of responsibility for students’ PH education. Schools need to pay attention
to the importance of sports, and let students actively participate in sports, which can not
only exercise and promote PH, but also allow students to relax when facing the pressure
of cultural courses [1].

At present, the data mining technology based on the Internet of Things has been
widely used in the analysis of PF and health. For example, some medical scientists have
done research on lung capacity. The research shows that the lung capacity must reach
a certain target at a certain age. If it is small, it will have an impact on people’s PH.
Therefore, lung capacity is a very important indicator to measure whether a country
or a nation is healthy and long-lived [2, 3]. A school uses DMT to analyze teachers’
cognition of the importance of students’ PH. From the analysis results, basically all
physical education teachers believe that physical exercise is very important for students,
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and more than 90% of school leaders and other teachers believe that physical education
is important to students. This shows that the relevant leaders and teachers of the school
clearly realize that physical exercise and physical fitness are urgent for students. To
improve students’ PH and enhance physical quality can ensure learning progress [4, 5].
Although the application research results of DAT in PH analysis are good, the analysis
results can bemore accurate only by combining data with other technologies or software.

This paper first introduces the concept of IoT DMT, and then uses this technology
as a support to analyze the PH data of college students in the past five years, and then
propose solutions according to the reasons that affect students’ PF.

2 IoT Data Mining Technology

Generally speaking, the concept of data mining refers to the process of extracting undis-
covered, user-interested and valuable knowledge from a large amount of irregular data.
Gain potential value [6]. The Internet of Things DAT combines the Internet of Things
and big data technology to mine effective information and data from the vast informa-
tion chain of the Internet of Things [7]. Common data mining methods include cluster
analysis, regression analysis, Web page mining, decision tree algorithm, association rule
algorithm, etc. This article introduces the association rule algorithm, which represents
the association between things.

The support formula is:

Sup(A) = Sum(A)

N
(1)

The confidence formula is:

Conf (A ⇒ B) = Sup(A ∪ B)

Sup(A)
= Sum(A)

N
(2)

Where A and B are transactions, and N is the total number of data.

3 Experimental Research

3.1 Research Content

This paper takes a student in a general college as an example, analyzes the student’s BMI
index, lung capacity, 50-m score, standing long jump score and the overall situation of
PH, reflects the student’s PH level, and proposes solutions by analyzing the factors that
affect PH, in order to improve the physical quality of students.

3.2 Research Methods

Mathematical statistics method: Collect the PF measurement data of students in the
school in the past five years, use the Internet of Things DAT to mine effective data, and
then use Excel and other analysis software to make graphs to intuitively analyze the
physical changes of ordinary college students (CS).

Comparative analysis method: This study selects the school’s sports and PH test data
from 2017 to 2021, and longitudinally compares the change trend of students’ PH in the
past five years.
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4 Analysis of College Students’ PF and Health Status Based on IoT
Data Mining Technology

4.1 Current Status of Physical Fitness

(1) Comparative analysis of student BMI index.

Table 1. BMI index situation

2017 2018 2019 2020 2021

Male Height (cm) 176.28 176.54 176.62 176.93 177.09

Weight (kg) 67.73 68.17 68.85 68.64 69.12

BMI 21.80 21.87 22.07 21.93 22.04

Female Height (cm) 163.87 164.05 164.36 164.19 164.26

Weight (kg) 55.62 55.54 55.67 55.71 55.63

BMI 20.71 20.63 20.61 20.67 20.62

As shown in Table 1, the overall body shape of the school’s students has changed in
the past five years from 2017 to 2021. Through comparative analysis, we can see that
for boys, from 2017 to 2021, the overall height of male CS has increased. The trend
has increased from 176.28 cm per capita in 2017 to 177.09 cm in 2021; at the same
time, the overall weight has also shown an upward trend, increasing from 67.73 kg per
capita in 2017 to 69.12 kg in 2019. For girls, from 2017 to 2021, the height of female
college students showed a wavy change, with the highest average height in 2019 being
164.36cm. Body weight also changed in waves overall.

To sum up, the students of this school are in a normal state in terms of body shape
from 2017 to 2021, and the BMI index of boys is on the rise as a whole, which is
currently within the normal range. The BMI index of girls showed irregular changes as
a whole. From 2017 to 2021, the body shape of the students in the school was generally
within the normal range (normal value range: 17.9 ~ 23.9), and there was no obvious
abnormality. Due to the rapid economic development, people’s living standards and
quality have been improved, and people’s dietary structure and nutritional conditions
have undergone tremendous changes. Although the average body mass index of BMI
is in the normal range, and the students’ physical development is at a normal level,
some students are overweight or underweight, which is related to the students’ own
physical exercise and eating habits to a certain extent. Thin and obese students should
pay attention. Obesity is not only related to body shape, but also to personal health.

(2) Student’s vital capacity analysis.
Figure 1 shows the physical and healthy vital capacity of the school’s students.

Through comparison, it can be seen that from 2017 to 2021, the vital capacity of the
male CS in the school showed a trend of first decreasing and then increasing. The lung
capacity of male CS has decreased from 4563.73 ml per capita in 2017 to 4467.47 ml
in 2019, and has been on a decreasing trend in the past three years; it has increased
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from 4467.47 ml in 2019 to 4546.53 ml in 2021. In the past three years, male CS have
The lung capacity is gradually increasing. From 2017 to 2021, the changes in the lung
capacity of female CS in the school were in the form of waves, first increasing, then
decreasing, and then increasing. In 2017, the per capita vital capacity of female CS was
2883.94 ml, and in 2018, the per capita vital capacity of female CS was 2927.61 ml,
which has been increasing in the past two years.

The average lung capacity of boys was significantly higher than that of girls, and
the trend of boys was to increase first and then decrease, while girls fluctuated more
and decreased. It may be because boys participate in more physical activity than girls,
and most girls do not like vigorous exercise and prefer quieter activities, so they have
less exercise in lung capacity. Aerobic exercise has a great impact on the improvement
of lung capacity. In the teaching process, schools should focus on cultivating students’
interest in sports, carry out various forms of exercise, make full use of time to strengthen
exercise, and improve cardiopulmonary function.

(3) 50 m and standing long jump.

Table 2. Statistics of 50 m and standing long jump

2017 2018 2019 2020 2021

50 m Male 7.3 s 7.8 s 7.5 s 7.0 s 7.2 s

Female 9.4 s 8.9 s 9.1 s 9.2 s 9.5 s

Standing long jump Male 2.36 m 2.41 m 2.43 m 2.46 m 2.60 m

Female 1.72 m 1.68 m 1.74 m 1.75 m 1.71 m

As shown in Table 2, the 50-m and standing long jump scores of the school’s students
from 2017 to 2021. In the 50-m score, the average time for boys is about 7.5 s, and the
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boys’ scores show a downward trend; the average time for girls is about 9.0 s, And girls’
performance showed a trend of first decreasing and then increasing. In the standing long
jump, the average performance of boys is on the rise, while the performance of girls is
constantly fluctuating.

(4) General condition of physical health.

8.7

17.3

39.5

34.5

5.6

19.2

41.8

33.4

0 5 10 15 20 25 30 35 40 45

excellent

good

qualified

Failed

RATIO(%)

gr
ad

e

Female male

Fig. 2. Physical health pass rate (%)

From Fig. 2, it can be seen intuitively the grade distribution of the PH measurement
results of the school’s students. The proportion of qualified and good students exceeds
half of the total number of students, but the proportion of students with excellent PF
measurement results is less than 10%.As a result, more than one-third of the total number
of students failed, and the physical health of students is worrying. It shows that the PH
of the students in this school is relatively poor, and it needs to be paid full attention by
the school and parents. Teachers and parents should pay more attention to strengthening
sports and improving students’ physical and health quality while educating students to
learn cultural lessons.

4.2 Reasons Affecting Students’ Physical Fitness

(1) Diet and rest problems.
After CS entered the relatively free university environment from the collective

unified and regular work and rest environment of high schools, some students could
not achieve regular work and rest, skip breakfast, eat irregularly, overeating, picky
eaters and partial eclipses, etc. Eating habits and nutritional intake are problematic.
Unable to guarantee a reasonable diet makes the university appear fat, thin, mal-
nutrition and other problems. Nowadays, many students are picky eaters or their
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parents have weak awareness, and their diet is not nutritious. Many students even
never eat breakfast, and their nutritional intake is unbalanced, which has a negative
impact on the growth and development of students [8, 9].

The academic burden of CS is relatively light, and the time at their disposal
will increase. Some students with low self-control will develop bad habits such as
smoking, drinking, staying up late to play games, etc., which are the living habits
of college students. Smoking and drinking are important factors affecting human
health, and staying up late accelerates damage to human health. Staying up late for
a long time can lead to problems such as low concentration, lethargy, and weakened
immunity. The bad work and rest habits of college students lead to the decline of
students’ PH [10].

(2) Lack of sports venues and fitness equipment.
Hardware facilities such as sports venues and fitness equipment are essential

in physical education courses. It is related to whether students can have a venue
for sports activities and whether they can have various physical exercise projects
on the venue. For teachers of physical education courses, sports venues and fitness
equipment are necessary conditions for physical education, and for students, they are
an important material basis for participating in sports [11, 12]. During the holidays,
students will not be able to find suitable sports venues because of the closed school
sports venues, the long distance of social sports venues, and the high fees, so they
cannot exercise.

(3) Lack of students’ awareness of physical exercise.
Students have deviations in their understanding of sports and physical education.

Exercise should reach a certain intensity and time. However, students think that
physical education and sports are after-school pastimes for cultural learning, and
subconsciously equate physical education with rest and sports. In terms of free
activities, they subjectively resist the physical education teacher’s skill teaching or
intensity training in class. Aerobic endurance training has a very good effect on the
improvement of students’ physical fitness. Students who have undergone aerobic
endurance exercise prescription exercise will significantly improve their PF.

4.3 Ways to Improve Students’ Physical Health

(1) Develop good living habits.
Students’ healthy eating and rest habits are closely related to their physical

health. Adequate intake of nutrition every day can provide middle school students
with necessary energy, maintain normal growth and development, and provide them
with sufficient physical energy for physical exercise. Schools and families should
strengthen students’ physical health education and supervision, improve children’s
awareness of physical health and participation in physical exercise, and help stu-
dents formulate exercise plans and supervise their implementation. In daily life,
we should not be picky about eating and exercise, keep balanced nutrition, and
comprehensively develop various bodily functions and qualities.

(2) Increase the number of full-time teachers and equip the venue with equipment and
facilities.
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Lack of full-time physical education teachers is one of the conditions that affect
students’ participation in activities. Venue and activity equipment are themost basic
material conditions for junior high school students to participate in physical fitness
activities. The shortage of venue equipment will indirectly affect the physical health
of students. Relevant departments should increase investment in school sports funds,
and school funds must be allocated an appropriate proportion for school physical
education work. In addition, according to the actual conditions of the school, the
equipment and facilities related to physical exercise are assembled and the sports
venues are perfected, so that the needs of campus sports activities and physical
education classes can be met.

(3) Strengthen students’ ideas of physical exercise.
In order to effectively improve the PH of students, we must first start with

the subject, and we need to change the students’ ideology. Mobilize their minds
during class meetings, physical education classes and inter-class activities, let stu-
dents combine their preferences and make full use of their own advantages, and
improve their interest in sports. With the interest in physical exercise, students will
consciously take the initiative to play sports.

5 Conclusions

This paper focuses on the physical fitness and health status of CS in a CAU, and uses the
Internet of Things DAT to calculate the BMI index, lung capacity, sports performance
and PF pass rate of the students in the school, but the excellent rate of students’ PH
is low, which is caused by factors such as students’ diet, irregular work and rest, lack
of luck equipment, and weak concept of exercise. Therefore, this paper puts forward
targeted suggestions for these three reasons, hoping to effectively help students improve
their PF level.
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Abstract. Data mining is the process of expressing knowledge through data col-
lection and processing. This is an important technique for efficiently extracting
batch data. Artificial intelligence (AI) is a simulation technology of the human
brain. It makes full use of computer technology and other subject technologies
for intelligent learning and machine control. Both are advanced data manage-
ment technologies, and both have broad application prospects. This article mainly
introduces the clustering algorithm and TextRank algorithm. This paper uses AI
technology to conduct research and application in big data mining (BDM), and
establishes a mathematical model of the underlying TextRank algorithm. The
model is solved by the TextRank algorithm, and the status of research and appli-
cation of AI technology in BDM is assessed,. Experimental results show that the
algorithm improves the research and application of embedded big data intelligent
technology by 55% and reduces false positive rate and false positive percentage.
Finally, by comparing the research and application analysis of artificial intelligence
technology in large data storage.

Keywords: Artificial Intelligence Technology · Big Data Mining · Textrank
Algorithm · Clustering Algorithm

1 Introduction

1.1 Background and Significance

With the continuous development of computer information technology, the amount of
data in all walks of life is growing explosively [1]. Big data has penetrated into all
aspects of life, but there is still a huge amount of unknown information and value hidden
behind the data, and its quantifiable value is almost equivalent to natural resources [2].
Therefore, such huge data resources urge various industries to carry out data-based
reform and establish standard data storage, analysis and utilization specifications. As
an important means to promote digital construction, data mining technology mainly
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uses clustering, classification, prediction and correlation methods to analyze massive
raw data, mine potential value information, and guide decision-making [3]. At present,
it is widely used in many fields such as medical treatment, finance, retail and so on.
The algorithm analyzes the internal relationship between parameters and indicators by
mining the potential association rules betweendata [4].With the acceleration of industrial
Internet of things, how to extract useful rules frommulti-dimensional, heterogeneous and
massive industrial control processes for regulating and controlling the entire industrial
production is a difficult problem in process control [5].

1.2 Related Work

Li s provides a method of evaluating stakeholder participatory innovation in a complex
multi-stakeholder environment for solving key problems [6, 7]. Based on the principle
of shared value creation, it proposed an evaluation framework, which describes the
process of social interaction and integrates their own resources and capabilities for
the development of innovative products and services [8, 9]. In order to evaluate this
evaluation framework, a large amount of data was collected in the study. This case
represents the environment ofmany stakeholders involved in the research and application
of artificial intelligence technology in large data mining [10, 11]. However, due to the
complexity of the message collection process, the data results are not very accurate.

1.3 Main Content

The innovation of this work is in the proposed clustering algorithm and TextRank algo-
rithm. Based on the research and application of AI technologies in BDM, evaluating the
research and application of AI technologies in BDM. Create a calculation method for
the TextRank algorithm in combination with a clustering algorithm to provide guidance
for researching and using AI technology in large data mining.

2 Research and Application Methods of AI Technology in BDM

2.1 Clustering Algorithm

As a multidisciplinary field, data mining can be defined in many ways. Even the defini-
tion of the term “data mining” does not fully cover the rich content it contains. Strictly
speaking, “data mining” in the industry is a broad concept, which should be more accu-
rately called “knowledge mining from data” or “knowledge discovery in data”. The
narrow sense of “data mining” is only a basic step in the whole process of knowledge
discovery.

After years of development, data mining algorithms have been divided into many
types, among which semi-supervised learning includes the clustering algorithm studied
in this paper. Clustering divides unlabeled data intomultiple clusters or classes composed
of several similar objects.

The clustering process divides the data objects of the data set into several different
clusters, which meets the clustering requirements as if the similarity of a cluster is the
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largest. If it is regarded as a global optimization problem, it means that the optimization
method can be used for clustering. Different data sets and different clustering rules
may lead to large deviation of clustering results. In order to analyze and evaluate the
clustering results, people have proposed clustering evaluation indicators with different
characteristics. These evaluation indexes can be used as the optimization objectives of
optimization method clustering.

The problem of clustering analysis is also included in the problem of data classifi-
cation. Its classification model has the attribute of unknownness. If it is not clear how
to classify, the data can be re-analyzed by clustering algorithm according to the differ-
ence in the intrinsic attributes of the data Appropriate grouping and classification, and
finally get the generated objects. For each cluster type, the similarity of the internal data
is relatively high. On the contrary, for the cluster type and the cluster type, the data is
basically not connected.

2.2 TextRank Algorithm

The TextRank algorithm is mainly used to generate text and abstract keywords, and the
page ranking algorithm is used to calculate the importance of web pages. If the entire
network is regarded as an LED graph, each web page is a node in the LED graph, and
there is a link between each web page, and the link can be expressed from one web page
to another web page in the corner. Several directed edges constitute a complete network.
Then the importance of web pages can be calculated by formula (1):

|A(Ni) = (1 − d) + d∗ ∑

je ln(Ni)

1/
Out(Nj)

s(Nj) (1)

Among them, is the frequency of words appearing in the text, S is the total number
of texts, and N is the number of texts where the word i appears.

E = Bj log

(
n

mi

)
(2)

The calculation of the TextRank algorithm fully considers the independence of a
single word from the overall document, but in actual situations, if a word appears more
frequently in the text, then the word should well reflect the text characteristics and should
be given a higher weight, this also leads to the lack of TextRank algorithm.

3 Research and Application Experiment of AI Technology in BDM

3.1 State Design of AI Technology Applied to Bg Data Mining

It can be seen development data processing and technical analysis involves integration,
network and complexity. Integrationmainly the continuous integration ofmany technical
tools with open interdisciplinary and interdisciplinary phenomena. The network gives
full play to the main role of the network, which can expand the processing capacity of
terminal equipment indefinitely and formpowerfulmanagement and control capabilities.
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In many ways, complexity means that different technical solutions are not limited to the
computer field, but can also be effectively used in business models, industry control and
financial decision-making.Bigdata design is perfectly driven.Literally, it is basedondata
as a design reference and foundation. Before data-driven design, you need to understand
two different types of data. For data research, researchers can analyze data through
various research methods. Producers’ motivations and behaviors to study their hidden
needs, and then check the results of data analysis and provide appropriate solutions as
soon as possible. Research data should start with qualitative data and quantitative data.

3.2 AI Technology Applied to Data Collection in BDM

Today, datamining technology has been applied tomany fields such as banking, telecom-
munications, insurance anddatamining, and can solvemanycommonbusiness problems.
The steps to process the above information using AI are as follows. Firstly process the
original data, fill in the remaining, eliminate abnormal data, etc., then use algorithms to
summarize and abstract the original data, and finally use data mining. The basic content
is AI technology applied to BDM data. The data is shown in the Table1.

Table 1. Data Table of AI technology applied to BDM

AI Mean standard Deviation Variance value Error rate

Data collection 97 24 12 40%

Data mining 87 48 22 38%

Data Classification 95 25 5 29%

From Table 1, we can get the relationship between data mining and AI. Knowledge
representation generally refers to a description of knowledge by a computer, and is a
description structure of data that can be accepted by a computer. Although there are still
many problems in the construction of data knowledge system, there are still some specific
knowledge representation methods in the process of researching AI: symbolic represen-
tation and connection mechanism representation. These two representation methods use
data mining technology to varying degrees. As far as AI technology itself is concerned,
its development should also be combined with people’s realities in life, and then con-
tinue to improve existing technologies. As a kind of big data technology, data mining
technology has certain limitations, but it can still provide the necessary impetus for the
current AI development.

4 Research and Application AI Technology in BDM

4.1 AI Technology in BDM

AI sample recognition means using computers to replace people or make people feel
like patterns. This is a simulation of people’s perception of the outside world. Research
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is a computer pattern recognition system, which is a technology that forces a computer
system to imitate people to receive external information and recognize and understand the
environment through perception. The first major achievement of AIwas the development
of chess programs that could solve problems.

Technology has made some progress in this field, including machine learning, neural
networks, computational consciousness and evolutionary computational data. Intelligent
learning is the basic way for computers to become intelligent. Starting from the study of
the problems related to the robot arm, and then reaching the best planning technology
to obtain the best sequence of robot motion as the goal, and finally successfully creating
artificial life. In the future, the successful development of intelligent AI life will surely
be a sign of breakthroughs in AI technology.

The internal relationship between the data is clearer. The results of the analysis are
presented in Fig. 1:

Fig. 1. The inner relationship between the data more clearly and the analysis results

As shown in the above figure, the increase in the number of nodes in the complex
will lead to a linear increase in the acceleration speed of the algorithm. Compare the
performance of data collection, data mining, and data classification through data. Set
support to 0.23 for frequent data mining through data collection, data mining and data
sorting.
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4.2 Experimental Data AI Technology in BDM

Data mining is closely related to AI technology, and even many key technologies are
consistent with each other. In particular, there is a high degree of consistency between
reasoning and data exploration. Whether it is traditional reasoning, non-logical reason-
ing, internal reasoning or model reasoning, it has high value. The basic principle is the
accuracy of reasoning. The efficiency and processing of manual data is of great signifi-
cance. Search engines are fully reflected in the data mining process. It will continuously
search for existing paths according to the needs of users, and set up a process for calcu-
lating cheaper conclusions. The efficiency of data retrieval directly determines the speed
of data retrieval. It can be seen that there are many connections between data production
technology and AI technology, especially at the intersection of technology. Therefore,
experiments are conducted on BDM. The experimental data are shown in Table 2.

Table 2. Experimental data Table of AI technology in BDM

experimental
project

Average
percentage

Ratio of standard
deviation

Proportion of
variance value

Error rate

Knowledge
representation

99% 88% 76% 12%

Search technology 87% 55% 78% 10%

Compressed
image

76% 66% 89% 9%

Through the analysis of Table 2, the data mining in this work has formed a new data
table, which is based on the development of education reform,

The data analysis results in the original database are shown in Fig. 2:
As shown in the figure, large data have high security, stability and portability. Knowl-

edge representation, search technology and compressed image used in the logistics chain
provide the requirement for decentralisation and non-deception, and use strong function
and distributed storage function to solve problems in data mining.



Application of Artificial Intelligence Technology in Big Data Nining 743

Average
percentage

Ra�o of
standard
devia�on

Propor�on
of variance

value
Error rate

Knowledge
representa�on 99% 88% 76% 12%

Search technology 87% 55% 78% 10%
Compressed image 76% 66% 89% 9%
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Fig. 2. Experimental data diagram of AI technology in BDM

Through the analysis of data mining and AI technology, it can be seen that its future
development direction is towards integration, networking and complexity. Integration
mainly refers to the continuous integration of several technical means. The phenomenon
of interdisciplinary and interdisciplinary is very obvious. Networking can make full use
of the core role of the network, unlimitedly expand the processing capabilities of terminal
equipment, and form powerfulmanagement and control capabilities. Complexity usually
means that different technical solutions are not limited to the computer field, but can also
be effectively used in business design, industrial management and financial decision-
making.

5 Conclusions

Although this work has done some research on the grouping algorithm and the text
algorithm. The research method and application of artificial intelligence technology to
BDM still have a lot of content worth in-depth study. Due to the influence of personal
ability and time, there are many steps in the decision-making process in this experiment
that do not involve more detailed parts.
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Abstract. The role of corporate credit rating in my country’s financial market
cannot be ignored more and more. Its significance lies in ensuring the safety of
investors’ funds and reducing information asymmetry between companies, finan-
cial institutions and individuals. The purpose of this paper is to use the data mining
algorithm to create a prediction model of enterprise credit, and to rate the credit of
unrated enterprises and enterprises whose rating information has not been updated
in time, so as to effectively improve the prediction accuracy. This document uses
powerful data mining technology to extract implicit, unknown and potentially use-
ful information from data to establish a credit rating model for private enterprises.
In the empirical process, this paper selects 150 listed private enterprises, including
75 non-ST enterprises with good operation and 75 ST enterprises with abnormal
financial situation. Comparing the model classification accuracy, it is found that
the model classification accuracy is increased from 80% to 87.5% after the selec-
tion of indicators, the operation speed is accelerated, the indicators are reduced,
and the explanatory ability of the model is improved.

Keywords: Data Mining · Credit Rating · Predictive Models · CART Algorithms

1 Introduction

Personal credit has become one of the important cornerstones of the operation of China’s
modern market economy, and the personal credit market in developed countries has also
developed earlier, and a relatively complete personal credit evaluation system, evalua-
tion organization, and personal credit information release website have been formed [1].
In contrast, China’s credit evaluation business has just started for more than 30 years,
and the development and growth of China’s credit evaluation companies are still in the
stage of continuous learning. It plays an important role in promoting the standardized
development of China Credit Rating Corporation, regulating the communication chan-
nels between individuals and enterprises, improving the efficiency of market economic
activities, and promoting the healthy development of China’s market economy. Can not
be ignored [2].

Many scholars at home and abroad have carried out research on the analysis of
enterprise credit rating prediction model based on data mining algorithm. Cash D looks
at whether credit rating agencies (CRAs) could play a greater role in ECs in achieving
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these specific goals, both given their influence in the market and their approach to rating
governance. Based on a normative methodology, on which to contextualize the issue
and make recommendations for methodological changes that the CRA could develop.
Findings found that CRAmay play a greater role in achieving EC goals [3]. Liswaniso S
is designed to evaluate the performance of Chi-Square Automatic Interaction Detector
(CHAID) and Classification and Regression Tree (CART) data mining algorithms in
predicting egg weight based on different egg characteristics such as egg length (EL),
egg width, shell weight, etc. (SW), shell thickness (ST), egg white weight (AW), yolk
height (YH), yolk width (YD) and yolk weight (YW). For this purpose, 364 domestic
free-range eggs were used. A good fit test was performed to compare the predictive
performance of these algorithms [4]. Tayfor NB primarily aims to use data mining
techniques to classify cancer datasets into blood cancers and in vitro cancers based on
predefined andmeta-defined information obtained after blood andCT scans. UseWEKA
data mining tools to perform 10-fold cross-validation, evaluate and compare different
classification algorithms, extract important information from datasets, and accurately
determine the most suitable predictive model [5]. Therefore, it is imperative to establish
a corporate credit rating model and reasonably measure risks.

On the basis of domestic enterprise credit risk assessment research results, accord-
ing to the characteristics of Chinese enterprises, using the powerful data mining method
based on neural network, this paper conducts in-depth research on the theoretical model
and technical issues of Chinese enterprise credit assessment, and proposes several mean-
ingful results and provide targeted guidance. From the perspective of the actual use of
enterprises, it is possible to make reasonable predictions on the credit scores of some
enterprises, and individual investors can also use them easily and conveniently, which
reduces the cost and reduces the trouble caused by information asymmetry, thereby
reducing the possibility of individual investors. Economic losses. For the company, it
can be implemented by checking the deficiencies of its own information in the model to
improve the enterprise credit score.

2 Research on Enterprise Credit Rating Prediction Model Based
on Data Mining Algorithm

2.1 Meaning of Credit Rating

(1) Credit rating is a comprehensive reflection of an enterprise’s performance and
solvency.

According to the generation and development, credit evaluation can be divided
into broad sense and narrow sense. In a narrow sense, credit evaluation is an evalua-
tion of the company’s repayment situation, contract performance and integrity level;
the so-called social credit rating includes subjects in various fields; in a broad sense,
credit rating refers to various market participants and various financial instruments.
The issuer’s ability and credibility to fulfill various financial commitments [6, 7].

(2) The key content of credit rating.
Credit evaluation is divided into two aspects: debt repayment evaluation and

debt repayment evaluation. Repayment ability refers to the ability of enterprises and
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related parties to form capital flows in business activities, the ability of enterprises
to realize debt activities and form capital flows, as well as the pressure of enterprises
to repay debts and the pressure of capital payment necessary for normal operations.
Compare [8]. Debt repayment abilitymainly refers to whether the creditor is willing
to repay the debt in time and whether the debt repayment history has a history of
arrears [9, 10].

(3) Specific symbols for credit ratings.
The credit rating symbol indicates that the rating result is a simple and easy-to-

understand method, and the credit rating level is strictly divided, such as AAA, AA,
A, BBB, BB, B, CCC, CC, C, D and other symbols are generally used. Represents
ten levels. Once investors understand the basic meaning of each symbol, they can
understand the risk situation of the investment object [11].

2.2 Data Mining

Data mining, also known as knowledge discovery, data mining, etc., refers to the process
of extracting correct, new, potentially useful and understandable knowledge from large
amounts of data [12, 13]. Datamining can perform classification prediction, cluster anal-
ysis, association rules and sequence patterns, association analysis, anomaly monitoring
and trend analysis [14].

From a business point of view, the role of data mining is to find “gold nuggets” in the
“data mine” to help companies reduce unnecessary investments and improve return on
capital. Innovative companies around theworld have begun to use datamining techniques
to identify who their most valuable customers are and redesign their product promotion
strategies to achieve best sales at the lowest cost [15, 16].

2.3 Rating Model

The establishment algorithm of the rating model:
The first step is the comprehensive preprocessing of the data;
The second step selects important variables, establishes a CART decision tree, and

extracts classification rules at the same time;
The third step is to determine the degree of influence of each attribute on the decision

tree, that is, the weight of each attribute, according to the contribution of each attribute
to the tree construction and pruning process;

The fourth step is to differentiate each attribute and determine the relative importance
and rank in the specific attribute according to the list of attributes related to the decision
attribute and the credit rating of the decision category.

3 Investigation and Research on the PredictionModel of Enterprise
Credit Rating Based on Data Mining Algorithm

3.1 Selection of Samples

The samples selected in this paper are all listed companies in 2020, with a total of
150 samples, and all data are from the wind database. The selected listed companies are
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divided into two categories, one is: ST companies, the financial status of such companies
is abnormal, and the selected samples are 75; the other is: non-ST companies, with
excellent operating performance and normal financial status, the selected samples The
same is 75.

3.2 Selection of Indicators

For the selected 150 listed private enterprises, this paper selects 20 indicators from the six
aspects of capital structure, profitability, operating ability, solvency, growth ability and
cash flow,which can comprehensively and accurately reflect the risk status of enterprises.

The measurement method of the attributes of the CART algorithm is based on the
GINI coefficient, the smaller the coefficient, the more reasonable the division. The cat-
egorical attribute C of the dataset S has m different discrete attribute values c1, c2,…,
cm,

“That is, there are m categories of records in S, then its GINI coefficient is

Gini = 1−
m∑

i=1

P2
i (1)

Where Pi is the frequency of occurrence of category ci. If attribute A is used to divide
dataset S into two parts S1, S2. Then the GINI coefficient of this division is:

Gini(S) = (S1/S) × Gini(S1)+ (S1/S) × Gini(S2) (2)

Among them, S1 and S2 are the number of samples of these two parts, respectively.

4 Analysis and Research of Enterprise Credit Rating Prediction
Model Based on Data Mining Algorithm

4.1 Model Sample Analysis

There are 150 samples selected in this paper, and the training set contains 110 samples,
including 55 samples in ST and non-ST classes; 55 samples in test set, and 26 samples
in ST and non-ST classes. In the above-mentioned empirical analysis stage, a model is
established based on such a sample situation and the classification accuracy of the model
is analyzed. The following empirical process will test whether the model is robust under
the above-mentioned sample conditions, that is, what is the minimum sample size, and
the model can better classify the credit of enterprises.

As shown in Fig. 1, when the number of samples is small (20 samples), although
the sample classification accuracy is greater than 85%, the model is over-fitting, and the
model is still in an unstable state. As the number increases, the classification accuracy
begins to decline. When the number of samples reaches 60, the classification accuracy
fluctuates in a small range, and the average accuracy reaches more than 75%. The model
is robust and can better rate enterprises. Therefore, this paper selects 150 samples to
establish the model for the two types of credit rating of private enterprises is robust, and
the result analysis is effective.
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Fig. 1. Sample Increase Model Accuracy Analysis

4.2 Cost Sensitivity Analysis

In addition to the accuracy analysis of the model, it is also necessary to consider the cost
of wrong decisions andmisclassification. The actual credit rating of private enterprises is
more concerned with the classification accuracy of ST enterprises, because the loss cost
of misjudging ST enterprises with abnormal financial conditions as non-ST enterprises
with excellent operating performance is far less than that caused by misjudging non-ST
enterprises as ST enterprises. Loss, as shown in Table 1.

Table 1. Rating Accuracy Comparison

Non-ST enterprise ST enterprise Sensitivity

Training samples 46 4 90%

Test sample 24 3 85%

As can be seen from Fig. 2, the classification accuracy of the model for training sam-
ples is 87.5%, of which the non-ST classification accuracy is 90%, and the ST business
classification accuracy is 85%. In the test sample, the model’s prediction accuracy for
both ST companies and non-ST companies declined, with an overall sampling accuracy
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of 87.5%. Assuming that the average classification accuracy of the model is greater than
85%, a certain range of accuracy drop is acceptable. Therefore, the model in this paper
has high prediction accuracy and true sensitivity in ST and non-ST companies, and is
relatively stable, non-ST companies and ST companies are classified.

5 Conclusions

With the gradual progress of our economic system reform, the enterprise economy is
showing a rapid upward trend. With the expansion of business scale and lack of funds,
their demand and desire for funds continues to increase, and internal financing methods
such as profit retention and capital accumulation are increasingly unable tomeet business
development and external needs. Financing has gradually become a prerequisite for
further industrial upgrading of private enterprises. However, due to the large adverse
selection risk and moral hazard of the enterprise itself, the indirect financing channel
of the enterprise is narrow. The difficulty of financing has seriously hindered its growth
and has become a narrow point of business development. Therefore, enterprise credit
rating index system and evaluation method, formulation of scientific and realistic private
enterprise credit rating prediction model, and objective evaluation of enterprise credit
rating are particularly important.
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Abstract. Due to the complexity and openness of financial market system, there
are complex relationships among its internal economic variables. Understanding
the fluctuation law of the financial market is of great value for improving peo-
ple’s ability to prevent financial risks. This paper mainly studies the application
of machine learning algorithm in financial market risk prediction. In this paper,
LSTM algorithm is analyzed firstly, and the forgetting gate, input gate and output
gate of repetitive structure are analyzed in detail. LSTM xgboo hybrid forecasting
method is designed by combining LSTM and xgboost methods. The traditional
LSTM algorithm is compared with the improved LSTM algorithm by using the
collected data of Shanghai Stock Exchange Index and Shenzhen Stock Exchange
Index. The results show that the improved LSTM algorithm is superior to the
traditional machine learning algorithm.

Keywords: Machine Learning · Financial Market · Risk Prediction · Lstm
Algorithm

1 Introduction

With the rapid rise of economic globalization and digital economy, it has promoted the
rapid growth of the world economy. As a key link in the financial industry, the stock
market will affect economic fluctuations. How to effectively predict the stock price trend
has become the focus of many scholars and investors [1]. In the process of forecasting
stock prices, accurate, stable and effective models are very necessary. Because the pre-
dictability of stock prices has been verified, many researchers turn to predict stock price
fluctuations. Then, some scholars use a single model to predict stock prices. However,
because the trend of stock changes is nonlinear and there are many factors that affect the
fluctuation of stock prices, it is unilateral to rely on a single model to predict. With the
emergence of this problem, researchers applied portfolio model to stock forecasting and
achieved good forecasting results [2]. This paper uses artificial intelligence technology to
continuously explore the combination model with better financial time series prediction
effect, which meets the application requirements under the current environment, and has
certain theoretical significance and application value. How to predict the change trend
of stock price has become the focus of many scholars and investors [3]. The rise and
fall of stock prices are affected by many complex factors. Due to the nonlinearity and
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irregularity of the stock time series, how to accurately predict the stock time series is still
a prominent problem faced by modern social economy and social organizations. There-
fore, accurate prediction of stock time series is generally considered as one of the most
challenging world problems. With the continuous development of the field of artificial
intelligence, many researchers use modern technology to predict financial trends.

Stock market is one of the key variables in the field of financial market. The fluc-
tuation and trend of stock price has always been the focus of scholars and financial
participants at home and abroad. In order to study stock price fluctuations more reason-
ably and improve the accuracy of prediction, scholars have put forward many prediction
models [4]. Such as the linear regression model and the gray prediction model, the self-
reflective model under heterocentricity conditions (arcs), the generalized self-reflective
model under heterocentricity conditions (GARCH), the Self-Reflective Moving Mean
Model (ARMA)and theDifferential Self-ReflectiveMovingMeanModel (ARMA)com-
monly used in econometrics, Vector Support Machine (SVM), the neural network (NN)
and other algorithms commonly used in the field of computer science, as well as fractal
theory and methods [5]. Some scholars use the machine learning model to calculate the
stock risk premium and find that the optimal model is regression tree and neural network
[6]. In some cases, compared with linear regression method, the return of investment
strategy constructed by machine learning model is twice that of linear method. Other
scholars used the support vector machine model to model the high-frequency limit order
book data to predict the trend of the middle price of the stock in the limit order book,
and found that the model has a good prediction effect on the short-term price trend [7].

By systematically testing the performance of variousmodels, this paper improves the
empirical research on machine learning models in the field of financial risk prediction,
enriches the research results for the application of financial risk prediction and machine
learning, and provides ideas for more in-depth research on financial risk prediction and
the theory and application of machine learning models.

2 Financial Forecasting Model based on LSTM

2.1 LSTM Algorithm

Machine learning is outstanding in predictingmultidimensional and heterogeneous data,
which makes the application of machine learning algorithm in financial stock prediction
become a research hotspot at this stage. When predicting non time series data, neural
network ANN and other model algorithms are usually used for prediction [8]. However,
RNN, LSTM, and CNN are commonly used to predict time series data.

RNN cannot learn the information that the connection steps are too far apart, which
is a long-term dependency problem [9]. In the later stage, many studies improved and
popularized it, so that it could be popularized and applied. In the standard RNNs, there is
a module chain form of neural network repetition, and this part often has such a simple
structure as a single tanh layer.

Similarly, as an improved RNN, LSTM also has this chain structure. However, the
structure of the repeating module is interacted by four neural networks in a special way
[10].
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There are three types of gates in the repeating module structure of LSTM: forgetting
the gate, the entrance gate, the exit gate. The well-designed gate structure can be used
to delete or add information to cells. It is a method that allows selective transmission
of information. It consists of a neural network layer and point-to-point function. The
sigmoid layer produces a number between 0 and 1, which describes how much infor-
mation each component can carry, and maps the memory attenuation factor. 0 means no
quantity is allowed to pass, 1 means any quantity can pass. Three different types of gate
can effectively protect and control its cell condition.

The function of the forgetting gate is to control the memory unit and determine the
extent to which the state of the previous moment reaches the present moment according
to the memory attenuation coefficient. Forgetting gate is the guarantee that LSTM can
remember long-term memory. The detailed calculation formula is as follows:

ft = σ(Wf · [ht−1, xt] + bf ) (1)

The input gate determines how many inputs at the current time are reserved to
the current status, and is mainly responsible for updating the cell status. Forget some
information and remember some new information. The detailed calculation formula is
as follows:

it = σ(Wi · [ht−1, xt] + bi) (2)

After forgetting, entering and selecting, the information needs to be updated and
saved to the next cell status. The specific operations are shown in formula (3):

Ct = ft ∗ Ct−1 + it ∗ Ct (3)

The last step in structure design is to determine what value will come out? The value
is filtered based on the state of the cell. First, an output gate is used to determine what
part of the cell state is the production. The function is then used to process the cell state,
multiplied by the output gate to determine the output portion of the information.

2.2 Construction of LSTM Prediction Model

In this paper, LSTMxgboo hybrid predictionmodel is designed by combiningLSTMand
xgboost. First, interpolate and sort the data set to avoid possible confusion and missing
values in the original data table. Next, take the converted time information and stock price
rise and fall of the data samples in the stock data list as the prediction data set, input the
xgboost model, complete the training and save the training results. Then, input attribute
values such as “open” and “close” in the prediction model for prediction, reconstruct
the training data and time data of different characteristics, use the reconstructed data set
as the test set for prediction after training, and set different parameters according to the
actual prediction results. Finally, the model has the best training effect.

In this paper, the workflow of building LSTM xgboost model is as follows:
Obtain the historical attribute data of the stock index as the initial experimental data

set of this experiment, and then deal with the missing values and sorting of the data set;
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The time data and “date” attribute in the test set are decomposed into three attributes,
referred to as time component;

The technology in the antenna package is used to build the neural network model.
The project characteristics of stock prediction in the stock history data set are trained
respectively, and the prediction model is established. In model LSTM_ Size = 128, unit
= 256, batch processing, forgetting rate is set to 0.4.

Recombine the prediction results with the “time characteristics” to build a “stock
price” test set;

The xgboost algorithm is implemented by using the xgbregressor method in the
sklearn package to train the attributes of the stock history dataset, such as the adjustment
threshold and “time component”, and build a prediction model;

The stock price rise and fall prediction model then predicts the reformulated “text”
data samples after LSTM prediction. Compared with other models, the algorithm uses
the original default parameters.

Finally, by comparing the actual value with the predicted value, the performance of
the model designed in this paper in stock price prediction is evaluated.

3 Simulation Experiment of Financial Forecasting Model based
on LSTM

3.1 Simulation Experiment Platform

The experimental environment parameters of this chapter are as follows: the computer
processor is Intel i7, the CPU is dual core and four threads, the windows10 operating
system is adopted, and pycharm is used as the experimental simulation platform. The
compiling language of this experiment is python.

3.2 Experimental Data

The financial time series used in the experiment are two financial data sets, including
Shanghai Stock Exchange Index and Shenzhen index. The data index time series is from
January 2016 to February 2020.

(1) Data characteristics and labels
The dataset uses the same feature set, which contains 13 features: opening price
(open), closing price (close), highest price (HI), lowest price (10W), trading volume
(volume), p_change, 5-day average (Ma5), 10 day average (mal0), 20 day average
(mA20), 5-day variation average (v\u Ma5), 10 day variation average (v\u mal0),
20 day variation average (v\u mA20), turnover rate (turnoverr). V_ Ma variation
average is the average calculated by adding the opening price, closing price, highest
price and lowest price of each trading day and dividing by 4.

(2) (2) Data preprocessing
First, take the 20th day as the sliding window to change the two-dimensional data
set into the three-dimensional data set. According to the time series, the data of
every 20 trading days corresponds to a tag, and the tag value is the tag of the 20th
day. Data sets are generated circularly from the first trading day.
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Secondly, each data is normalized so that the value range of each feature is
between 0 and L.

Finally, the three-dimensional and normalized data sets are divided into training set,
verification set and test set according to the ratio of 6:2:2.

3.3 Evaluation Function

The following five indicators are used to evaluate the classification performance of the
classification algorithm: accuracy, precision, recall, FL and AUC.

AUC is the area below the ROC curve. The curve is the characteristic working curve
of the subject. The horizontal axis of the curve is the vertical axis, equal to the retraction
rate. In the binary classification problem, ROC curve generates different TPR and fpr
values from the prediction results according to different thresholds, and connects TPR
and fpr into a curve. The AUC value range is between 0 and 1. The closer the AUC value
is to 1, the better the classification effect of the algorithm is. If AUC value is lower than
0.5, random guess is better than this algorithm.

4 Analysis of Simulation Experiment Results

4.1 Analysis Results of Traditional LSTM Model

As shown in Fig. 1 and table 1, the accuracy, precision, recall, F1 and AUC of Shanghai
composite index are 0.44, 0.49, 0.53, 0.53 and 0.40 respectively; The accuracy of Shen-
zhen index is 0.41, precision is 0.51, recall is 0.73, F1 value is 0.57 and AUC is 0.47
From the above experimental results, it can be shown that the prediction performance
of the traditional LSTM is equivalent to that of a weak learner.

Table1. Predicted performance table of LSTM

Accuracy Precision Recall F1 AUC

Shanghai Stock Exchange Index 0.44 0.49 0.53 0.53 0.40

Shenzhen index 0.41 0.51 0.73 0.57 0.47
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Fig. 1. Statistics of traditional LSTM prediction results

4.2 Comparison between Improved LSTM Model and other Algorithms

As shown in Fig. 2, this is a comparison between the accuracy of the improved LSTM
algorithm and the integrated MLP and traditional LSTM algorithms. The prediction
effect of the improved LSTM algorithm is better than that of the integrated MLP and
traditional LSTM algorithm. The results show that the improved LSTM algorithm is
superior to the integrated MLP algorithm and the traditional LSTM algorithm.
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5 Conclusions

Using machine learning algorithm to predict financial stocks has become a hot spot and
trend of existing research, and relevant experiments have confirmed that investors benefit
from the prediction results of this method. The multidimensional and heterogeneous
input characteristics comprehensively analyze the stock from the technical and basic
aspects. The complex and diverse input features of stock forecasting make it necessary
to consider the combination of various types of input features in feature selection. This
paper uses the combination forecasting method of LSTM and xgboost to construct a
financial risk forecasting model based on machine learning. The experimental results
show that the performanceof thefinancial risk forecastingmodel constructed in this paper
is higher than that of the traditional machine learning model. However, there are many
factors that affect the price fluctuation of the stock market, including investor sentiment,
major natural disasters, economic crisis and other uncertainties and forcemajeure factors.
Therefore, if you want to predict the stock price fluctuation more accurately, you need to
fully consider the main influencing factors in all aspects. These issues need to be further
studied.
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Abstract. Financial institutions must clarify the logical relationship of supply
chain finance operations, objectively evaluate the qualifications of credit entities,
and strengthen credit risk early warning and prevention in order to survive in the
fierce competition of supply chain finance. The purpose of this paper is to study
the credit risk assessment model of supply chain finance based on the background
of big data. Combined with the characteristics of the automobile industry and sup-
ply chain business, the selection principle and selection process of indicators are
introduced, and the evaluation system of the financial credit risk of the automobile
industry supply chain is constructed through the combination of qualitative and
quantitative. Then, the model analysis of the credit risk of supply chain finance is
carried out, and an empirical study is carried out on the supply chain finance of the
automobile industry through four parts: data source and description, sample selec-
tion, principal component analysis method and logistic model regression analysis.
Finally, the comprehensive accuracy rate of model prediction is It is 92.5%, and it
is concluded that the credit risk assessment system constructed in this paper and
the robust model adopted in this paper have high accuracy and applicability in
assessing credit risk.

Keywords: Big Data Technology · Financial Credit · Risk Assessment ·
Assessment Model

1 Introduction

At present, with the wide application of my country’s supply chain model and the inno-
vation of the supply chain financial order, a series of problems have arisen, which are
directly reflected in the entire social life [1]. Credit risk assessment is the premise of
financing activities. Compared with traditional financing models, supply chain finance
makes traditional risk credit assessment methods no longer applicable due to numerous
participants, complex business models and different application industries [2]. So how
to formulate an effective credit risk assessment method under the supply chain finan-
cial model according to the industry characteristics of new energy vehicles is the key
difficulty in expanding market financing. If it can be solved, it will become a powerful
engine to promote the development of the new energy industry [3, 4].
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Credit risk assessment is a key step before financing activities. The parallel social
spider algorithm proposed by Shukla UP designs a credit card lending model. Appropri-
ate changes have been made to coding concepts and matching processes to effectively
address credit rating issues. Tests are performed against many available standard credit
card data, such as German, Australian, and Japanese credit card data. This algorithm
performs better than the algorithms used by K-mean, Parallel Real Genetic Algorithm,
and Parallel Particle Swarm Optimization (PPSO). The profile metrics obtained from
different specific algorithms on the German dataset are: 0.56% for K-mean and 0.86%
for real-coded genetic algorithms [5]. Kalimashi helps users understand the operational
aspects of financial transaction processes and review processes in order to properly
assess a bank’s credit risk. Explore scientific considerations related to the importance
and development of financial management information for local and international finan-
cial institutions. Describe the relationship between reviewing financial information and
managing customer credit risk associated with bank spending [6]. Therefore, it is nec-
essary to investigate the credit risk of the financial supply chain in order to promote the
healthy improvement of the supply chain in my country [7].

The main objective of this paper is the financial risk of the supply chain industry
chain.After introducing the concept andmethod of traditional supply chainmanagement,
the concept, service structure and method of financial supply chain supply are deeply
studied. This paper analyzes the unique credit risk characteristics of the automotive
supply chain in detail. According to the characteristics of the supply chain and the cost
of automation, develop the financial risk index system of automated chain supply supply
and conduct capability analysis.

2 Research on the Credit Risk Assessment Model of Supply Chain
Finance under the Background of Big Data

2.1 Supply Chain Finance

At present, there is no precise definition of supply chain spending, and there are certain
differences in our understanding of supply chain spending. Supply chain budgets are
very different from traditional spending. Its performance depends on the financial needs
of supply chain participants [8, 9]. On the one hand, due to the shortage of fixed assets
and deficits in spending plans, it is difficult for supply chain participants to obtain funds
fromfinancial institutions through traditional channels, and expenditure costs are uneven;
institutional benefits are limited. Compared with other financial services, my country’s
financial institutions are more willing to participate in the main credit, as well as risk
prevention methods and technologies [10, 11].

2.2 Logistic Model

Logistic model is a generalized linear regression analysis model, which is mainly used
to predict the influence of various factors on events and the probability of occurrence
of events. It is widely used in various fields [12]. The dependent variable of the logistic
model usually needs to obey the binomial distribution, so instead of using the least
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squares method, the maximum likelihood method is used for regression. The value of
the model dependent variable can only take “0” or “1”. When the value is “1”, it means
that the event occurs, and when the value is “0”, it means that the event does not occur
[13, 14].

2.3 Build an Indicator System

(1) The principle of comprehensiveness
There is more than one factor that affects the credit risk of supply chain

finance, so we should pay attention to the comprehensiveness of the indicators
when selecting the corresponding evaluation indicators [15].

(2) Scientific principles
There are both quantitative and qualitative factors that affect the credit risk

of supply chain finance. In addition, when considering the scientific nature of the
indicators, attention should also be paid to the relationship between the indicators
and the practical significance of each indicator, which are contradictory, repetitive
or unrealistic. Significance indicators should not be selected [16].

(3) The principle of operability
In the face of a large number of indicators, necessary trade-offs should be made,

and those indicators that are easy to collect and quantify should be selected as much
as possible. For those indicators that are repetitive, meaningless, and difficult to
collect and quantify, without affecting the comprehensiveness and scientificity of
the evaluation system. Can be appropriately discarded [17].

2.4 Constructing Risk Indicators

Macroeconomic environment: No matter what nature or type of enterprise, the specific
production and operation are inseparable from the influence of the specific economic
environment in which it is located. Therefore, changes in the macroeconomic envi-
ronment will directly bring about the development of financing enterprises. Influence,
further affects the repayment ability of financing enterprises [18].

Industry development potential: The investigation of industry development potential
ismainly carried out from two aspects: the life cycle stage of the industry and the intensity
of market competition. Through the inspection of these two indicators, we can judge the
future development trend of the industry and the management capabilities of enterprises
in the industry.

Operational Capability: Operational capability is a reflection of an enterprise’s oper-
ating level and capital utilization efficiency, and reveals how the enterprise manages
various assets it owns.

Profitability: Profitability reveals the efficiency with which a business creates value.
If the company has strong profitability, it can achieve stable growth in operating income,
be able to repay bank loans on time, and have low credit risk. The profitability of a
company can be measured by indicators such as operating profit rate and return on
equity.

Solvency: Solvency reveals the ability of an enterprise to use its assets to repay debts
owed, and is one of the key indicators for judging the financial status of an enterprise.
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Pledge status: Pledge status is an important concern for banks in the credit review
process, because commercial banks first evaluate the value of the pledge before granting
credit to the financing enterprise, and determine the loan amount based on the final result,
once the trustee defaults, the value of the pledge is the guarantee for the bank to make
up its own losses.

3 Investigation and Research on the Credit Risk Assessment Model
of Supply Chain Finance under the Background of Big Data

3.1 Sample Collection

This paper selects the data of 50 auto dealers from 2019 to 2021 as the research sample
data, a total of 100 samples, and the data comes from a domestic bank’s public credit
database. The selected car dealership brands include luxury brands such as Mercedes-
Benz,Audi andBMW, aswell asmid-end brands such as FAW-Volkswagen. The regional
distribution of the sample data is relatively scattered, with a total of 15 cities, including
municipalities, provincial capitals and other cities, fully considering the diversity of the
samples. Since most of the manufacturers of automobile brands selected in the sample
are Sino-foreign joint ventures, traditional financial indicators such as macroeconomic
environment and profitability within the sample range are selected. The guarantee effec-
tiveness index is defined by whether a tripartite agreement is signed, and the industry
status index is The annual sales growth rate is used as a comprehensive indicator to mea-
sure the core vehicle manufacturers, and the data sources are corporate announcements
and internal bank databases.

3.2 Regression Analysis Based on Logistic Model

This paper finally adopts the Logistic model to measure the risk level of auto dealers.
Suppose P(Z = 1|K) = Pi is the conditional probability of the dealer default, where
Z represents the default risk of the financing company, K = 1 represents the company
defaults, and K= 0 represents the company repays the principal and interest on time. K
= (K1, K2,…Kp)T is a P-dimensional random variable, and Y represents the influencing
factors of corporate default risk. β = (β 1, β 2,… β k) T is the Logistic coefficient of
the independent variable Y, β 0 is a constant term, and the model is:

Pi = 1

1+ e−zi
(1)

zi = β0 + β1β1i + β2β2i + ...βmβmi = β0 +
∑m

k=1
βkKki (2)

This function is a (0, 1) increasing function. The closer thePvalue is to 1, the lower the
corporate credit level and the higher the probability of default. After principal component
analysis, 8 new variables were selected as independent variables for regression analysis
(K1, K2, K3, K4, K5, K6, K7, K8), and Logistic binomial regression was performed by
SPSS22 software. The five independent variables K1, K2, K4, K6 and K7 were all more
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than 95% significant and were retained in the equation. Therefore, the logistic regression
equation is:

Pi = 1

1+ e−(−2.463−0.254K1+1.56K2−1.836K4−0.254K6−1.356K7)
(3)

In the equation, P represents the default probability of auto dealers. If the value of
P is closer to 1, it means that the company is more likely to fail to repay the principal
and interest; the closer the value of P is to 0, the lower the possibility of the company
defaulting. According to the absolute value of the regression coefficient, the degree of
influence of this factor on the default risk probability of auto dealers can be judged. The
larger the absolute value, the deeper the degree of influence. In addition, the positive or
negative sign of the coefficient represents the correlation between its default influencing
factors and the default probability, and the positive sign represents a positive correlation
with the P value. The larger the factor, the greater the dealer default probability.

4 Analysis and Research on the Credit Risk Assessment Model
of Supply Chain Finance under the Background of Big Data

4.1 Omnibus Test of Model Coefficients

The Omnibus test of the model coefficients is shown in Table 1, and the sig. Are all less
than 0.02, as shown in Fig. 1. It shows that the results of the Logistic regression equation
are significant, and the factors such as macroeconomic environment factors, industry
development potential factors, operating factors, profitability factors, debt repayment
factors and pledge conditions extracted by principal component analysis in this paper are
all consistent with the research object of this paper, namely online There is a significant
relationship between the credit risk assessment of supply chain finance, so the model
measurement used in this paper has practical operational significance.

Table 1. Omnibus test for model coefficients

step Bangla degrees of freedom salience

step 63.5 8 0.01

piece 63.5 10 0.001

Model 63.5 9 0.004
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Fig. 1. Test results

4.2 Empirical Results

Logistic model test will have two results. One result is that the model judges companies
that do not have default risk as having default risk; and the other is that companies with
default risk that were originally set as risk groups are judged to have no default risk.
The model makes predictions among 50 companies in the auto industry. Among the 40
companies that do not have default risks, 38 predictions are correct, with an accuracy
rate of 95%. Among the 10 companies with default risks, 9 predictions are correct. The
correct rate is 90%, and the comprehensive correct rate is 92.5%. It can be seen that the
model has a good effect on corporate default risk prediction, as shown in Fig. 2.
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Fig. 2. Empirical Results
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This paper uses a logistic model to assess the credit risk of automotive supply chain
financing. It can be seen that the model in this paper can effectively evaluate the credit
risk indicators of the automotive supply chain, such as the solvency and profitability of
financing companies, and has significant corresponding effects. Facts have proved that
the index system and robust model measurement method constructed in this paper can
be widely used in risk assessment.

5 Conclusions

This paper conducts an in-depth study on the supply chain financial business of my
country’s automobile industry, and draws some relatively novel conclusions. A com-
prehensive measurement of risk can be used as a follow-up research direction. In my
country, the number of small and medium-sized enterprises is huge and the degree of
information disclosure is low, and it is difficult to collect data. Therefore, this paper
only selects a domestic bank to conduct research on supply chain financial credit risk
of small and medium-sized enterprises in the public credit database, and fails to cover
all small and medium-sized enterprises. In the study, the sample size can be expanded
to obtain more accurate results. In terms of industry selection, not all industries are
involved in this financial business, and only well-developed industries can be selected
for research, which is underrepresented. In the future research, the supply chain financial
credit risk of different industries can be compared and studied to obtain more accurate
and comprehensive research conclusions.
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Abstract. With the rapid development of big data today, the huge amount of data
has made many people see its value. In order to display data more intuitively and
friendly, data visualization technology is constantly developing. The purpose of
this paper is to study the design and implementation of large-screen 3D data visu-
alization based on RFG-SVM algorithm, and propose a feature-weighted support
vector machine RFG-SVM algorithm, which is improved and modified on the tra-
ditional support vector machine algorithm. Select Gaussian weighted kernel func-
tion, appropriate penalty coefficient and kernel function parameters to construct
and solve the optimization problem. Memory usage optimization is achieved by
calling the cleanup memory API in ECharts - the dispose() method. After tuning,
the memory occupied by the browser is basically kept at 300MB, which achieves
the effect of reducing the memory usage of the browser and reducing the freeze.
Real-time large-screen performance optimization is achieved through throttling
design. After optimization, the average response time of real-time views is 274ms,
and the response time of views is significantly improved.

Keywords: RFG-SVM Algorithm · 3D Data · Large-screen Visualization ·
Design and Implementation

1 Introduction

With the gradual expansion of the application scope of data visualization technology, its
influence is also increasing year by year, various institutions including universities, gov-
ernments, enterprises, etc. are conducting in-depth research on visualization technology,
and have established research groups for different fields. Realize the rapid development
of visualization. In the research of data visualization, people have not only paid attention
to how to visualize complex multi-dimensional data, but have begun to pay more atten-
tion to how visualization can better demonstrate the real-time and interactive analysis
capabilities of data [1]. As one of the intuitive display forms of data visualization tech-
nology, the 3D data visualization large screen can visualize complex multi-source data
in a limited window, and present the hidden business relationships behind large-scale
complex data in real time. It is widely used in finance, It can be used in various fields
such as medical treatment and urban transportation [2].
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Large visual screens arewidely used inmanyfields due to their superior performance.
Al-Kharusi I analyzes the spatial data coverage and data reuse properties of higher-
order, Hilbert, and Morton series and their impact on molecular dynamics simulation
performance. A simple cachingmodel is presented, and the results are consistent with the
timing results obtained for particle shock calculations on NVidia GeForce GTX960 and
Tesla P100 GPUs. Further analysis of the observed memory usage can further explain
the execution behavior of different rules based on the number of cache hits and memory
transactions. To our knowledge, this is the first study of memory analysis and data
coverage problems for molecular dynamics simulations of Lennard-Jones pumps on
NVidia’s Maxwell and Tesla architectures [3]. Semple TL provides a comprehensive
workflow for manipulating and viewing 3D data, with basic and advanced options for
creating images, videos and interactive 3D-PDFs from volume settings and surfacemesh
adjustments. The importance of visualization for quantitative analysis of invertebrate
morphology from3Ddata is discussed, and example designs are provided to demonstrate
different options for creating 3D designs for publication. Asmore biology journals adopt
3D-PDF as a standard option, research onmicroscopic invertebrates and other organisms
can be presented in high-resolution 3D images, enhancing scientific communication [4].
Angela used drone imagery to assess the impact of the periodic appearance of cicadas
in mixed forests. The aim was to assess the potential of this technology as a forest
health monitoring tool. We classified the cicada results using two possible classification
methods, one using the highest spectrum (MLC 1) extracted from leaf images, while
in the second method we added the leaf canopy model from leaf height (CHM) The
data, Digital Terrain Model (DTM) is extracted from Digital Terrain Model (DSM) -
Information During Classification (MLC 2) [5]. Therefore, the theoretical significance
and display significance of the design based on the RFG-SVM algorithm in this paper
are obvious.

The main research content of this paper is to design and implement a large screen
for 3D data visualization based on the RFG-SVM algorithm. It defines the construction
process of large screen visualization aiming at the application of large screen functions,
and realizes the creation of 3D graphics from reading a variety of data to 3D graphics.
Large-screenmanufacturing, large-screen operation applications and other complete sets
of services. It solves the problems of complex use, long learning curve, and the need for
professionals. A variety of simple and easy-to-understand interactive methods designed
in this system enable users to use it immediately, reducing the user learning curve and
use cost.

2 Research on Large Screen of 3D Data Visualization Based
on RFG-SVM Algorithm

2.1 Support Vector Machine (SVM)

As amachine learningmethod, support vector machine is helpful to learn and understand
the principle of support vector machine better. Learning can summarize and analyze the
historical information of existing things, so as to discover its inherent laws, and then
predict future behaviors. Machine learning refers to the method of artificial intelligence,
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by establishing a specific mathematical model, and then analyzing, training and learn-
ing existing historical data and results, and searching for a specific internal relation-
ship between these data and results. After the rules are established, certain regression
predictions or classification judgments can be made for future data and results [6, 7].

2.2 Feature Weighted Support Vector Machine (RFG-SVM)

Let the known training sample set D = {(x1,y1),(x2,y2),-,(xl,yl)}, χi =
(χ1

i , χ2
i , · · · , χn

i ) is an n-dimensional vector, and let the feature vector weights be
{w1,w2,…, wn}, the eigenvector weight is a constant calculated according to the algo-
rithm introduced in the previous section. For nonlinear classification problems [8, 9]. It
is defined as follows.

Then the feature weighted kernel function is:

Kp(χi, χj) = K(Pχi,Pχj) (1)

Apply feature weighted kernel function Gaussian feature weighted kernel function
to support vector machine:

Kp(χi, χj) = exp(−γ
∥
∥Pχi − Pχj

∥
∥2) (2)

2.3 Large-Screen Visualization

(1) Visualization chart
The built-in graphics of the large-screen designer are the result of indepen-

dent research and development, which can avoid the inconvenience of intellectual
property, services and documents caused by the use of third-party plug-ins. Users
can select charts according to their data visualization needs or use the chart type
automatic prompt function to quickly create charts [10, 11].

(2) Data warning
Users can define special effects for conditional display on the chart. When the

graphic data meets certain conditions, a series of graphic animations or flashing
effects can be displayed. Combined with monitoring and refresh, the application
of the large-screen front panel can alarm the data on the same panel, and the alarm
effect can also be set according to the alarm situation [12, 13].

(3) Automatic rotation
The indicator supports switching multiple chart styles at the same location, and

the data source of each chart can also be different. It also supports auto-rotation of
multiple chart and table elements using tab block elements, and even auto-rotation
of multiple templates. The switching time is set by the user, and the user can
also change the automatic switching to manual switching [14, 15]. Additionally,
maps such as scene maps, logic trees, and carousel objects have their own carousel
capabilities. By moving parameters, an image can be rotated while connecting
local elements to display multiple scenes on a large screen model. And data size.
Autorotate is not limited to charts. For some projects, it is normal to use automatic
scrolling or display scrolling, such as automatic scrolling of large lists (ie, marquee
effect), automatic scrolling of KPI cards, etc. [16].
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3 Design and Development of Large-screen 3D Data Visualization
Based on RFG-SVM Algorithm

3.1 Development Environment

(1) Software environment
Mac OS: v10.13.5
Webstorm: v2020
Google Chrome: v87
MongoDB: v6.14.10
Vue: v2.9.3
@vue/cli:v4.5.10
Node.js: v14.15.4

(2) Hardware environment
Processor: 2.5 GHz Intel Core i7
Memory: 16 GB 1600 MHz DDR3
Hard Disk: 500GB
Display: 15.4 inches, 2880 x 1800 resolution

3.2 System Architecture Design

(1) System physical architecture design
The C/S (Client/Server, client server) mode is superior to the B/S mode in

terms of graphics performance and running speed, but considering that the main
usage scenario of this platform is that users can The management, construction
and viewing of large-screen applications can be conveniently carried out through
the browser through the Internet in all kinds of industry occasions. At the same
time, the platform needs to optimize and expand platform functions in a timely and
convenient manner according to user feedback, and users can update synchronously
without re-downloading and installing specific client applications after the function
is upgraded.

(2) System logical architecture design
From top to bottom, the B/S architecture pattern is the interface layer, the

business logic layer and the data access layer.
Presentation layer: It mainly realizes the recognition of user operation instruc-

tions by the system, the transmission of background requests, and the display of
output results. For web applications, the form is a browser web page.

Business logic layer: It mainly accepts user instructions in the presentation layer,
and converts them into data operations in the data access layer. Finally, the information
returned by the data access layer is processed and processed according to the platform
business rules and returned to the presentation layer, which plays a linking role.

Data access layer: It mainly realizes receiving the database operation instructions
transmitted from the business logic layer, executing the corresponding library operation
and feeding back the encapsulated operation result information. The direct interaction
with the underlying database determines the system performance to a certain extent.
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3.3 Design of Core Functional Modules

(1) Multi-scene large-screen management module
The multi-scene large-screen management module is divided into four main

functions: scene creation, large-screen editing, large-screen preview and large-
screen publishing. A brand-new editable large-screen is created by the user-defined
business scene field. The screen project provides four quick function guides for
editing, deleting, previewing and publishing. Users can view all created scene field
large screens in the entire large screen management subsystem, and directly per-
form corresponding editing operations on the selected large screen according to the
shortcut function guidance of each large screen.

(2) Public visualization chart library
Important materials for creating large data visualizations for data analysis and

tracking are charts, maps, graphs, and other visual elements. Due to the complexity
and complexity of the data source, using different visualization charts for the same
data will show different information behind the data, and the types of data struc-
tures supported by different views are also different. In order to fully mine data
information in different business scenarios in a limited view, the platform provides
a rich type of public chart component library for building large data visualization
screens on the basis of componentized design.

(3) Graphical drag-and-drop editing module
Based on the rich and diverse public visualization chart library, the platform

provides users with a list of visual views that can be dragged and dropped. The user
selects a view and places it on the large-screen canvas by dragging and dropping it
with the mouse, and it can be freely dragged and placed on the canvas. Determine
the specific position of the visual view in the large screen and change the view
size by free stretching, and you can right-click to choose to configure the cascading
relationship between the views. In addition to the functional components developed
by the platform itself, the specific implementation of the above functions also needs
to be improved by external plug-ins.

4 Optimization Test of Large-screen 3D Data Visualization Based
on RFG-SVM Algorithm

4.1 Occupied Memory Optimization

As the number of large screens edited by users increases, even if the large visual screen
is closed immediately after editing, the browser memory continues to increase until the
browser memory reaches the critical value of garbage collection. After analysis, it is
found that the system can improve the rendering speed and ensure that the editing can be
returned at any time after the preview. The system has been adjusted in two aspects. One
is to set the browser to save only the information of the three newly opened large-screen
visualizations, which satisfies the first-in-first-out principle of the caching algorithm.
The second is to call the cleanup memory API in ECharts - the dispose() method. When
a new visual large screen is opened, the Dom element of the visual view in the previous
large screen is automatically cleaned and released. In order to reduce the memory usage
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of the browser and reduce the effect of freezing. After the relevant optimization of the
system, and the test results obtained are shown in Table 1:

Table 1. Performance comparison before and after tuning

Visualization of large screens 2 4 6 8 10

Before optimization 200 450 550 720 730

Optimized 185 295 300 300 301

Fig. 1. Comparison before and after tuning

It can be found from Fig. 1 that the memory occupied by the browser has been
improved to a certain extent when the first three large-scale visualization screens are
opened. After more than three large screens, since the system releases the large screens
previously cached, the memory occupied by the browser is basically kept at 300MB, so
the memory consumption is basically stable. It can be seen that the optimization scheme
implemented in this system reduces the impact of the increase in the number of large
screens on the memory consumption of the browser, and improves the performance of
the system.

4.2 Real-Time Large Screen Performance Optimization

This paper has carried out the throttling design. Throttling refers to setting a time period
in advance. When the time of the action to be executed is greater than or equal to this
period, the command is executed. That is to say, within the 3s interval set by the system,
if the real-time data table is updated multiple times, only the last operation will be
published to update the visual view. In this paper, the performance of the optimized
real-time large screen is tested again, and the test results are shown in Fig. 2:
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Fig. 2. Latency comparison before and after tuning

It can be seen from the figure that when the system is designed for throttling, the
response time of the view is significantly improved. The average response time for the
live view is both 274ms. According to the principle of front-end page response time,
when users visit a page, if they get a response within 3 s, they will feel that the system
responds quickly. It achieves the purpose of increasing the robustness of the real-time
large screen and improving the user experience.

It can be seen from the figure that when the system is designed for throttling, the
response time of the view is significantly improved. The average response time for the
live view is both 274ms. According to the principle of front-end page response time,
when users visit a page, if they get a response within 3 s, they will feel that the system
responds quickly. It achieves the purpose of increasing the robustness of the real-time
large screen and improving the user experience.

5 Conclusions

This paper optimizes the traditional support vector machine, proposes a feature weighted
support vector machine (RFG-SVM) algorithm, and applies it to the design and imple-
mentation of the 3D big data visualization platform. The big data visualization platform
can use rich functions and capabilities to create a visual index interface and analysis pro-
cess, shorten the use and service cycle, and reduce enterprise costs. Through the powerful
display of big data, use the Internet to conduct intelligent analysis and real-time moni-
toring of data, and effectively interpret the display results in front of you. Lightweight
solution for flexible big data visualization, data visualization, and data fusion to meet
needs easily and efficiently.

With the advancement in networking and multimedia technologies enables the dis-
tribution and sharing of multimedia content widely. In the meantime, piracy becomes
increasingly rampant as the customers can easily duplicate and redistribute the received
multimedia content to a large audience [3].
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Abstract. Intra-party inspection system is an important measure to strengthen
intra-party supervision and promote the construction of party style and clean gov-
ernment. It is also an effective way to build an anti-corruption work system and
achieve institutional anti-corruption. Therefore, only with a scientific and efficient
inspection system can inspections and inspections have a wide-ranging and long-
lasting deterrent effect, and then promote the quality and efficiency of grassroots
inspections. The purpose of this paper is to build a more complete system for
inspection work based on data mining technology. In the experiment, a question-
naire survey was used to find many problems in the inspection work. Therefore,
in order to play the role of inspection to a greater extent, it is necessary to self-
examine the problem, analyze the cause of the problem, and solve the problem
fundamentally, in order to live up to the party committee, the government and the
masses’ trust.

Keywords: Data Mining Technology · Patrol Inspection · Work Management ·
System Construction

1 Introduction

In order to improve the supervision system, the Party Central Committee attaches great
importance to inspections and inspections, and has deployed inspections and inspections
many times. The inspection team did not fail to be entrusted by the central govern-
ment and the people, and achieved good results, laying a foundation for implementing
the requirements of comprehensively and strictly governing the party, and was widely
praised by party committees at all levels, governments at all levels and the masses.
Although inspections and inspections are usually mentioned at the same time, inspec-
tions and inspections are still quite different. The inspections carried out at the central
and provincial levels are called inspections, and those carried out at the county level are
called inspections [1].

Carrying out inspection work is helpful for weaving the grassroots supervision net-
work, building a management system for inspection work based on data mining, and
helping to deeply solve the micro-corruption problem and the “four winds” around the
masses. Data mining techniques are used in many fields.Marozzo F Extracting useful

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. C. Hung et al. (Eds.): IC 2023, LNEE 1044, pp. 775–783, 2023.
https://doi.org/10.1007/978-981-99-2092-1_97

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2092-1_97&domain=pdf
https://doi.org/10.1007/978-981-99-2092-1_97


776 H. Wen et al.

information from data is often a complex process that can be easily modeled as a data
analysis process.When very large data setsmust be analyzed and/or complex datamining
algorithms must be executed, data analysis processes can take a long time to complete
their execution. Therefore, there is a need for efficient systems to perform data analysis
workflows in a scalable manner using the computing services of cloud platforms that
store data. The goal is to show how cloud software technologies can be integrated to
achieve an efficient environment for designing and executing quantitative data analysis
workflows. Describes the design and implementation of a data mining cloud framework,
a data analysis system that integrates a visual workflow language and parallel runtime
with a service-as-a-service model [2]. Sattarian M believes that IoT is becoming an
important part of daily life, and in the future of modern cities, there will be a large num-
ber of IoT-based scenarios, from small indoor areas to large outdoor areas. In this day
and age, mobility is still an important factor in both outdoor and indoor environments,
and in both cases there are many solutions. On the other hand, recent smart objects have
generated huge amounts of data, requiring sophisticated data mining solutions to process
them. Research on the application of data mining technology in indoor navigation sys-
tem in the Internet of Things scenario. The goal is to understand the types of navigation
problems that exist in different IoT scenarios, focusing on indoor environments, and
then we study how data mining solutions can provide solutions to these challenges [3].
Data mining technology is widely used in various fields, inspection work is still a “new
thing”, and the inspection work management system based on data mining technology
is not very perfect.

In the introduction of data mining, this paper expounds the brief introduction of
data mining and the overview of data mining technology, and studies the connotation
and difference of inspection, as well as the theoretical basis of inspection work. In the
experiment, taking the inspectionwork of cityM as an example, the questionnaire survey
was used to investigate and study the investigation results of the inspection work, and
the investigation results of the inspection work.

2 Research on the Construction of Inspection Work Management
System

2.1 Introduction to Data Mining

(1) Brief introduction to data mining
The concept of data mining originated from the annual computer conference

in the United States. Subsequently, data mining technology has been continuously
improved and extended under the efforts of many experts and scholars, and has
received extensive attention [4]. Up to now, the definition of data mining has differ-
ent interpretations in different literatures. Through the research and understanding
of data mining technology, the author believes that “data mining is a process from
a large number of, incomplete, noisy, fuzzy, In random system or application data,
the process of mining meaningful and understandable data through analysis, clean-
ing, etc.” This definition is more in line with the data mining technology itself. The
definition highlights two points. First, the data used by data mining technology is
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non-standard data with different forms in the real system. Second, the output of data
mining technology must be meaningful and valuable results. The ultimate purpose
of data mining technology is to provide in-depth decision support and behavioral
guidance for data producers and data maintainers, so data mining technology has
rich application scenarios and is highly attractive to users.

(2) Overview of data mining technology
The concept of data mining technology was proposed late, but the research on

its predecessor technology was very early [5]. It is a comprehensive discipline,
covering many technologies such as machine learning, pattern recognition, intelli-
gent database, expert system, high-performance computer, etc. With the advent of
the era of information explosion, this technology has been difficult to meet peo-
ple’s needs. Without the formation of database and data warehouse technology, the
data mining process is difficult to carry out. People are freed from complicated
and massive business data, allowing people to save time and energy, and devote
more time to data analysis to find data models that are very valuable for optimizing
business. This factor also promotes data mining. Improvement of technology. The
competition within the industry and even between different industries is becoming
increasingly fierce. People need to understand the current situation in the field and
the prediction of the future through a large amount of historical data. These con-
tents are difficult to find through simple manual analysis, but are very necessary for
decision-making, it can find the root cause of many problems in the field [6].

2.2 The Connotation of Inspection

(1) Inspection in city
According to the relevant explanations, “patrol” means “patrol, visiting and

inspecting”, and “shi” means “inspecting, watching”, so the general concept of
“patrol” can be understood as “travel and inspection, while walking and watching,
while observing on the other hand, inspection. Inspection work is a “political physi-
cal examination” carried out on party organizations and party members and cadres.
The purpose is to find and solve problems, promote reform and improvement,
and carry out inspection work for strengthening the supervision and management
of party organizations and party members and cadres. It has extremely important
practical significance [7].

(2) Cruising
The basic meaning of “Cruising”, as literally understood, is the meaning of

inspection. It checks the actual situation according to the target, records and orga-
nizes reports in a timely manner, with irregularity and flexibility [8]. Inspection
is an extension of inspection at the city and county level. It is an effective sup-
plement to the insufficient coverage of inspections. It is of great significance to
strengthen inner-party supervision and improve the inner-party supervision sys-
tem. The inspections are dispatched by the central and provincial party committees
at the first level. They are highly authoritative and pay more attention to the macro
and overall situation. The inspections focus on “Cruising”, that is, to understand
the situation. Compared with the inspection, the inspection level is relatively low,
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and the authority is not as good as the inspection, but its role should not be underes-
timated. In-depth practice of the people’s thinking, he attaches great importance to
inspections and inspections. His important speeches and expositions greatly enrich
the theory and connotation of inspections and inspections, and provide fundamental
guidelines for doing a good job in inspections and inspections.

(3) The difference between inspection
Inspections, like inspections, are both important means of implementing intra-

party supervision. During one term, inspections of the party organizations under
their jurisdiction must be completed. Inspections and inspections are the needs of
comprehensively and strictly governing the party. The party must manage the party
without leaving blank areas and blind spots, and must not miss any omissions.

One of the differences is that the dispatching subjects are different, and the dispatch-
ing level of the inspection team is higher than that of the inspection team. Inspection
teams are dispatched by the central and provincial levels, and inspection teams are
dispatched by cities, counties, and districts [9].

The second difference is that the objects of supervision are different. The inspection
objects are the leading cadres at the provincial, ministerial and bureau level, and the
inspection objects are the cadres at the county, division and township level and below.

The third point of difference is that the focus of supervision is different. The focus of
inspections is on “viewing”. From top to bottom, it often focuses on the macro and the
overall situation, while the focus of inspections is on “observation”, that is, to understand
the specific situation and keep close to the grassroots. The point is to spot the unhealthy
trends around the masses.

2.3 Theoretical Basis for Research on Inspection Work

Inspection is the extension of inspection to cities and counties. It can be said that research
inspection work is the study of the extension of inspection to the grassroots level. The
inspection system has certain similarities with the ancient supervision system, which is
the inheritance and improvement of the ancient Chinese supervision system [10].

(1) The theory of inner-party supervision.
For western political life, party politics is the main manifestation of west-

ern politics, and the supervision of political parties is also an important part of
the improvement of political parties. Since the western capitalist countries mainly
implement the competitionmechanism of political parties, they aremore inclined to
research and improve the supervision of the ruling party. The theory of intra-party
supervision of the Communist Party of China has undergone historical exploration
and has Chinese characteristics. It was established and improved in the process of
applying Marxism-Leninism from the beginning of the party’s establishment, com-
bining with China’s national conditions, guiding the Chinese revolution to victory,
and strengthening the party’s construction and exploration and practice. With the
improvement and growth of the party, it keeps up with China’s improvement and
changes, and constantly innovates and improves.
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(2) Principal-agent theory.
As one of the main theories of economics, the principal-agent theory mainly

discusses the formation of “agent costs”, which are often formed in modern cor-
porate enterprises with separation of enterprise ownership and management rights.
Asymmetric, principal-agent relationship often has the problem of agency cost.
The field of principal agent is also widely used in the field of political science. The
principal-agent system is also often used in the field of political science. The prin-
cipal is played by people from all over the country, and the government becomes
the agent.

(3) The theory of power constraints.
Having power can serve the people better, but too much power can lead to

corruption. So to avoid the occurrence of absolute power. The Western research on
rights restriction has certain drawbacks and is not suitable for my country’s national
conditions and value system, but there are still some experiences and explorations
worthy of our reference. The theory of China’s control of power is based on China’s
national conditions and combined with Marxist thought.

3 Investigation and Research on Inspection Work

3.1 Sample Selection

Taking the inspection work of M city as an example, in the process of inspection work,
new problems are constantly discovered, solved, and finally gained experience, so as to
continuously improve work ability and achieve better work results. In order to have a
clearer understanding of the progress and existing problems of the inspection work in
M city, we used a questionnaire to understand the basic situation of the inspection work
in M city, and analyze the effect of the work.

3.2 Research Methods

The content of the questionnaire is divided into two parts, the first part is the basic
situation of the sample, and the second part is the effect of specific questions. During the
investigation, a total of 150 questionnaires were distributed, half of which were filled out
by the staff of the inspection unit and half by the inspectors. Finally, 140 questionnaires
were recovered, with an effective rate of 90%. Through the feedback of the inspected
units and inspectors, the problems existing in the inspection work are analyzed from two
aspects, so as to ensure the relative objectivity and accuracy of the investigation results.
The t-test formula used in this paper is as follows:

t = X − μ

σX√
n

(1)

t = X1 − X2√
(n1−1)S21+(n2−1)S22

n1+n2−2 ( 1
n1

+ 1
n2

)

(2)
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Among them, formula (1) is the single population test, which x is the sample mean,
s is the sample standard deviation, and n is the number of samples. Equation (2) is a
double population test.

4 Problems and Result Analysis of Investigation in Inspection
Work Management System

4.1 Investigation Results of Inspection Work on Major and Difficult Rectification
Problems

In view of the existing work of inspection in M City, the key and difficult rectification
work after the inspection is analyzed, as shown in Table 1 and Fig. 1:

Table 1. M Work contents and effect of work City

Survey content Satisfied Basically satisfied Unsatisfied

Committee special meeting discipline assigned
problem management effect

19% 51% 30%

The governance effect of the problems left over
from history

29% 31% 40%

The governance effect of collective and
individual bad behavior

6% 51% 43%

It can be seen from the above table that in the inspection work of M City, the overall
satisfactionwith the effect of themanagement ofmajor and difficult points is still at a low
level. The dissatisfaction with the governance of the problems assigned by the municipal
party committee’s special meeting is as high as 30%, and the dissatisfaction with the
governance effect of historical problems and collective and individual bad behaviors is
above 43%. For government agencies, further reforms are still needed.
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Fig. 1. Comparison of the effect of inspection in M City

4.2 Investigation on the Effect of Inspections to Solve Both the Symptoms
and Root Causes

In view of the current work of return visit and inspection in M City, this paper analyzes
the overall rectification effect after its inspection, that is, the effect of treating both the
symptoms and the root causes, as shown in Table 2 and Fig. 2:

Table 2. Statistical Table of the effect of treating both the symptoms and root causes in M City

Survey content Satisfied Basically satisfied Unsatisfied

Check the reform ratio of prisoners involving
problems

26% 36% 38%

The inspection involved the recurrence ratio of the
problem

35% 45% 20%

The construction of party conduct and government
conduct

23% 27% 50%
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Fig. 2. Comparison of the effect of treating both symptoms and root causes in M City

It can be seen from the above table that in the inspection work of M City, the overall
satisfaction with the effect of treating both the symptoms and root causes is still at a
low level. The phenomenon of committing crimes while making corrections is relatively
prominent, and the overall satisfaction rate is only 26%. In addition, only 35% of people
are satisfied with the governance satisfaction of the construction of party style and
government style. It is only 23%, indicating that such problems still need attention.

5 Conclusions

After all, inspection is a new thing, and it is still in the exploratory stage. Whether
some practices are appropriate still needs time and practice to test, and some existing
problems cannot be solved immediately, and need to be carried out step by step. Only
through continuous optimization of inspection work and strengthening of institutional
mechanisms and other constructions can we provide a guarantee for the rapid and high-
quality improvement of inspection work, make inspection work effective, and further
promote the formation of a clean and upright political ecology, so as to protect the party
and the country. The various businesses are progressing smoothly. Research Prospects
Due to the limited time and my level, further research is still needed, and more in-depth
inspections are needed. The spirit of the central government’s documents on inspections
and inspections needs to be studied in depth. It is necessary to actively observe the
inspections carried out in other nearby counties and cities. Summarize more experience,
do more exchanges, and actively make suggestions for improving inspections..
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Abstract. The service quality evaluation is of great significance for airlines to
improve their service quality and thus optimize management decisions. In order
to scientifically and reasonably evaluate the current situation of airline service
quality, this paper first constructs the airline service quality evaluation system
based on the SERVQUAL model. Secondly, after considering the advantages of
subjective weighting methods and objective weighting methods, this paper pro-
poses a combined weight evaluation method, i.e., PSM-Entropy weight method.
Through the investigation of 650 participants, result showed that PSM-Entropy
weight method can scientifically and effectively reflect the contribution of each
index to the airline service quality evaluation system, providing a new idea for the
airline service quality evaluation method.

Keywords: Service Quality Evaluation Index System · Airline · Psm · Entropy
Weight

1 Introduction

Service quality is an important dimension to measure the service level of airlines, a
magic weapon to maintain their competitive advantages, and plays an important guiding
role in Airlines’ management decisions and future development [1, 2]. Nowadays, as
service quality is paid more and more attention by the market and passengers [3, 4], an
objective, scientific and comprehensive evaluation of airline service quality is the key to
effectively improving service levels and optimizing management decisions.

Airline service quality evaluation is a multi-dimensional and multi-index value eval-
uation mechanism that comprises three processes: the one is to build an evaluation index
system according to the characters of the airline service; the second is to determine the
weight measurement method according to the characteristics of each index; the third
is to determine the final evaluation results according to the index system and weight.
Particularly, the key is to determine the weight measurement method [5–7]. The existing
research on evaluation methods mainly discusses subjective weighting methods (such as
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analytic hierarchy process [8], product scale method [9], and objective weighting meth-
ods (such as entropy weight method [8], rough set theory [10]). Subjective weighting
method is to judge the importance of each evaluation index based on the experience
and knowledge of industry experts. It can well reflect the will of decision makers but
susceptible to the subjective will of decision makers. And objective weighting method
is to determine the weight based on the relationship between the original data. It can
objectively reflect the real situation but easy to ignore the will of the decision makers.

This paper first builds an airline service evaluation system based on SERVQUAL
model after analyzing the key factors affecting passengers’ perception of airline ser-
vice quality. Secondly, this paper uses PSM-Entropy weight method to determine the
index weight after considering the multi-dimensional complexity characteristics of air-
line service evaluation and the advantages of subjectiveweightingmethods and objective
weighting methods. Through the investigation of 650 participants, it is found that PSM-
Entropy weight method can scientifically and effectively reflect the contribution of each
index to the airline service quality evaluation system.

2 Construction of Service Quality Evaluation Model Based
on SERVQUAL

2.1 Construction of Service Quality Evaluation Index System Based
on SERVQUAL

First, we sort out the rules, industry standards and existing research. Then, we analyze
the key processes of airline service delivery and the key factors affecting passengers’
perception of airline service quality. Finally, we construct an index system of airline
service quality evaluation based on SERVQUAL (Fig. 1).

Fig. 1. Service quality evaluation index system

2.2 Determination of Weight Measurement Method

Product Scalemethod (PSM) is a commonly used subjective fuzzy evaluationmethod. Its
basic idea is to set only two grades instead of dividing too many grades when comparing
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the importance of index in pairs. That is, we should first find the cardinality in order of
importance, and then compare all indexes with that cardinality for progressive product
analysis. It is found that this method has the characteristic of greater flexibility. Entropy
weight theory is an objective weighting method. Its basic principle is to calculate the
entropy weight according to the information contained in the entropy value of each
evaluation index, and then modify the weight of each index through the entropy weight
to obtain a more objective weight.

Although the product scale method can reflect the decision maker’s intention well,
it is easily affected by evaluator’s subjective will. Entropy weight method mainly relies
on mathematical theories and methods to calculate weight, which is not easily affected
by the subjective will of decision-makers and differences of indicators themselves, but
may ignore the real situation. In short, this paper takes into account the advantages of
subjective weighting method and objective weighting method, and selects PSM-Entropy
weight method to determine the weight, so as to avoid the shortcomings of the two
methods.

3 Methods and Results

3.1 Questionnaire and Survey Analysis

In order to objectively evaluate the service quality of airlines, this paper conducted a
two-month survey among experts and passengers in the field of civil aviation. After
eliminating invalid questionnaires, a total of 650 valid questionnaires were received.

The paper firstly conducts exploratory factor analysis and correlation analysis with
SPSS. The results showed that the KMO value was 0.963, and the correlation coefficient
between variables was not more than 0.700, indicating that the questionnaire had good
validity. Then, the paper conducts reliability analysis. It was showed that the α of each
dimension is greater than 0.800, indicating that the scale we used is reliable.

3.2 Evaluation Index Weight Values of Each Dimension

The steps for calculating evaluation indexweight values of eachdimension are as follows:

(1) Index weight calculation by product scale method
According to the principle of product scale method and formula (1), the

weights of evaluation indexes affecting airline service quality in all dimensions
are calculated. The results are shown in Tables 1 and 2.

(ωA : ωB) = (
1.35k

1+ 1.35k
,

1

1+ 1.35k
) (1)

(2) Index weight calculation by entropy weight method
According to the principle of entropy weight method and formula (2), (3), the

weights of evaluation indexes affecting airline service quality in all dimensions are
calculated. The results are shown in Tables 1 and 2.

ej = − 1

ln(m)

m∑

i=1

zijln(zij), j = 1, 2, . . . . . . n (2)
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wj = dj∑n
j=1 dj

, j = 1, 2 . . . . . . n (3)

(3) Final index weight calculation
Combined with the index weights values by product scale method and the index

weight values by entropy weight method, the comprehensive weights of evaluation
indexes at all levels are calculated according to formula (4). The results are shown
in Tables 1 and 2.

� = { (ω1w1)
0.5

∑n
j=1 (ωjwj)

0.5
,

(ω2w2)
0.5

∑n
j=1 (ωjwj)

0.5
· · · · · · (ωnwn)0.5

∑n
j=1 (ωjwj)

0.5
} = (�1, �2 . . . . . . �n) (4)

Table 1. Weight values of first-level evaluation indexes

dimension weight by PSM Entropy weight combination weight

Tangibles 0.0997 0.2147 0.1496

Reliability 0.2475 0.1891 0.1634

Responsiveness 0.3351 0.1934 0.1923

Assurance 0.1828 0.1924 0.2232

Empathy 0.1350 0.2103 0.2715

Table 2. Weight values of second-level evaluation indexes

First-level index Item weight by PSM Entropy weight combination weight

Tangibles A1 0.0009 0.0322 0.0069

A2 0.0611 0.0662 0.0828

A3 0.0029 0.0271 0.0116

A4 0.1516 0.0471 0.1100

A5 0.0246 0.0225 0.0307

A6 0.0040 0.0324 0.0148

A7 0.0005 0.0341 0.0053

A8 0.1120 0.0430 0.0904

A9 0.0022 0.0314 0.0108

A10 0.2779 0.0443 0.1446

A11 0.0016 0.0312 0.0092

(continued)
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Table 2. (continued)

First-level index Item weight by PSM Entropy weight combination weight

A12 0.0054 0.0468 0.0207

A13 0.2052 0.0478 0.1290

A14 0.0099 0.0458 0.0277

A15 0.0134 0.0479 0.0330

A16 0.0333 0.0503 0.0533

A17 0.0827 0.0436 0.0782

A18 0.0451 0.0315 0.0491

A19 0.0004 0.0309 0.0043

A20 0.0006 0.0727 0.0089

A21 0.0012 0.0584 0.0108

A22 0.0182 0.0538 0.0407

A23 0.0073 0.0589 0.0270

Reliability B1 0.0985 0.0470 0.0772

B2 0.1334 0.0452 0.0880

B3 0.0035 0.0531 0.0155

B4 0.0728 0.0544 0.0714

B5 0.0985 0.0423 0.0732

B6 0.1806 0.0473 0.1048

B7 0.1806 0.0407 0.0972

B8 0.0397 0.0503 0.0507

B9 0.0537 0.0564 0.0624

B10 0.0293 0.0466 0.0419

B11 0.0397 0.0468 0.0489

B12 0.0026 0.0348 0.0108

B13 0.0118 0.0583 0.0297

B14 0.0087 0.0468 0.0229

B15 0.0160 0.0427 0.0296

B16 0.0216 0.0440 0.0350

B17 0.0064 0.0550 0.0213

B18 0.0019 0.0502 0.0111

B19 0.0728 0.0315 0.0543

B20 0.0216 0.0425 0.0344

(continued)
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Table 2. (continued)

First-level index Item weight by PSM Entropy weight combination weight

B21 0.0048 0.0639 0.0198

Responsiveness C1 0.0670 0.1191 0.0817

C2 0.2250 0.1064 0.1416

C3 0.2250 0.1350 0.1596

C4 0.1227 0.1186 0.1105

C5 0.1662 0.1207 0.1296

C6 0.3047 0.1089 0.1667

C7 0.0907 0.1584 0.1097

C8 0.0907 0.1330 0.1005

Assurance D1 0.3221 0.1229 0.1570

D2 0.4361 0.1061 0.1697

D3 0.0708 0.1174 0.0719

D4 0.0523 0.1029 0.0579

D5 0.1297 0.1317 0.1031

D6 0.1757 0.0988 0.1040

D7 0.2379 0.1148 0.1304

D8 0.2379 0.1327 0.1402

D9 0.0958 0.0725 0.0658

Empathy E1 0.1232 0.0817 0.0994

E2 0.0200 0.0541 0.0326

E3 0.0496 0.0553 0.0519

E4 0.0672 0.0540 0.0597

E5 0.0271 0.0532 0.0376

E6 0.0496 0.0593 0.0538

E7 0.0148 0.0511 0.0272

E8 0.0672 0.0984 0.0806

E9 0.0910 0.0648 0.0761

E10 0.0496 0.0671 0.0572

E11 0.2258 0.0626 0.1178

E12 0.1668 0.0654 0.1035

E13 0.0910 0.0594 0.0728

E14 0.0271 0.0654 0.0417

(continued)
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Table 2. (continued)

First-level index Item weight by PSM Entropy weight combination weight

E15 0.0366 0.0598 0.0464

E16 0.0366 0.0483 0.0417

4 Conclusions

This paper constructs the airline service quality evaluation system based on SERVQUAL
model. Through the analysis of subjective weighting methods and objective weighting
methods, this paper puts forward a new weight evaluation method, i.e., PSM-Entropy
weight method. Specifically, this paper uses PSM-Entropy weight method to measure
the weights of each primary and secondary index. Among all the first-level indexes,
empathy (0.2715) has the highest weight, and tangibles (0.1496) has the lowest weight.
Empirical research shows that thismethod takes into account the advantages of subjective
weighting methods and objective weighting methods at the same time. In addition, the
method can also comprehensively, systematically and effectively reflect the contribution
of each index to the service quality evaluation system, and better reflect the characteristics
of airline service quality.

Acknowledgements. This research was financially supported by Key technologies on Civil
aviation service quality monitoring and risk early warning based on big data (Grant No.:
x222060302544).
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Abstract. This study aims to conduct a systematic examination of airport Service
Quality. Firstly, this paper constructs the airport service quality evaluation system
using interview method, literature method and experience summary method. Sec-
ondly, this paper uses PSM-Entropy weight method to measure the index weight
of airport service quality evaluation system. Finally, this paper grades the level of
airport service quality. Specifically, this paper divides the airport service quality
evaluation system into 5 first-level indicators and 80 s-level indicators. Then this
paper uses PSM-Entropy weight method to determine the weight of primary and
secondary indicators, in which the responsiveness weight is the highest (0.2465)
and the empathy weight is the lowest (0.1626). Finally, through the service quality
rating, it is found that the airport service quality is at the four-star service level
and needs to be further improved.

Keywords: Service Quality Measurement · Servqual · PSM-Entropy

1 Introduction

The increasing popularization and generalization of air travel brings more diversified
needs of passengers, which makes passengers pay more attention to the overall service
quality of air. This change has brought new opportunities and challenges to the develop-
ment of the airport [1, 2]. It has been shown that the improvement of service quality is an
important magic weapon for the airport [3–5]. Therefore, establishing and improving the
airport service quality evaluation system and accurately identifying the current situation,
situation and weaknesses of airport service quality has become a major theoretical and
practical topic that must be overcome in airport development.

Although many studies have constructed and measured the service quality in the
aviation field based on SERVQUAL model, they have not considered all the factors that
may affect the service quality, and mainly measured service quality in the context of
airline rather than airport. For example, [6] uses 17 factors to evaluate service quality.
[7] identify 27 factors affecting service quality when studying travel behavior intention.
[8] uses 22 indicators representing service quality to measure the relationship between
service quality and passenger safety perception. [9] uses 26 indicators to measure the
service quality of the Turkish aviation industry. [10] uses 24 indicators to measure the
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service quality of airline. [11] uses 13 indicators to evaluate the service quality of the
air baggage handling system.

This paper takes airport as the research object, and comprehensively considers all
service links, including airport traffic, check-in and security, baggage services, environ-
ment and facilities, departure and arrival services, flight delay services, special passenger
services, complaint handling, etc. Combined with the whole process service character-
istics of the airport and the key elements affecting passengers’ perception of airport
service quality, this paper constructs the airport service quality evaluation system based
on SERVQUAL model. Through the investigation of 618 subjects, it is found that pas-
sengers gave the airport a four-star service rating of 84.40. That is, the overall airport
service is above medium level and needs to be further improved.

2 Methods

2.1 Construction of Airport Service Quality Evaluation System

This paper uses the methods of interview, literature and experience summary to analyze
the key factors affecting passengers’ perception of airport service quality. Then, this
paper constructs an airport service quality evaluation system based on SERVQUAL
according to the industry norms and the characteristics of the airport providing services
for passengers. Specially, the system has 5 first-level indexes and 80 s-level indexes.

2.2 PSM-Entropy Weight Method

PSM-Entropy weight method is a combination method consisting of product scale
method (PSM) and entropy weight method. Generally, the product scale method is
used to calculate the weight of each index from the subjective level. In other words,
when adopting this method, we should first invite experts to evaluate the importance
of each index, and then calculate the weight according to the principle of the product
scale method to scale differences in importance. Secondly, the entropy weight method
is used to calculate the weight of each index from the objective level. That is, we invite
passengers to score the importance of the index and calculate the weight according to the
information contained in the entropy value of each evaluation index. This method can
obtain objective evaluation results, as well as consider the opinions of decision makers,
thus enhancing the scientific nature of the results.

2.3 Questionnaire Survey

We used a 5-point Likert scale to survey experts and passengers in the field of civil avi-
ation. A total of 618 valid questionnaires were collected. Then we conducts exploratory
factor analysis and correlation analysis with SPSS. The results showed that the KMO
value was 0.950, and the correlation coefficient between variables was not more than
0.700, indicating that the questionnaire had good validity. Then, the paper conducts
reliability analysis. It was showed that the α of each dimension is greater than 0.700,
indicating that the scale we used is reliable.
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3 Results and Analysis

3.1 Index Weight Calculation

Firstly, according to the principle of product scale method and formula (3.1), this
paper calculates the weights of evaluation indexes affecting airport service quality in
all dimensions. The results are shown in Tables 2 and 3.

(ωA : ωB) = (
1.35k

1 + 1.35k
,

1

1 + 1.35k
) (3.1)

ej = − 1

ln(m)

∑m

i=1
zijln(zij), j = 1, 2, . . . . . . n

Secondly, according to the principle of entropy weight method and formula (3.2) and
(3.3) this paper calculates the entropy weights of evaluation indexes in all dimensions.
The results are shown in Tables 2 and 3.

ej = − 1

ln(m)

m∑

i=1

zijln(zij), j = 1, 2, . . . . . . n (3.2)

wj = dj∑n
j=1 dj

, j = 1, 2 . . . . . . n (3.3)

Finally, combined with the index weights values by product scale method and the
indexweight values by entropyweight method, the comprehensive weights of evaluation
indexes at all levels are calculated according to formula (3.4). The results are shown in
Tables 2 and 3.

� = { (ω1w1)
0.5

∑n
j=1 (ωjwj)

0.5
,

(ω2w2)
0.5

∑n
j=1 (ωjwj)

0.5
· · · · · · (ωnwn)

0.5

∑n
j=1 (ωjwj)

0.5
} = (�1,�2 . . . . . . �n)

(3.4)

3.2 Comprehensive Evaluation Results

According to formula (3.5), this paper calculates the service quality of each dimension.
The results are shown in Tables 3.

Ri =
∑n

i=1
�i ∗ fi (3.5)

Note: Ri is the total score of the service quality evaluation of the first-level indexes.
�i is the comprehensive weight of second-level indexes.
fi is the average satisfaction score of second-level indexes.
n is the total number of bottom-level indexes.
The paper converts the R in formula (3.5) into percentile system, and then evaluate

the service quality level with reference to Table 1.
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Table 1. Service quality rating criteria

Quality level Five-star
service level

Four-star
service level

Three-star
service level

Two-star
service level

One-star
service level

Score 100–86 85–75 74–60 59–30 Less than 30

3.3 Overall Evaluation Results

Combinedwith the comprehensiveweights and comprehensive evaluation scores of first-
level indexes, we calculate the passenger’s overall evaluation of airport service quality
through formula. Q = ∑n

i=1 �
′
iRi

Note: Q is the total score of the service quality evaluation of the first-level indexes.
� ′

i is the comprehensive weight of first-level indexes.
Ri is the average satisfaction score of first-level indexes.
n is the total number of bottom-level indexes.
Q=(0.1991, 0.2118, 0.2465, 0.1799, 0.1626)* (4.34, 4.25, 3.80, 4.46, 4.43)T=4.22.

3.4 Analysis

Table 2. Evaluation results of first-level indexes

dimension weight
by
PSM

Entropy
weight

Combination
weight

Result Percentile
Score

Service
level

Overall
Score
and
Service
Level

Tangibles 0.1688 0.2277 0.1991 4.34 87 Five-star
level

4.22
(84)

Reliability 0.2285 0.1903 0.2118 4.25 85 Four-star
level

Responsiveness 0.3094 0.1903 0.2465 3.80 76 Four-star
level

Assurance 0.1688 0.1859 0.1799 4.46 89 Five-star
level

Empathy 0.1246 0.2057 0.1626 4.43 89 Five-star
level

According to Table 2 and Table 3, the passenger’s comprehensive score for the
airport’s service quality is 4.22 point, and the corresponding percentage score is 84.40
point on the percentile scale, which is rated as a four-star service. The results show that
the airport’s service quality is at an upper-middle level, which has not effectively met
the needs of passengers, and needs to be further improved and improved. According
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to Table 2 and Table 3, it can be seen that the three dimensions of service quality,
including tangibles, assurance and empathy has been recognized by passengers and
rated as five-star service. Reliability and responsiveness were rated as four-star service;
especially responsiveness only scored 76 point. This shows that the airport still has many
deficiencies and needs to be improved in terms of relevant information notification,
prompts, and remedial measures after flight delays, especially in the response speed of
passengers’ demands and the handling speed of passengers’ complaints, which affect
passengers’ overall cognition of airport service quality. In order to obtain the continuous
satisfaction of passengers, the airport should provide the promised services on time
and accurately, care for passengers who encounter difficulties and try their best to help
passengers, so as to quickly improve the service level to meet the needs of passengers.

Table 3. Evaluation results of second-level indexes

Second
index

Weight by PSM Entropy weight Combination weight Average Score

A1 0.0351 0.0126 0.0263 4.48

A2 0.0141 0.0113 0.0158 4.43

A3 0.0042 0.0198 0.0114 4.56

A4 0.0009 0.0142 0.0045 4.47

A5 0.0259 0.0330 0.0366 4.34

A6 0.0077 0.0161 0.0139 4.63

A7 0.0192 0.0267 0.0283 4.45

A8 0.0017 0.0291 0.0088 4.59

A9 0.0644 0.0132 0.0364 4.38

A10 0.0141 0.0231 0.0226 4.50

A11 0.0105 0.0182 0.0173 4.40

A12 0.0031 0.0264 0.0113 4.52

A13 0.0017 0.0158 0.0065 4.36

A14 0.0476 0.0353 0.0512 4.34

A15 0.0013 0.0174 0.0058 4.33

A16 0.0031 0.0426 0.0144 4.68

A17 0.0872 0.0417 0.0754 4.22

A18 0.0007 0.0194 0.0046 4.63

A19 0.0003 0.0234 0.0032 4.55

A20 0.0005 0.0186 0.0038 4.46

A21 0.0057 0.0154 0.0117 4.20

(continued)
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Table 3. (continued)

Second
index

Weight by PSM Entropy weight Combination weight Average Score

A22 0.0031 0.0175 0.0092 4.61

A23 0.0872 0.0158 0.0464 4.55

A24 0.0872 0.0171 0.0483 4.57

A25 0.0351 0.0163 0.0299 4.25

A26 0.0351 0.0156 0.0292 4.58

A27 0.0009 0.0220 0.0056 4.50

A28 0.0017 0.0197 0.0072 4.38

A29 0.0644 0.0127 0.0357 4.57

A30 0.0017 0.0206 0.0074 4.58

A31 0.0476 0.0190 0.0376 4.55

A32 0.0141 0.0168 0.0193 4.55

A33 0.0023 0.0296 0.0103 4.44

A34 0.0105 0.0178 0.0170 4.40

A35 0.0013 0.0197 0.0062 4.45

A36 0.0259 0.0162 0.0256 4.09

A37 0.0192 0.0318 0.0309 4.02

A38 0.0004 0.0184 0.0033 4.42

A39 0.0192 0.0173 0.0227 4.31

A40 0.0023 0.0134 0.0069 4.46

A41 0.0042 0.0197 0.0114 4.89

A42 0.0192 0.0201 0.0245 4.89

A43 0.0476 0.0161 0.0346 3.99

A44 0.0057 0.0164 0.0121 3.84

A45 0.0259 0.0148 0.0245 4.54

A46 0.0644 0.0154 0.0394 4.55

A47 0.0002 0.0080 0.0014 4.33

A48 0.0002 0.0113 0.0019 4.18

A49 0.0105 0.0315 0.0227 2.33

A50 0.0141 0.0160 0.0188 2.66

B1 0.0599 0.1154 0.0879 4.38

B2 0.0812 0.0996 0.0950 4.44

B3 0.1488 0.0915 0.1234 4.39

(continued)
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Table 3. (continued)

Second
index

Weight by PSM Entropy weight Combination weight Average Score

B4 0.1488 0.1175 0.1398 4.30

B5 0.1099 0.1156 0.1192 3.94

B6 0.0241 0.1311 0.0595 4.50

B7 0.1488 0.0861 0.1196 4.55

B8 0.2015 0.0899 0.1423 4.51

B9 0.0443 0.0638 0.0562 3.25

B10 0.0327 0.0893 0.0571 3.49

C1 0.0997 0.2598 0.1652 4.32

C2 0.3351 0.3141 0.3330 4.57

C3 0.1828 0.1378 0.1629 4.45

C4 0.2475 0.1562 0.2018 2.29

C5 0.1350 0.1321 0.1371 2.74

D1 0.0630 0.2262 0.1284 4.47

D2 0.2868 0.1488 0.2221 4.45

D3 0.1565 0.0931 0.1298 4.48

D4 0.0853 0.2195 0.1472 4.44

D5 0.1156 0.0866 0.1075 4.83

D6 0.0344 0.0491 0.0442 3.85

D7 0.0466 0.0762 0.0640 4.53

D8 0.2118 0.1005 0.1568 4.35

E1 0.1730 0.1518 0.1657 4.40

E2 0.1278 0.1345 0.1340 4.57

E3 0.0697 0.1640 0.1093 4.52

E4 0.2343 0.1258 0.1755 4.83

E5 0.1730 0.1566 0.1683 3.88

E6 0.0944 0.1476 0.1207 4.50

E7 0.1278 0.1198 0.1265 4.39

4 Conclusions

From the perspective of passenger perception, this paper constructs a relatively compre-
hensive and systematic service quality evaluation system based on SERVQUAL model,
which includes 80 indexes covering all service links. Then, this paper uses PSM-entropy
weightmethod to analyze the contribution of 80 indexes to airport service quality. Finally,
this paper evaluates the airport service quality. Specifically, the overall service quality of
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the airport is at the four-star service level (84.40 point), in which tangibility, assurance
and empathy are at the five-star service level, while reliability and responsiveness are at
the four-star service level. All in all, the service quality evaluation system can compre-
hensively, systematically and effectively reflect the current situation of airport service
quality, identify the deficiencies of various services, and provide important practical
guidance for optimizing service content and improving service quality.
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Abstract. The rapid development of network technology, the rapid expansion of
mobile terminals, the massive growth of industry data even the growing student
data of colleges will need to be organized systematically. At the same time, the
current student management in colleges is lack of uniform, targeted and effec-
tive information management methods, the paper aims to help managers adopt
efficient management strategies and optimize Management process by improving
management through the use of big data technology and innovative ideas so as to
build a data-based, informatized and networked management model for student
management.

Keywords: Colleges · Student Management · Big Data · Data Portrait · Hadoop

1 Introduction

In the information age, students’ teaching and daily life style have changed drastically,
and the requirements of student management and talent training in colleges are also
constantly updated. For a long time, students’ education management mainly relies
on personal experience and written direct management. The in-depth development and
application of big data technology can obviously provide help for student management
in colleges. A large amount of data generated by students in daily study and life will
provide reliable support for student management through certain technical processing
and mining [1].

2 The Application Significance of Big Data in Student Management

Through the analysis of students’ huge amounts of data by using big data technology, it
can provide managers with a new means. Compared to traditional management mode,
it can be more comprehensive, more easily and more quickly to collect data relevant
to the students, and the comprehensive analysis of students’ learning, life behavior,
emotional state even psychological thoughts can be mastered. Managers can grasp the
current situation and tendency of students in time, discover and intervene in abnormal
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behaviors earlier so as to guarantee students to complete their studies better, to prevent
the occurrence of students’ risks and reduce the influence of other factors on school study
and life [2]. On the other hand, it improves the management level of managers. So the
measures like improvingmanagement efficiency, improving the scientificity of students’
management, improving the accuracy of management, reducing unnecessary waste of
energy and achieving management goals in a more targeted manners have important
theoretical significance for improving China’s modern student management system in
colleges and the establishment of relevant student management theories in colleges [3].

3 Problems and Current Situation

Comparedwith foreign universities that introduced big data technology earlier, the appli-
cation of big data technology in student management in colleges in China is still in the
initial stage, and the concept of student management is too conservative and lack of
innovation. Firstly, the lack of scientific and objective management work often force
us to rely on experience to judge things which leads to decisions without basis [4].
Secondly, the management work is lack of forward-looking and preventive goals, the
traditional management mode can not timely detect the potential behavior of students,
can not advance the effective intervention of bad behavior. Thirdly, the management
lacks comprehensiveness and timeliness. For example, due to the influence of subjective
impression and emotion,managers have veto power in the evaluation process of students,
which results in one-sided selection method and incomplete basis, and cannot conduct
comprehensive objective evaluation from individual morality, intelligence, body, beauty
and labor. Finally, the lag in governance and lack of talent are serious. Talents are the
strategic resources in data era, compared with Internet companies, the salary colleges
can provide is restricted, which is unable to attract top talent in the field of big data, in
addition, the massive information and irregular character of the big data also increase
the difficulty in the application of the big data technology [5].

4 The Construction and Innovative Application of Big Data
in Student Management

4.1 Establish a Process System for Student Management

Based on the experience in student management work in colleges, the paper summa-
rizes the main management services like: learning management, practice management,
assessment management, recommend grants, archives management, life management,
psychological health management and employment management, etc. [6], as shown in
Fig. 1:

4.2 Distributed Storage and Processing of Data Related to Student Management
Work Based on Big Data

Students’ data in this project mainly comes from aspects like students’ learning, life and
management, which includes student management system, report cards of students in
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Fig. 1. Student management business module

the second report, educational system, library system, evaluation on students’ mental
health, students’ card consumption system and Internet behavior records, etc. they were
collected and stored in HDFS mainly by adopting the technologies like ETL, Flume.
The Hadoop is a distributed system infrastructure for storing, managing, and analyzing
massive amounts of data. HDFS is one of the core modules of Hadoop distributed file
system. It has features as followed: high fault tolerance, saving function of multiple
copies of data, automatic recovery after being lost, suitable for batch processing of data,
millions of files processing scale, the support of a large number of nodes; And it can
be built on common devices. It accesses the data of application program by streaming,
which greatly improves the data throughput of the whole system, and it is very suitable
for the application of large data set. It can analyze, summarize or combine the data in
HDFS according to certain requirements and finally output the results to external systems
through filtering, conversion and aggregation based on Map Reduce System [7].

4.3 Data analysis and Visualization of Student Management Work Based on Big
Data

Based on the previous extraction, cleaning, transformation, loading, storage and pro-
cessing of data, the analysis of these data visualization technology will be used through
the comparison of different element value, distribution, composition and relations, and
the further use of computer graphics and image processing technology will be taken to
convert them to a visual structure. It is convenient for decision makers to understand
the data and its potential rules[8], trends and other information from the data for sub-
sequent management applications through the graphic image display screen and image
data abstraction, as shown in Fig. 2:

4.4 Construct Multidimensional Data Model and Digital Portrait of Students

Digital images of the students and the data model is one of the big data applications,
according to data produced by students in study and campus life, on the technical level,
it depends on the data, the model and algorithm through the multidimensional data
analysis, data label coordinates system of student behavior, which generate student per-
sonal image “coordinates board” will be realized [9]. Managers can quickly understand
the characteristics and differences of each student according to the image of “coordinate
board”with labels, and then carry out individualized teaching, personalizedmanagement
and accurate teaching. For example, as shown in Fig. 3,
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Fig. 2. Date analysis and visualization

Fig. 3. Digital portrait of a student

Fig. 4. Implementation of the functions

The digital portrait of a student can intuitively understand the student’s academic per-
formance, physical fitness test, mental health, community activities and book borrowing,
as well as his weaknesses, strengths and other potential tendencies.

4.5 Realize the Functions of Early Warning of Students’ Mental Health, Early
Warning of Loss of Contact, Evaluation and Recommendation of Awards
and Grants, etc

The extraction from the student campus life and learning of each part of original data
can implement the functions like students’ mental health warning, lost in early warning
and merit evaluation and grant recommendation aided by big data [10] after cleaning,
conversion, analyzing by using big data and visualization technology even to establish
students’ personal digital portrait, as shown in Fig. 4. For example, student management
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workers can focus on students with intelligent warning of big data to save most of their
energy and take corresponding measures to reduce the occurrence of accidents. With
the help of big data analysis results, it can be used as an auxiliary condition for the
evaluation of excellence and the recommendation of grant to reduce the influence of
personal impression and increase the degree of conviction and fairness [11].

5 Conclusions

The innovation and application of big data technology in the student management work
mainly depend on the data analysis, data processing, the mining of potential information
and the regularity of the hidden data to help managers have a more comprehensive, more
accurate understanding of each student, in time and avoid the happening of accidents so
as to take more scientific, effective and practical management measures in the imple-
mentation of student work, as well to help students learn better and grow faster in the
campus, thus achieving high quality education work.
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Abstract. With the declining macro-economy, the acceleration of financial dis-
intermediation, the prosperity and development of Internet finance, and the tight-
ening of the government’s monetary policy, the interest gap between my country’s
Commercial Bank (CB) has gradually narrowed. Based on this, my country’s CBs
have begun to transform, committed to aggregating financial resources, organi-
cally integrating with science and technology, developing and innovating fintech
products and services, and embarking on a distinctive path of fintech development.
Therefore, this paper proposes data mining (DM) technology, builds a bank finan-
cial technology capability evaluation system, evaluates the financial technology
innovation capability of my country’s CBs, and then promotes the steady develop-
ment of my country’s CBs; briefly analyzes the impact of financial technology on
banks and CBs. Fintech capability; built a Banking Fintech (BF) capability evalu-
ation system, and conducted a Fintech capability evaluation test on my country’s
listedCBs. The test results verified the accuracy and feasibility of theBF capability
evaluation system proposed in this paper.

Keywords: Data Mining Technology · Banking Finance · Financial
Technology · Capability Assessment System

1 Introduction

The environment for the evaluation of financial technology innovation capabilities of
CBs is immature. Compared with economically developed countries, China’s financial
regulation is relatively strict, which greatly affects the innovation and initiative of finan-
cial technology business. In addition, financial users do not have a scientific outlook
on finance, and the society has not yet established a sound social credit system, which
has repeatedly hindered the innovation of CBs’ fintech business. Therefore, in order to
successfully innovate financial technology, it is necessary to reduce financial controls
and improve financial markets. To sum up, the key factors that lead to the evaluation of
CBs’ financial technology innovation capabilities are that the evaluation indicators for
CBs’ financial technology innovation capabilities have not been established, the evalu-
ation methods adopted are unscientific, there is a lack of effective evaluation feedback
mechanisms, and the evaluation system is not perfect. Through the establishment of a
scientific and effective evaluation index system for the financial technology innovation
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capability of CBs, it is possible to accurately evaluate and analyze the financial technol-
ogy innovation capability of CBs, so as to solve the problem of improving the financial
technology innovation capability of CBs. Therefore, based onDM technology, this paper
constructs an evaluation system for bank financial technology innovation capability.

Compared with the developed western countries, the maturity of China’s financial
market is not high, and there are few research results on financial technology. Collecting
and sorting out the existing research results abroad, it can be seen that experts and schol-
ars pay more attention to the perspective of economy, technology or finance, in-depth
analysis of the role of finance in promoting the development of science and technol-
ogy, and seldom pay attention to and discuss the financial technology itself; domestic
experts and scholars start frommultiple perspectives Comprehensively discussing finan-
cial technology itself, the research scope is relatively broad, so the results aremore fruitful
[1]. However, compared with foreign achievements, my country’s financial technology
research still has a large space. Foreign scientific and technological research and finan-
cial research are far earlier than China, especially in the developed Western economies
dominated by market economy, their capital markets are more mature and sound, and
the direct financing channels for small andmedium-sized enterprises are more abundant,
which is worthy of reference by relevant Chinese researchers. Learn from [2].

This paper analyzes the development of financial technology in CBs, and evaluates
thefinancial technology capabilities ofCBs throughprincipal component analysis,which
is innovative to a certain extent. This paper analyzes the status quo of the evaluation of
financial technology innovation capabilities of CBs in my country. From the perspective
of CBs in my country, this paper proposes DM technology to evaluate the financial
technology innovation capabilities ofCBs, and proposes an evaluation of banks’ financial
technology innovation capabilities based on DM. System; Combined with the actual
situation of the development of financial technology in my country’s CBs, build an
empirical analysis model of DM technology to evaluate the technological innovation
capabilities of my country’s CBs, and obtain specific evaluation results and data. The
researchmethod is scientific andhas a certain degree of innovation. The research provides
reliable data support [3, 4].

2 Analysis of BF Capability

2.1 Fintech

The connotation of financial technology is shown in Fig. 1. Fintech is the support and
application of Fintech-related technologies. The continuous expansion of financial tech-
nology will inevitably reconstruct the traditional service model and system structure of
banks, and banks will become integrated financial service platforms. At present, some
forward-looking bankers have made it clear that in the future, banks will gradually
become financial technology companies [5].
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Fig. 1. Connotation of financial science and technology

2.2 Analysis of the Influence of Fintech on Banks

(1) The positive impact of financial technology development on banks
First, financial technology can promote the intelligent construction of bank data. Banks
can use the big data and artificial intelligence technology in financial technology to fully
mine and analyze the bank’s stock data assets, which can support banks to carry out
extensive and comprehensive data management and services. According to the needs of
operation and management, in terms of customer tiered marketing, outlet performance
assessment, retail performance analysis, product effectiveness prediction, operational
efficiency optimization, product value analysis, etc., to guide banking business deci-
sions, and promote the construction of bank data intelligence. Second, financial tech-
nology will improve the level of banking services [6, 7]. With the maturity of biometric
models and computing technology in financial technology, on the one hand, banks can
introducemore human-computer interaction scenarios in the channel, such as face recog-
nition and voice recognition in banking business, on the other hand, they can use cloud
computing technology to greatly improve The efficiency of business processing makes
banking business more efficient and convenient, and greatly improves customer experi-
ence and satisfaction. Third, financial technologywill promote the continuous innovation
of banking business products. With the maturity of financial technology technology, var-
ious banks continue to introduce new products and innovative products emerge one after
another [8].
(2) The negative impact of financial technology development on CBs
First, the development of fintech will open up financial markets and increase competition
for banks. Fintech has prompted many Internet companies that did not have financial
licenses to set foot in the financial field to carry out businesses such as payment and credit.
The increase in financial and financial participants has greatly increased the difficulty of
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traditional banks’ competition. Banks not only need to compete with their peers, but also
need Internet companies and financial technology companies compete in the financial
field [9].

Second, the development of fintech may reduce the traditional business income
of banks. In terms of traditional private financing loans of banks, it mainly involves
housing loans, credit card credit business, etc. At present, many Internet companies
have carried out various forms of personal loans, such as Huabei, Jibei, etc. Various
Internet credit models emerge one after another. Financing through banks has been
greatly reduced; in the field of payment, theWeChat payment launched bymajor Internet
companies and Yu’ebao have made the traditional UnionPay payment retreat; Not only
is the purchase convenient and there is no initial purchase amount limit required by
regulatory requirements, it has received high praise from customers, and the current
operating income of banks is shrinking year by year under these business scenarios [10,
11].

Third, fintech makes it difficult for some banks to keep up with the rhythm of the
competitive market. With the tightening of regulatory policies, some banks insist on
prudent business operations. Banking business products are generally customized and
developed using the traditional industrialized waterfall model. The time period is long,
the iteration is slow, and under the background of the great development of financial
technology, the financial market competition is becoming increasingly fierce., market
opportunities are fleeting, bank product development is generally risk averse, and it is
difficult to keep up with the current rhythm of financial technology development. In
general, the development of financial technology is a double-edged sword for banks.
How to make good use of financial technology, stand on the cusp of financial technology
development, and promote the development of banking business is worth thinking about
by all CBs [12].

2.3 Analysis of the Fintech Capability of CBs

(1) The concept of technology management needs to be changed
At present, the concept of domestic financial technology is constantly fermenting, and
information technology has gradually moved from the original behind-the-scenes sup-
porter to the “center stage”, to the market, and directly creates value by serving more
customers and creating new products. Banking technology is gradually changing from
the traditional operation service orientation, from the role of auxiliary business process-
ing to the role of business value creator. Only by making full use of and exerting the
power of financial technology can promote the real productivity of financial technology,
realize technology-led business, and promote business.develop.
(2) The response speed of technology needs to be improved
In recent years, as the state vigorously advocates innovation and encourages and sup-
ports the rapid development of small and micro enterprises, various business needs of
banks are characterized by high concurrency, periodicity, and regionality. The demand
for “fast and good”, “fast” refers to the need to match the speed of scientific and tech-
nological response with the development of business innovation, effectively improve
and strengthen the construction of scientific and technological agility, “good” refers to
on the basis of fast, New products or new business models must operate safely, stably
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and efficiently. Therefore, the bank’s traditional waterfall model software development
method can no longer adapt to the new form of the Internet era. Banks need to introduce
an agile development model to effectively and quickly carry out iterations to improve
their technological responsiveness.

3 Fintech DM Technology

With the continuous entry of Internet companies into the financial industry, whether it
is Tencent’s “Qianqiantong”, Alibaba’s “Yuebao”, as well as the mushrooming online
loan companies, coupled with the continuous upgrading of financial technology appli-
cations, the integration of finance and technology Continuous integration is changing
the model of traditional banking financial services every day. Banking technology must
actively innovate in the financial field, and use innovative technologies such as artificial
intelligence business scenarios, cloud computing distribution technology, mobile pay-
ment mode, and massive big DM applications to play a leading role in business. It will
transform the banking business from the traditional offline physical bank branch field to
an innovative sunrise industry that supports the online electronicization of the Internet.
To this end, this paper proposes DM technology to evaluate and analyze BF.

Suppose there is a constantly reacting change as hi*fintech, which represents the
possibility of an event, and its range is (-,)fintech. When the variable is greater than 0, it
means that the event has occurred; the value of the variable is less than or equal to When
0, the event does not occur. Which is:{

hi = 1, h∗
i > 0

hi = 0, h∗
i � 0

(1)

Here, hi is the observed real response variable. Hi = 1 means the event happened;
hi = 0 means the event did not happen. It is assumed that there is a linear relationship
between the explained variable and the explanatory variable xi, that is:

h∗
i = γ + ηxi + δi (2)

Assuming that the random error term δi obeys the logistic distribution, the logistic
function distribution has symmetry, so the probability cumulative distribution function
can be obtained:

g(hi = 1|xi ) = g
[
δi � (γ + ηxi)

] = k(γ + ηxi) (3)

For multiple independent variables, assuming there are t independent variables, the
logistic model can be extended to a multivariate logistic model:

g = 1

1 + t−(η0+η1xi+...ηnxn)
(4)

Among them, g is the probability when the independent variable takes (x1, x2,…,xn).
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4 Analysis of BF Capability Evaluation System Based on DM

4.1 Evaluation of the Fintech Innovation Capability of CBs

Based on DM technology, this paper introduces SPSS22.0 software to further process
the data, and obtains Table 1. According to the tabular data, it can be seen that when
the principal components are different, the ranking of listed banks is different. Also, the
individual rankings are not identical to the overall rankings. Therefore, it is necessary
to identify the evaluation object to clarify the strength of the bank’s innovative financial
technology.

Table 1. Factor load after rotation

index 1 2 3

Ratio of net income from handling fees and commissions to operating
income x1

0.841

Growth rate of net income from handling fees and commissions x2 0.812

Per capita net profit x3 0.842

Bachelor degree or above ratio X4 0.811

E-banking substitution rate X5 0.804

Three year average annual growth rate of credit loan x6 0.786

Non performing loan ratio x7 0.842

Liquidity ratio x8 0.792

Through the analysis of principal component analysis, there are 3 influencing factors
whose characteristic root is greater than 1, and the cumulative variance contribution rate
is 84.1%. The validity of the data is high, and principal component analysis can be
carried out. The above factor loadings are all higher than 0.5, and they are all reserved.
After sorting out the three common factors, the results are as follows:

Table 2. Common factor sorting result data table

index Factor load Common factor Variance
contribution rate

Cumulative
variance
contribution rate

Ratio of net income
from handling fees
and commissions to
operating income x1

0.841 K1 46.23 46.23

(continued)
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Table 2. (continued)

index Factor load Common factor Variance
contribution rate

Cumulative
variance
contribution rate

Growth rate of net
income from
handling fees and
commissions x2

0.812

Per capita net profit
x3

0.842

Bachelor degree or
above ratio X4

0.811 K2 23.22 69.45

E-banking
substitution rate X5

0.804

Three year average
annual growth rate of
credit loan x6

0.786

Non performing loan
ratio x7

0.842 K3 14.65 84.10

Liquidity ratio x8 0.792

It can be seen from the above Table 2 that the final explanatory degree of the three
principal components extracted is 84.1%, and three principal components are extracted.
Among them, K1 is the innovation factor of fintech business of CBs, including three
secondary indicators: the ratio of net fee and commission income to operating income
X1, the growth rate of net fee and commission income X2, and the per capita net profit
X3; K2 is the commercial BF management innovation factor, including three secondary
indicators: the ratio of undergraduate education and above, X4, the replacement rate of
e-banking business X5, and the three-year average annual growth rate of credit loans X6;
K3 is the financial technology risk innovation factor of CBs, including non-performing
loans. There are two secondary indicators, namely, the liquidity ratio X7 and the liquidity
ratio X8.

This paper randomly selects 10 listed banks inmy country, and evaluates the financial
technology capabilities of their main components, as shown in Fig. 2.
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Fig. 2. Evaluation results of financial technology capability of 10 listed banks in China

4.2 Evaluation Results of Fintech Innovation Capability of CBs in My Country

Assessing the financial technology innovation capability of CBs from the principal com-
ponent K1: K1 focuses on presenting factors that are likely to have an important impact
on the financial operation model, so that evaluators can understand the financial inno-
vation status and technological innovation status of the bank. Generally speaking, the
higher the K1 value, the higher the level of bank financial technology innovation. In this
dimension, state-owned listed banks rank among the top four, and ICBC, ABC, and CCB
are relatively stronger than other listed banks. The data shows that the business process-
ing and service fee revenue of the above three major banks is as high as 391.8 billion
yuan, which is 68% higher than the related revenue of other listed banks. Among them,
cashmanagement activities have the highest revenue. First, with regard to project launch,
ICBC pays more attention to structural financing, and advocates improving syndicated
allocation and equity financing system, so as to steadily increase related income; Private
funds; finally, in terms of asset management, ICBC has gradually expanded its invest-
ment funds, trusts, and other bank-enterprise networks to effectively improve customer
levels.

From the perspective of technology application, state-ownedCBs attachmore impor-
tance to business innovation: in addition, China Merchants Bank is relatively obvious,
and its three-year average annual growth rate of credit loans is 35.47%.Assessing the Fin-
tech Innovation Capability of CBs from the Principal Component K2 From the perspec-
tive of Fintech operation and management, state-owned CBs have the largest proportion
of the K2 principal component. However, in terms of management model innovation,
joint-stock CBs are relatively more innovative than state-owned banks in terms of their
operational and management innovation. The reason is that the per capita net profit of
major state-owned banks and the total value of employees with a bachelor’s degree or
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above are higher, and joint-stock CBs can only innovate their management models to
gain a larger market share.

Assessing the financial technology innovation capability of CBs from the principal
component K3: According to the principal component K3, it can be seen that it can
present the financial technology innovation and risk management capabilities of CBs
to a certain extent. Ranking the two main components, it is not difficult to find that
compared with other listed CBs, China Merchants Bank has a more complete risk man-
agement system. Combined with the survey data, it can be seen that the total proportion
of non-performing loans of China Merchants Bank is 0.93 percentage points, and the
industry average is 92%. The core is still the liquidity ratio. Among all listed CBs, China
Merchants Bank has the strongest capital liquidity, with a ratio as high as 66.94%, which
is 19.39% higher than the average liquidity ratio of the same industry.

Comprehensive F1, F2, and F3 evaluation of CBs’ financial technology innova-
tion capabilities: Comprehensive analysis of financial technology innovation capabili-
ties shows that the Industrial and CB of China ranks first, followed by China Merchants
Bank, and China Construction Bank ranked third. Ningbo CB attaches great importance
to financial technology innovation, but its innovation ability is average and its perfor-
mance is not outstanding. It is the bank with the lowest level of financial technology
innovation among all CBs. According to the previous research results, it can be seen
that the financial technology innovation capability of joint-stock banks and city CBs is
relatively weaker than that of state-owned banks.

5 Conclusions

This paper conducts research and analysis based on the DM BF capability evaluation
system, and sorts out the research results at home and abroad with the key words of
innovation capability and fintech. The definition also needs to be further clarified. At
present, as domestic and foreign experts and scholars mainly explore the concept of
financial innovation from different perspectives, the innovation capability of financial
technology is mostly regarded as the operational efficiency of the financial system.
Overall, the research on FinTech still needs to be further developed. Due to the limited
research time and professional ability of the author, it is impossible to thoroughly explore
the issue of financial technology innovation in an all-round way. To sum up, this paper
believes that the research results related to financial technology innovation capabilities
still need to be improved: in the future, it will closely follow the development trend
of financial deficient and national financial strategy, and deeply explore the financial
technology innovation capabilities of CBs. Provide reference for deepening its financial
technology service capabilities.
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Abstract. The establishment of a technology financial (TF) platform has played
an important role in providing investment consulting, information services,match-
making, technical guidance, and policy consulting. However, by analyzing the cur-
rent situation of the development of (TDO) TF in County A, this paper finds that
although the number of patent innovations in County A has shown an increasing
trend in recent years, County A lacks scientific and technological talent resources,
and the degree of development of TF does notmatch the strength of TF it possesses.
In order to reverse the serious lag in TDO TF in County A and improve the level
of technological innovation in County A, it is necessary to establish a science and
TF service platform (SP) that integrates resources and information from all parties
and can serve various types of science and TF supply and demand entities. In this
paper, data mining technology is used to mine information resources related to
TF, establish a sub-platform of TF information service, and use data mining algo-
rithms to establish a credit rating model to evaluate the level of financial products
or rate platform participants.

Keywords: Data Mining Algorithm · Technological Finance · Information
Resource · Technological Innovation

1 Introduction

With the increasingly prominent role of science and technology in promoting economic
growth, a series of development models centered on promoting TDO science and tech-
nology have become an important way to promote regional economic development. As
a new model that brings together the resources of all parties and promotes the efficient
development of technological financial activities, the TF SP has been listed as the focus
of the provinces to promote TDO scientific and technological finance.

The research on TF SP has achieved good research results. For example, a scholar
pointed out the way in which technological innovation and financial innovation interact.
The emergence of new technologies in the early stage often brings huge technological
changes, and technological changes will lead to huge economic uncertainty and high
profits. In order to obtain high profits, venture capitalists continue to explore promising
technical fields and realize the deep integration of financial capital and technical capital.
The accompanying result is that technical capital and financial capital grow rapidly and
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prosper together [1]. A scholar finds substantive laws from the development process.
Technology andfinancemust be integratedwith each other. This integration is large-scale
and unified, and requires consistent requirements for conditions, personnel, and funds
to ensure the coordinated development of technology and finance [2]. Some researchers
have analyzed the development status ofTFSPs throughon-the-spot investigations,made
a comparative analysis in terms of functions and operating mechanisms, and found a
route suitable for the current financial development [3]. Some scholars believe that
the basic organizational form of the scientific and technological innovation public SP
includes the platform’s organizational structure and service system, and its operation
mode is the independent operation of each service subsystem provided by the platform
and the division of labor and cooperation between the systems [4]. Although many
researchers have proposed the relationship between science and technology and finance
or the operation mode of TF, the technology finance SP currently developed still needs
to be improved.

This paper first introduces the concept of data mining, and proposes a WFCM algo-
rithm. The main function of this algorithm is cluster analysis, which can be applied
to cluster mining of technological financial information resources. It establishes a TF
SP, which includes five sub-platforms, providing different service functions for TDO
technology finance in County A.

2 Data Mining Algorithms

The essence of datamining is to search for hidden information in data through innovative
algorithms to discover the laws behind phenomena, and finally apply them to practice to
improve the efficiency of solving problems [5]. Today’s data mining is closely integrated
with computer technology, and methods such as information technology, machine learn-
ing technology, mathematical statistics technology, and artificial intelligence are used to
achieve this goal.

Incremental kernel fuzzy clustering algorithm (wFCM) is one of the most commonly
used fuzzy clustering algorithms. It is based on the FCM algorithm and assigns different
weights according to the importance of the data points to cluster. Process [6]. For a
given dataset X= {x1, x2,…, xn}, let wi(i= 1, 2,…, n) be the weights of the data points
xi. The wFCM algorithm simply selects different initial cluster centers, calculates its
membership degree with each data point according to formula (1), and then updates
the cluster centers according to formula (2), and calculates again after obtaining a new
cluster. The above process is repeated continuously until the convergence criterion is
reached [7].

pji =
k∑

h=1

(
d2
ji

d2
hi

)− 1
r−1

(1)

qj =

n∑
i=1

wipmji xi

n∑
i=1

wipmji

(2)
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Among them, i = 1, 2,…, n, j = 1, 2,…,k, m represents the fuzzy coefficient, qj
represents the cluster center (CC), pji represents the degree to which the data point xi
belongs to the CC qj, dji represents the distance from the data point xi to the CC qj, and
its calculation formula can be given by formula (3).

3 TDO TF in County A

In terms of patent applications and grants, as shown in Fig. 1, since 2014, the number of
patent applications and grants in County A has increased significantly, from 1,245 and
763 in 2014 to 1,855 and 1,043 in 2020, respectively. The number of applications and
authorizations for invention patents has increased from 357 and 184 in 2014 to 1,004
and 566 in 2020, showing a good trend of scientific and technological innovation, and
the ability of independent innovation has been greatly enhanced.

Fig. 1. Number of Patent Applications and Grants in County A

In terms of important scientific and technological achievements, statistics show
that from 2014 to 2017, the number of newly registered scientific and technological
achievements in County A showed an overall growth trend. In 2018–2019, the number
of newly registered achievements was relatively small, but in 2020 it rebounded to 2016.
Although it has won the National Science and Technology Award every year, the number
is generally declining, as shown in Table 1.
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Table 1. Scientific and technological achievements in County A

2014 2015 2016 2017 2018 2019 2020

New registration results 187 235 294 307 215 196 283

National Science and Technology Award 9 7 5 5 4 2 2

Table 2. Input of scientific and technological personnel in County A

2014 2015 2016 2017 2018 2019 2020

Number of people (year/10,000 people) 37.6 41.2 42.8 45.5 46.3 47.2 47.9

growth rate (%) 9.57 3.88 6.30 1.76 1.94 1.48

There is a serious shortage of manpower investment in science and technology activ-
ities in County A. According to the statistics in Table 2, there were 428,000 R&D
researchers in 2016, an increase of 3.88% compared with the previous year. Although
the overall trend of growth, there are still serious shortages of human resources. The
problem has led to the slow development of technology finance in County A, which lags
behind the average level.

4 Construction and Application of TF SP

In order to promote the development level of TF in County A, it is necessary to construct
a SP suitable for TDOTF inCountyA, and apply the functions of the platform to improve
County A from all aspects.

4.1 Construction of a TF SP in County A

The technology and financial exchange and docking platform improves the efficiency
of technology and financial activities by connecting technology companies and invest-
ment companies. The investment technology and financial services industry analyzes
the operating conditions and financial needs of small and medium-sized enterprises
related to technology, and recommends the lowest and most efficient financial tools in
combination with products. In order to develop technology-based small and medium-
sized enterprises, comprehensive services can be provided to enterprises on the platform
through financial service technology. The integrated SP ensures the healthy operation of
financial service technology by monitoring and supporting financial service technology,
and aims to make money for small and medium-sized enterprises with certain develop-
ment characteristics of technology [8, 9]. As shown in Fig. 2, a TF SP was established
for County A.
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Fig. 2. Structure of the TF SP

(1) Science and TF information SP
Science and TF information SP refers to an information SP that integrates informa-

tion on various types of science and TF supply and demand entities. Based on various
information, the collected information is integrated and reorganized using electronic
information technologies such as big data and cloud computing [10].

(2) Technology and finance docking SP
The docking station technology segment is an extension of the TF information plat-

form. Create opportunities for science and technology financing and supply and demand
of various services by monitoring and evaluating the need to participate in field tech-
nology funding, operational planning and documenting technology implementation and
projects, and by organizing collaborative activities to promote high-quality research
projects at home and abroad [11, 12].

(3) TF investment and financing SP
According to the financial models of technology companies at different levels, tech-

nology investment and financial services combine the characteristics of technology-
related financial products such as currency to provide technology companies with the
most suitable financing methods [13]. Technology companies and financial institutions
that have not participated in the technology-finance docking process can directly carry
out investment and financing activities through the technology-finance and financial SP.

(4) TF intermediary SP
Intermediary financial service technology refers to the common management and

organizational behavior of intermediary service institutions serving financial service
technology, and a platform for providing services to financial demand and supply enti-
ties. All technical center services work in the fields of credit reporting agencies and
correctional services analysis agencies. The branch system uses financial service tech-
nology, and branches located in intermediary financial service technology must strictly
abide by business norms and standards. And create an administrative office to oversee
the educational activities of the cooperatives and regulate the services of intermediary
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companies. Many financial services firms provide financial services for a large number
of financial services and needs, learning from and competing with each other.

(5) Integrated SP for TF
The integrated SP of TF has two main functions. One is to establish a supervision

service center to supervise the SP of TF and ensure its normal, stable and continuous
operation. The second is the auxiliary function, which provides convenience for TDOTF
through the establishment of education and training centers, scientific and technological
literature and information sharing service centers, and college students’ entrepreneurship
centers. Its frame diagram is shown in Fig. 3.

Regulatory
Service
Center

Education and Training Center

Science and Technology 
Literature Information Sharing 

Service Center

College Student 
Entrepreneurship Center

Technology and Finance 
Integrated Service Platform

Cooperation

Supervision

Supervision

Fig. 3. Integrated SP

4.2 Application of the TF SP in County A

(1) Information resource mining
By building an information resource SP, using technology, and obtaining financial

information of krypton gold through big data, cloud computing, etc. At the same time,
financial information can be collected to provide re-innovation guidance for techno-
logical financial products developed by technology companies, and various types of
information can be classified and stored, and then transmitted to platform participants.
The government-led TF SP fully integrates the scientific and technological knowledge,
business knowledge, financial industry knowledge and other resources owned by public
institutions and government social security management to create a public service sys-
tem where everyone can enjoy resources, and create a page of information resources to
facilitate participation to view tech finance information. In this process, the TF SP of
County A should improve the ability to obtain and coordinate information, and enhance
the ability to support new business activities in the technology industry.
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(2) Investment and financing services
Technology SMEs can apply for government special loans through the SP according

to their own situation and capital needs, or obtain emergency financing from financial
institutions and financial markets through the platform. In addition, technology-based
SMEs can meet their own development needs by recommending other financial insti-
tutions, and look for joint ventures with long-term development value. In addition, the
financial services industry in County A can issue standards and benchmarks to measure
the performance of SMEs, and provide them with management consulting services and
advanced TF services, when technology companies in County A can reach different
levels of development.

(3) Credit evaluation
The credit evaluation SP uses data mining algorithms to establish a credit rating

model, and through the algorithm, analyzes and evaluates the participants and financial
products in the rating system, and provides it to demanders through collaborative office,
credit reporting, and systemmanagement. Through a unified credit reporting SP, a unified
corporate credit evaluation standard is formed, with rating comparability.

(4) Intermediary agency services
A technical financial service system is required for various personnel such as con-

sulting business and legal business. These types of businesses require the involvement of
intermediaries, which are the main intermediaries in the field. Throughout the life cycle
of tech companies, but especially in the early stages, they need consulting agencies for
guidance on operations and management.

(5) Authentication service
The certification SP certifies the participating certified companies and displays the

relevant information of the certified companies. Through the authentication SP, partic-
ipants can complete the connection of online authentication services. The platform can
increase the external credit of technology companies, standardize the financial process
of technology companies, and reduce the financial problems of technology companies,
especially startups.

With the advancement in networking and multimedia technologies enables the dis-
tribution and sharing of multimedia content widely. In the meantime, piracy becomes
increasingly rampant as the customers can easily duplicate and redistribute the received
multimedia content to a large audience [3].

5 Conclusions

This paper establishes a SP for TDO TF in County A. The SP organically unifies and
integrates all participating institutions, which not only satisfies the smooth needs of each
subject for communication and interaction channels, but also satisfies the technological
needs of each subject for their development. The flow of financial information needs.
This improves the resource integration efficiency and information sharing degree of TF
to a certain extent, simplifies the process of TF information transmission, promotes flat
communication within the TF industry and between enterprises, reduces the cost of
maintaining information, and greatly reduces the cost of maintaining information. The
market competitiveness of the TF industry has been greatly improved.
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Abstract. The registration of multi-view laser point cloud is the benchmark step
of 3d model establishment, and the overlap of point cloud is very important for
registration. In this paper, artificial intelligence algorithm is used to optimize the
extraction of overlapping rate of the region. The specific process is: first, the inter-
nal geometric structure of the target is completely drawn and blocks are divided
frommultiple perspectives; second, the ESFmultidimensional features ofmultiple
regions are established. Gets the Euclidean distance between individuals. It is the
basis of 3d target reconstruction, and the extraction of overlapping regions between
point clouds is of great significance to improve the efficiency of registration. This
paper studies the extraction method of 3d laser point cloud registration overlap
region on account of artificial intelligence algorithm, and points out the extraction
method and technical scheme of 3d laser point cloud registration overlap region.
The data test shows that the research on the extraction method of the overlapping
region for 3D laser point cloud registration on account of artificial intelligence
algorithm has excellent performance in the extraction of the overlapping region.

Keywords: ARTIFICIAL Intelligence Algorithm · 3D Laser Point Cloud
Registration · Overlapping Region Extraction · Method Research

1 Introduction

3D laser imaging has the characteristics of long distance, accuracy and no illumination,
and can be used in a wide range of target identification, global analysis, local positioning
and other fields, covering huge military and economic value [1]. Due to limited visibility
and other factors, a single image cannot obtain the whole point cloud from the target. It
is usually collected from multiple regions of the target, and the node cloud is combined
into a system to form a set of target point aggregation. Cross-cloud alignment is to
identify inter-cloud matching points on account of attribute descriptor elements, and to
solve inter-cloud variable matrix by analyzing the relationship between a large number
of matching points and sample points [2]. Research on the extraction method of 3d laser
point cloud registration overlap region on account of artificial intelligence algorithm
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effectively promotes the extraction effect of 3d laser point cloud registration overlap
region.

As for the research of artificial intelligence algorithm, many scholars at home and
abroad have carried on the research to it. In foreign studies, Czako and Z proposed a
method to solve the problem of artificial intelligence algorithm selection and adjustment,
without manual intervention, in a fully automated way. The method is a hybrid method
combining particle swarm optimization. Experiments were carried out on some known
data sets to prove the time efficiency and high accuracy of the method [3]. Mourad,
M proposed a blind adaptive spectrum sensing algorithm on account of centralized
collaborative sensing platform. Then, the adaptive neural fuzzy interference system
(ANFIS) technology is applied to the decision-making process to achieve optimal and
accurate decision.The simulationprocess andoutput results show that the performanceof
this method is superior to the single sensing technology and other collaborative sensing
technology with conventi [4]. Spielberg, Y proposed and formulated a critical-based
change StepNumber algorithm (CVS) – a flexible step number algorithm that utilizes the
criticality function provided by human beings or learns directly from the environment.
Testing was done in three different areas, including the AtariPong environment, the
Road-Tree environment, and the Shooter environment. It is proved that CVS can surpass
popular learning algorithms, such as deep Q-learning and Monte Carlo [5].

The matching points between point clouds are limited to the overlap range of each
point cloud sample, and the proportion ofmatching points is higher than that of matching
points in the whole cloud. The transformation of the form is linear and low-dimensional,
and there is a mismatch at the most precise point of comparison, full clouds are used
to extract and match features, and their calculation errors are larger. Using overlapping
regions to extract and match feature points can improve the efficiency and accuracy of
distribution domain. Research on the extraction method of 3d laser point cloud registra-
tion overlap region on account of artificial intelligence algorithm is beneficial to improve
the extraction repetition rate of point cloud registration overlap region.

2 Design and Exploration of Extraction Method of Overlapping
Region for 3D Laser Point Cloud Registration on Account
of Artificial Intelligence Algorithm

2.1 Artificial Intelligence Algorithm

The acronym for artificial Intelligence is AI [6, 7]. This is a method of operating simula-
tion of the object of study, knowledge expansion of machine intelligence, which involves
the theoretical system of intelligence is very cutting-edge science.

The system is a simulation of the whole information process of human thinking and
consciousness. There are severalmathematicalmodelingmethods on account of artificial
intelligence algorithm:

(1) Qualitative and quantitative mixed system modeling method. A unified qualita-
tive and quantitative algorithm modeling pattern is designed to describe modeling
methods and knowledge in sub-domains and to describe the top level, this method
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is applicable to the scope of data model to cooperate with the time operation mode,
its purpose is to carry out quantitative and qualitative transformation of data.

(2) Variable structure system modeling method [8, 9]. It includes modeling modes of
various parameters, including variable components, dynamic ports and dynamic
points. These methods can change the original model of the system to adapt to the
multi-range changes of the system and the whole structure.

(3) Modelingmethod on account ofmetamodel. It is amulti-functionalmodelingmodel
on account of descriptive model, interactive decision model, multi-layer cognitive
system model and adaptive system model.

(4) Modeling method on account of big data intelligence. The complex and difficult
points of the system mechanism in the simple mechanism of artificial intelligence
can be simulated and analyzed by the genetic mechanism neural network math-
ematical modeling with the application of professional model system analysis to
create a new type of artificial intelligence. A large amount of empirical data and
its application requirements can be simulated and analyzed by intelligent modeling
method.

(5) Deep learning simulation modeling method [10, 11]. In the era of artificial intel-
ligence, data is collected by means of collection and explosively increases, deep
learning simulates human brain functions, and neural network technology is reused
in artificial intelligence, which will provide a strong theoretical basis for developing
system models.

3 Research on the Extraction Method of Overlapping Region
for 3D Laser Point Cloud Registration on Account of Artificial
Intelligence Algorithm

(1) Feature point extraction and image matching, as shown in Fig. 1, in order to achieve
the digital image and laser point cloud registration, premise condition is to obtain a certain
number of matching points, the stereo matching points matching to the laser point cloud,
so as to realize two different data registration stereomatching points between stereo pairs
is the foundation of the same name as point extraction, this belongs to the problem of
image matching in digital photogrammetry.

(2) Feature extraction
Feature extraction is the basis of image analysis and image matching [12, 13]. To

achieve the registration of digital image and laser point cloud, it is necessary to obtain
a certain number of stereo matching points. The premise of obtaining stereo matching
points is point feature extraction. Point feature extraction is mainly carried out by apply-
ing various operators as shown in Fig. 1. In the lower part of the first layer in the figure,
there are four layers of samples. The second layer in the upper part of the figure has the
same flow as the first layer.
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Gaussian image Gaussian difference image

measure

measure

Fig. 1. Feature point extraction and image matching

(3) Image matching
Image matching is one of the research emphases in the field of computer vision

and digital photogrammetry, and its essence is to identify the homonyms between two
or more images. The premise of recognition of homonymous points is to determine
matching measure, so how to define matching measure is the primary task of image
matching.

(4) Feature-based point cloud registration
Point cloud data alignment is an important task of 3D laser scanning data, which

is essentially coordinate system alignment [14, 15]. The commonly used cloud data
matching algorithm is mainly composed of four numbers and a matching algorithm, six
or seven parameters and a recursive algorithm.

4 Research on the Effect of Extraction Method for Overlapping
Region of 3D Laser Point Cloud Registration on Account
of Artificial Intelligence Algorithm

3D point clouds are collected from K angles. 3D point clouds have overlapping areas
between them. The point cloud viewed from K angles is initially coordinated in the
same system [16, 17]. After preliminary approval, in order to improve the overall, 3D,
model accuracy, it is necessary to achieve the optimal level of global compatibility
using multidimensional clouds. The objective of global optimization is to determine
the rotation transition parameters so that the global fitting e error is minimal. The error
formula is:
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In the above formulas, m and n refer to the point cloud data from the MTH and NTH
perspective, I refers to the point with the same name of the ith pair, and F is the error
calculation model.

It is assumed that the number of three-dimensional points in the fixed-point cloud is
set as m and N respectively, and one of all three-dimensional points is searched for the
nearest point in the other point cloud. If the distance between them is not greater than a
certain threshold value, the two points are defined as approximate points with the same
name, k-D tree is used to detect and traverse all similarity points, assuming the number
is N, and the overlap equation W of two-point cloud is calculated:

W = N

min(m, n)
(2)

It is assumed that the set of different scanned sample points is P and Q, and the
corresponding coordinates are O-XYZ and o-XYZ, where P and Q are points of the
same P(x, y, z) ∈ P, Q(x, y, z) ∈ Q in the coordinates, then the problem becomes shape
deformation, and the algorithm formula of multiple data pairs (P, Q) of point cloud is as
follows:

⎡
⎣
X
Y
Z

⎤
⎦ = μR(α, β, γ )

⎡
⎣
x
y
z

⎤
⎦ + T (3)

The above formula μ is the parameter of the algorithm formula, R and T represent
the rotation matrix and translation matrix α, β and γ are the rotation parameter in the
algorithm formula.

Image feature assisted point cloud feature extraction.
(1) Hough, extracting straight lines by transformation,
Hough transform is a transformation relation from image space to parameter space.

Because of its good robustness to noise interference and object discontinuity, it has been
widely used.

(2) Canny, operator extraction edge,
Edge extraction is an important aspect in digital image processing. Edge can be

thought of as the image local change is the most vigorous part, was a key part of the
human eye image, generally USES the mathematical equation of derivative method for
testing, in the image edge has two features: direction along the edge of gray level change
is very small, and the direction perpendicular to the edge of gray change drastically, the
principle of edge detection are dependent on the two features.

(3) Point cloud feature extraction
Digital image feature extraction is the pixel value of image features, and these pixels

have corresponding point sets in the laser point cloud,which constitute the corresponding
features in the laser point cloud. Due to the influence of parallax, registration accuracy,
image extraction effect and other factors, these point sets may not be able to accurately
express the laser point cloud features. By fitting, noise points can be removed to improve
the accuracy of point cloud feature extraction. These points are a series of discrete three-
dimensional space coordinate points, and the curve fitting of these points can obtain the
spatial graph of the building.
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5 Investigation and Research Analysis of the Extraction Method
of Overlapping Region for 3D Laser Point Cloud Registration
on Account of Artificial Intelligence Algorithm

3D laser scanning performed tests and analyses on a set of doll model data. All the
toys using laser scanners collected 8 sets of 3D scan data and tested using artificial
intelligence algorithms.

Two sets of tests were performed on the survey data and the results were compared. In
the first group of tests, 3 ormore pairs of similar overlapping sample points were selected
to calculate the initial parameters of shape transformation, and then all the scanned data
obtained by ICP algorithm for accurate distribution of two-point cloud were formatted
into the same system. In the second group of experiments, the point cloud optimization
algorithm in this paper was used to analyze three-dimensional point variable parameters
from the general equilibrium perspective, and then all the measured data were aligned
to a system. Test data are shown in Table 1.

Table 1. Extracting test data from overlapping regions of 3D laser point cloud registration

Model Number of
perspectives

Number of
three-dimensional
points (*100,000)

The point
cloud
density/mm

iterations Registration
error/mm

Time
consuming
(*10)

Doll 8 13.75863 0.28 2 0.18 9.3

In the table, the test name extracted from the overlapping area of 3d laser point cloud
registration is Doll. Number, of, Perspectives, Number of THREE-DIMENSIONAL

Fig. 2. Test images being extracted from overlapping areas
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points, Point cloud density (The, Point, Cloud, Density/mm), Iterations, Registration
intermediate error (ERROR/MM) and Time Consuming are shown in the table above
respectively, and their graphs are shown in Fig. 2.

It can be seen from the figure that the artificial intelligence algorithm is used to
extract the overlapping area of 3D laser point cloud registration with only two iterations
and the point cloud density is 0.28 mm, indicating that the repetition rate is very good.

Data testing, artificial intelligence algorithm on account of 3d laser point cloud
registration overlap region extraction method research, has a good performance in the
area of overlap region extraction.

6 Conclusions

In this paper, a region segmentation algorithm on account of geometric attributes is used
to segment perspective point clouds into multiple modules, and then multi-dimensional
attributes are determined for each region, and similar regions are defined as overlap-
ping regions of point clouds. The test results show that the text algorithm can improve
the overlap rate between point clouds, and can maintain consistent performance in the
simulation test under the condition of strong point cloud heterogeneity. Research on
the extraction method of 3d laser point cloud registration overlap region on account of
artificial intelligence algorithm promotes the extraction effect of 3d laser point cloud
registration overlap region.

References

1. Jagadev, P., Giri, L.I.: Human respiration monitoring using infrared thermography and
artificial intelligence. Biomed. Phys. Eng. Express 6(3), 035007 (2020)
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Abstract. Low-carbon development has become the focus of all aspects in the
whole society. China has put forward higher requirements for the carbon emissions
of cities and energy-intensive enterprises. This paper discusses the background
and current situation of the construction of urban carbon emission management
platform.At the same time, the necessity of building a smart urban carbon emission
management platform based on energy big data is analyzed. In addition, according
to the construction principles of the system platform, the urban smart carbon
emission management platform system is constructed, and the main functions of
the platform are mainly designed. The application of the platform can help the
government control the carbon emissions, new energy consumption and energy
efficiency improvement space of regional and key enterprises in real time, and
facilitate the realization of the national major strategy of “carbon peak and carbon
neutrality”.

Keywords: Energy · Big data · Carbon Emissions ·Wisdom

1 Introduction

At the General debate of the Seventy-fifth session of the United Nations General Assem-
bly, the General Secretary Xi announced that China will adopt more powerful policies
and measures to peak its carbon dioxide emissions before 2030 and strive to achieve
carbon neutrality by 2060. At present, in order to realize the vision of carbon neutrality,
we should also make breakthroughs in the clean and low-carbon utilization of fossil
energy and other systematic technologies for vigorously promoting the development of
clean energy and facilitating the optimization of energy structure. Innovation is also
needed in improving energy efficiency, controlling total energy consumption, and using
big data, visualization, Internet and advanced digital technologies to effectively control
the Carbon Footprint of key enterprises with high energy consumption in real time.

In early 2021, State Grid issued the action plan of “Carbon Peak and Carbon Neutral-
ity”, proposing to build an energy digital economy platform, accelerate the construction
and operation of energy big data center, and promote the implementation of strategic
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goals and strategic measures in order to implement the deployment of new digital infras-
tructure construction of SGC. At the same time, the construction of energy data centers
should be vigorously promoted to meet the integrated development trend of energy rev-
olution and digital revolution, and meet the development needs of new energy business
forms. Through the construction and operation of city-level energy big data center, it
comprehensively integrates energy data such as water, electricity, coal, gas and oil, and
excavates the hidden economic and social value behind energy big data. These measures
can offer a great significance to the rational allocation and utilization of energy resources,
the establishment of a widely interconnected, integrated and open energy Internet ecol-
ogy, the optimization and transformation of energy structure and the on-demand flow of
energy resources, and the establishment of an energy conservation system for industrial
development and social life. Meanwhile, they also provide strong technical support for
the construction of energy saving cities.

Led by the government, the energy big data center focuses on the construction of
new smart cities and the development of smart industries in the digital economy to
coordinate all kinds of energy sources in the city, so as to realize the joint construction,
sharing and win-win of all participants. The completion and operation of the energy
big data center is of great strategic significance to guide the development direction
of energy services, and also has significant effects in promoting the transformation
and upgrading of territorial industries, promoting employment, increasing tax revenue,
improving environmental benefits, and driving social and economic development. The
urban smart carbon emission management platform based on energy big data aims to
help the government control the carbon emissions, new energy consumption and energy
efficiency improvement space of regional and key enterprises in real time, complete the
comprehensive evaluation and analysis of carbon emissions of relevant enterprises, and
promote the tracking, monitoring and regulation of renewable energy consumption by
the government. At the same time, it can predict the future development trend of carbon
emissions and new energy consumption of different regions and enterprises, so as to
provide auxiliary decision-making for the government and enterprises. The design of
the platform has important practical significance for real-time control of key enterprises’
carbon emissions, new energy consumption, energy efficiency improvement space and
the realization of carbon neutral vision in the future.

2 Research Status

Wong, Johnny KW described a prototype architecture and a building project simulation
tool for carbon emission prediction using virtual prototyping technology to demonstrate
the application of the visualization tool for emission prediction by studying a real public
housing construction project in Hong Kong. It is useful for exploring strategies to reduce
carbon emissions in the construction sector [1]. Yan Zhang, Jianjiang Zhang, Guoyong
Yu started with the development of energy management and control system through
intelligent cloud platform in the industrial electricity environment, identified the advan-
tages of intelligent cloud platform, and introduced the actual use of industrial electricity
[2]. Lu Jun combined with the current situation analysis of carbon asset management
mode and information physical system, applied IoT, AI, big data, 5G and other digital
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technologies, through strategic positioning, organization and personnel, process design,
rules and regulations, digital means, operation supervision and other paths. She proposed
the strategy of building a carbon asset digital management system of group enterprises
with “three modules, four levels and eight functions”. It has a more significant advan-
tage of information sharing, and plays a promoting role in the development of carbon
asset management business and the activity of carbon trading market in China [3]. Guo
Feng, Yang Shangguang, Ren Yi empirically investigated the impact of digital economy
development on urban carbon emissions by constructing a city-level digital economy
development index and using panel data of 223 cities in China from 2011 to 2019, and
identified the action mechanism of green technology innovation. They found that digital
economy development could significantly reduce urban carbon emissions. This study
provided a new perspective and empirical evidence for understanding the relationship
between digital economy development and carbon emissions [4]. Zhou Ji, Xu proud,
Liu Xi and Li Jieling proposed to build a “digital intelligent carbon control” platform in
Jiangxi Province, China, incorporate the “digital intelligent carbon reduction and control
mechanism” into the “No. 1 development project” to improve the digital economy and
accelerate the construction of the “1+ 1+ n digital intelligent carbon control” platform
system by virtue of digital intelligent. It means to accurately monitor carbon emissions,
efficiently analyze carbon data and scientifically support carbon decision-making [5].
Zhang Jinmeng established the linkage model of municipal electricity consumption and
carbon emissions, and formed the power-carbon map of 14 cities in Hubei Power Grid
of China, which could visually analyze the change trend of carbon emissions in 35major
carbon emission source industries, and opened the data chain of “power-carbon-energy”
[6].

In summary, scholars usedAI, big data, 5G, virtual simulation and other technologies
to obtain the relevant information of enterprises and integrate and analyze the data, so as
to achieve the purpose of energy saving and carbon reduction. In terms of the planning
and application of the carbon emission control platform, the role and influence of the
Internet platform on energy conservation and emission reduction were mainly studied,
and relevant suggestions were put forward. But related research lack of carbon emissions
to the industrial enterprise visualization analysis and research, the data is static data, lack
of real-time dynamic data collection platform. And this research will be based on a great
energy data center enterprise dynamic energy consumption data collection, analysis and
carries on the depth ofmining, help enterprises to gainmining carbon reduction, accurate
reduction. At the same time, it can help the government and upstream and downstream
enterprises to timely understand the basic information, energy consumption information
and carbon emission information of enterprises, so as to realize multi-party docking and
make more accurate decisions.

3 Platform Constructions

3.1 Necessity of Platform Construction

Collection in the face of increasing energy consumption, energy source shortage exist,
less access, offline artificial acquisition is difficult to ensure data quality problems. The
city level great energy data center arises at the historic moment [7]. How to realize
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data acquisition, energy data on energy consumption, power data and industry economy,
regional economic analysis, in-depth exploration of the economy behind energy is an
urgent problem to be solved [8]. Carbon peaking and carbon neutrality is an extensive
and profound systemic economic and social transformation. Actively addressing climate
change is an inevitable requirement for China to achieve sustainable development. At
present, there are some problems in carbon verification and carbon monitoring, such
as poor data quality and inaccurate accounting results. Therefore, the construction of
urban smart carbon emission management platform based on energy big data is of great
importance.

The overall goal of building a smart urban carbon emission management platform
based on energy big data is to make full use of new technologies such as big data, cloud
computing, Internet of things, mobile Internet, artificial intelligence and block-chain,
build an energy data fusion and sharing mechanism, break through key core technolo-
gies, and lead energy data management and technical standards. Gradually realize the
convergence and fusion, sharing and exchange, mining and analysis of cold, heat, water,
electricity, gas, coal, oil and other energy data. The main function of the platform is
to conduct statistical analysis of carbon emissions and new energy consumption of
regions, industries and enterprises [9]. The main functions include: total regional carbon
emissions, industrial carbon emissions, enterprise carbon emissions, carbon emission
intensity, carbon source structure, carbon emission warning, carbon neutralization rate,
decision support and other modules. The system features comprehensive evaluation and
analysis of relevant enterprises’ carbon emissions by comparing national and provincial
and municipal local standards, and gives hierarchical visual warning hints by automatic
calibration. According to the new energy consumption data and carbon emission reduc-
tion data of key enterprises in the data center, the carbon neutrality rate of regions and
enterprises is calculated, and the main factors affecting carbon emissions are analyzed.
At the same time, the carbon emission data of governments and enterprises are predicted,
and decision support is provided for the implementation of carbon emission reduction
methods [10].

3.2 Principles of Platform Construction

(1) Multi-dimension
Platform in the scope of energy data collection including power source - net - load -
store “each link information flow and coal, oil, gas, water, heat and other kinds of energy
production, transmission, storage and consumption data, and related environmental data,
data resource directory, realize data collection and the collection process, continued to
expand data gathering of breadth, depth and density.
(2) Advanced nature
The design of platform technology should have the ability of processing and storing
massive data, and the ability of distributed storage and computing processing, so as to
meet the storage and processing requirements of massive real-time data. It can provide
urban carbon emission panorama, carbon emission real-time data, carbon emission his-
torical data, carbon flow balance analysis, operation index statistical analysis and other
sub-functions.
(3) Openness
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The platform should have an open publishing and running environment. The application
service framework of the system adopts J2EE architecture, which has the advantages
of scalability, flexibility, easy maintenance and dynamic deployment. It has the ability
to provide low-cost data collection equipment, high-quality energy and carbon emis-
sion data processing and analysis, and can flexibly connect with various systems and
platforms.
(4) Sharing
The platform can provide data resource sharing, enterprise applications on the cloud,
carbon emissions data set monitoring service, the value of data mining, Shared smart
sensor data and trend of energy consumption, improve the operation efficiency, and
pass through water, electricity, gas, heat and other related industry barriers between
data, output business consulting report, optimize the business environment, ensuring
and improving people’s livelihood.
(5) Multiple applicability
Through the analysis of user portrait, environmental characteristics and data information
content, it provides real-time and customized carbon emission information, industry hot
spot sharing, carbon price index push, focus problem analysis and policy interpretation,
carbon emission analysis, carbon emission reduction decision for government, industry,
financial sector and other departments and members.

3.3 Overall Framework of the Platform

The architecture follows the unified construction technical route, structures contain
resource foundation support layer, data layer, business application layer, display layer
data center platform, through the data link. It establishes standard specification data inter-
face, data mining and integrate the energy value, comprehensive support urban wisdom
carbon management platform construction, enhance the level of urban comprehensive
energy management and carbon emissions. This framework is the overall framework to
achieve “one center, two systems, multiple services”. It is equivalent to the significance
of great energy data center as the core, with standard system and security system two big
system for support, relying on the hardware and software infrastructure platform, data
resources platform, business application platform, for the government, industrial users,
energy suppliers and social livelihood of the people to provide data analysis, datamining,
such as policy more energy and carbon management services. The overall architecture
of the platform is shown in Fig. 1.

3.4 Main Functions of the Platform (Fig. 2)

(1) Total energy consumption
Based on the energy data of the energy big data center, the total energy consumption of
regions, industries and enterprises is calculatedwith reference to various energy discount
and standard coal coefficients, which are based on the time dimension (year, month, day),
statistical analysis and visual chart display.
(2) Energy intensity
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Fig. 1. Overall architecture of the platform

Fig. 2. Main functions of the platform

The energy consumption per unit GDP of cities, industries and enterprises is calculated
based on the total energy consumption and GDP data. Monitor the change rate of energy
consumption of regions, industries and enterprises.
(3) Energy structure
According to the standard coal quantity of various energy sources, the proportion of
energy consumption of cities, industries and enterprises is counted in the form of scale
map.
(4) Total carbon emission
Based on the energy data of the energy big data center, the total carbon emissions of
regions, industries and enterprises, they are calculated with reference to the carbon
emission coefficients of various energy sources, which are based on the time dimension
(year, month, day), statistical analysis and visual chart display are performed. The use
progress and proportion of carbon quota in regions, industries and enterprises were
monitored.
(5) Carbon emission intensity
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Calculate the carbon emission intensity per unit of output value according to the total
carbon emission value and GDP value of the region, industry and enterprise. The carbon
emission intensity per unit of production capacity is calculated based on the total carbon
emission value and production capacity data of enterprises.
(6) Carbon source structure
According to the indirect (electricity) and direct carbon emission (heat, coal, oil and gas)
sources of regions, industries and enterprises, the proportion of carbon source types was
analyzed and visualized according to the time dimension (year, month and day).
(7) New energy emission reduction
The new energy consumption is calculated according to the new energy consumption of
regions, industries and enterprises, and the completion of the new energy consumption
is counted and displayed according to the time dimension (year, month and day), so as to
promote the tracking monitoring and supervision of the renewable energy consumption
by the government.
(8) New energy structure
According to the new energy consumption of regions, industries and enterprises, the
proportion of three kinds of new energy consumption (photovoltaic, wind power, hydro-
power) is analyzed and displayed according to the time dimension (year, month, day), so
as to provide data support for the strategic decision of new energy emission reduction.
(9) Carbon sinks
According to the forest cover and grassland cover of the region, the forestry carbon sink
of the region was counted in time dimension to provide data support for the strategic
decision of forestry emission reduction.
(10) Carbon emission level
The carbon emissions of regions, industries and enterprises were compared with the
evaluation levels. Four levels of visual prompts (green, yellow, orange and red) were
given by “automatic calibration” and referring to the grade color definition standard.
Comprehensive evaluation and analysis of carbon emissions were conducted according
to the time dimension (year, month, day).
(11) Carbon neutrality rate
The carbon emission reduction and carbon sink generated by new energy consumption
will be counted. The emission reduction of regions, industries and enterprises can be
obtained, and the ratio value is formed with the emission as the denominator and the
total emission reduction as the numerator to represent the carbon neutrality progress.
According to the primary standard, the ranking of regions, industries and enterprises can
be formed to effectively check the carbon neutrality progress.
(12) Decision support
Various data analysis tools such as growth rate estimationmethod, gray systemprediction
model, moving average method and trend extrapolation prediction method are used to
predict the future carbon emission trend, new energy emission reduction situation and
carbon emission level of regions, industries and enterprises. Through the horizontal
and vertical comparison of the data, the multi-expert swarm wisdom decision-making
algorithm is designed, and the convolution learning technology is mainly applied to
study the effect of energy conservation and emission reduction incentive policies.
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4 Benefit Analyses

(1) Economic benefits
By focusing on enterprise carbon emissions and energy consumption of newenergy given
trend prediction, effective power enterprises can adjust energy consumption behavior,
update equipment, promote enterprise actively given clean energy, enterprise diversifi-
cation of energy supply, and clean and low carbon, a scientific basis for future energy
planning for the enterprise. At the same time, it also provide enterprises with energy con-
servation and emissions reduction measures and feasible Suggestions of energy saving
technology to help enterprises reduce energy consumption and improve energy effi-
ciency. The government can promote the integration of multi-sector businesses and
platforms, encourage enterprises to register and use smart carbon emission management
platforms as soon as possible, enrich databases, break through data barriers between
industries, and truly achieve digital empowerment, quality and efficiency improvement.
(2) Social benefits
After the completion of the platform, the analysis and prediction of energy use data
and carbon emission data can help the government to grasp the economic development
status of different regions and different industries, evaluate the scientificity and sustain-
ability of the development mode, so as to provide reference for the government in eco-
nomic development decisions. Formulate subsidy and regulation policies for the industry,
guide efficient industrial restructuring, industrial integration and industrial upgrading,
and achieve resource integration and optimization. The utility of energy big data is
fully exploited, and the total carbon emission of each index of enterprise carbon source
consumption is calculated according to the carbon source data and the national carbon
emission coefficient standard. According to the given indicators of the government, the
carbon emissions of relevant enterprises are comprehensively evaluated and analyzed,
and hierarchical visual early warning is given in the way of automatic calibration. And
the national renewable energy consumption responsibility weight is decomposed and
allocated, intuitive and quick statistics, display the completion of new energy consump-
tion, will effectively promote the government’s renewable energy consumption tracking
monitoring and supervision.
(3) Environmental benefits
For energy data collection and efficient analysis is helpful to promote the development of
energy saving energy companies into better, based on the different energy consumption
and carbon emissions data is analyzed. It is concluded that the energy consumption and
carbon emissions and put forward countermeasures, further form a complete monitoring
system, and focus on the information collection and analysis of new energy. It can
greatly alleviate the serious problem of energy waste, and promote the whole society
to save energy, reduce carbon emissions and energy waste. By analyzing the carbon
emission monitoring data of enterprises and comparing the energy consumption and
carbon emission of the same type of enterprises, the key enterprises can be accurately
monitored and the effective implementation of environmental protection policies can
be ensured. Comprehensive energy use efficiency, carbon emission level, user behavior,
green distribution and other information can be used to construct a multi-temporal and
spatial scale carbon emission management scheme from the two aspects of prevention
and treatment to ensure the sustainable development of the city. Comprehensive user
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profile, energy output, energy price, carbon emission price and other information can be
used to formulate reasonable energy trading policy, carbon emission trading policy and
energy subsidy policy, so as to help achieve carbon neutrality at an early date.

5 Conclusions

Based on the energy big data, this paper analyzes the necessity of smart carbon emission
management platform in cities and designs the system functions. The construction of the
platform can effectively promote the regional carbon emissionmanagement and improve
the efficiency of regional energy utilization. At the same time build digital management
platform can assign the wisdom of the carbon energy, using technology such as the
big data dig energy value of big data, accurate, intuitive, and timely reflect the carbon
emissions of the enterprise and the new energy use. It is advantageous to the energy
of their own carbon emissions, clear structure of carbon source, for emission reduction
measures to provide data support and decision support.
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Abstract. Distribution Network Reconfiguration (DNR) is an important means
to reduce line loss and improve power supply reliability. It is an important research
topic in the field of distribution network to optimize the network topology of distri-
bution network and improve the operation state of the original distribution network
by operating the line switch of distribution network. This paper presents a distri-
bution network reconfiguration method. The goal of this method is to minimize
the total cost of power system operators (PSOs) changing the distribution network
configuration, while taking into account the optimal distribution of distributed
generation (DG) output among load centers. In addition, it aims to minimize the
amount of DG output wasted due to sub optimal allocation. To achieve these goals,
we propose an algorithm that considers the economic and technical constraints of
PSO distribution network design.

Keywords: Distribution network reconfiguration · Distributed generation ·
Minimum spanning tree · Heuristic rules

1 Introduction

Fossil energy is the cornerstone of the development of human society. However, the
unrestrained exploitation of fossil energy for a long time has caused the tension in the
supply of fossil energy. Therefore, how to reduce the rate of resource depletion while
ensuring high-quality and stable supply of energy in the process of social development
has become a major problem faced by countries around the world [1].

Solar energy, wind energy and other natural resources are clean, pollution-free and
can be supplemented in a short time. Therefore, developing distributed generation tech-
nology and reasonably and efficiently using renewable energy for power supply has
become an effective way to solve this problem. With the rapid development of wind
power generation, photovoltaic power generation and other power generation technolo-
gies, the capacity of distributed power generation is increasing year by year, which has
become a hot industry in various countries. Figure 1 shows the change trend of the
installed capacity and growth rate of power generation in China at the end of 2019 [2].
It can be seen that the sum of installed capacity of wind power and solar power has
exceeded the installed capacity of hydropower, only second to the installed capacity of
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traditional thermal power generation, and their annual growth scale is far higher than
that of other power generation methods, This shows that in recent years, the distributed
power generation represented by wind power generation devices and photovoltaic power
generation devices is vigorously developing in China, and the development momentum
is still very rapid [3].

The concept of distributed power generation is put forward relative to the character-
istics of traditional centralized power supply, which can be understood as the generation
equipment or energy storage device that can independently supply electric energy with
relatively dispersed geographical locations, independent operation and relatively small
capacity distributed in a certain space and connected to the distribution network [4].
Compared with the traditional energy, the distributed power supply is installed closer to
the user side, so that it can more meet the needs of users for power generation or power
supply, effectively making up for the shortage of centralized power generation.

2 Related Work

2.1 Research on Distribution Network Reconfiguration Under Normal Operation

When the initial state of the distribution network is normal operation, the main purpose
of network reconfiguration is to improve the quality of power supply, reduce network
loss and optimize the operation state of the network. With the expansion of distribution
network scale and the improvement of requirements for distribution network operation,
researchers around the world have carried out a lot of effective research on distribution
network reconfiguration under normal operation [5].

In the distribution network optimizationmodel established by relevant scholars under
normal operation, common objective functions include reducing network loss, optimiz-
ing power supply cost, improving voltage quality, etc. The objective is to reduce the
system operation cost, and the operation costs considered include power purchase cost,
switching operation cost and distributed power generation operation cost; A distribution
network reconfiguration model is proposed to improve the DG absorptive capacity in
a single time section, and the network structure at that time is optimized according to
the future information; A new distribution network reconfiguration strategy is proposed,
whose optimization goal is to reduce the balance of safe distance; Considering the three-
phase imbalance problem caused by user load imbalance, a new optimization strategy
is proposed to solve the overall imbalance problem of distribution network; Literature
takes the minimum network loss of distribution network as the network optimization
objective, and comprehensively considers constraints such as power flow constraints,
voltage constraints, and main network capacity constraints [6],

A new distribution network reconfiguration model is proposed; In order to improve
the utilization rate of renewable energy power generation connected to the power grid,
enhance the absorptive capacity of the distribution network system to natural resources,
and optimize the DG output in a unit period, a dynamic reconfiguration strategy based
on the output similarity of each unit of the distribution network is proposed to maximize
the DG utilization [7].
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2.2 Research on Network Structure and Reactive Power Optimization
Considering DG Uncertainty

The rapid development of distributed generation technology, although to a certain extent
It has reduced the environmental pollution caused by fossil energy and alleviated the
energy crisis, but it has also brought new challenges to the reliable operation of the
traditional power grid. Network reconfiguration can better meet this challenge. At the
same time, as a part of power system optimization, reactive power optimization of
distribution network is of great significance to reduce line loss and improve grid voltage
level. This paper focuses on the distribution network reconfiguration and reactive power
optimization with DG connected under the consideration of uncertainties such as load
and DG in the system.

With the development and popularization of distributed power technology, network
reconfiguration considering DG access has gradually become a hot research topic in the
academic community. Experts at home and abroad have carried out a lot of research
on this issue. A heuristic algorithm is used to solve the reconfiguration problem of
distributed generation equipment after grid connection, and the problem of network
loss allocation is studied; For distributed power sources such as wind power generation
and photovoltaic power generation, a variety of distributed power source models are
established. In order to minimize the actual power loss, the decimal coded quantum
particle swarm optimization algorithm is used to solve the mathematical model; Taking
wind power generation equipment as PQ node, a hybrid algorithm combining differential
evolution algorithm, ant colony algorithm and variable neighborhood search algorithm
is proposed [8]. The proposed algorithm is used to simultaneously optimize the topology
of distribution network and DG output. Although the above studies have analyzed the
distribution network reconfiguration from different perspectives, they simply treat the
distributed generation as a constant power model, and do not consider the uncertainty of
the output of the power generation devices caused by the environmental impact of the
distributed generation devices, so there is much room for improvement.

3 Reconstruction Based on Minimum Spanning Tree and Heuristic
Rules

The distribution network reconfiguration model with the minimum active power loss is:

min f =
n∑

i=1

kiri
P2
i + Q2

i

V 2
i

(1)

Where: nb is the number of branches in the system; Ri is the resistance on branch i; P
and Q are the active power and reactive power flowing through branch i respectively; V;
Injects voltage of power node for branch i; Ki indicates the switching state of branch i.
When the branch is closed to 1, the branch is disconnected to 0.
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The constraints are as follows:

1) Power flow constraint;
2) Operational constraints;
3) Capacity constraints;
4) Network topology constraints

After the reconfiguration, the distribution network topology should meet the radial
topology structure, and there should be no isolated nodes.

In order to reduce the number of candidate switches, according to the above heuristic
rule 2), only the switches at the low voltage side of the disconnect switch need to be
evaluated during the reconstruction process. Definition of optimal switch: when the
candidate switch meets the requirement that the network loss after opening the switch is
less than the system network loss after opening the adjacent switch at the lower voltage
side, the switch is the optimal switch. This greatly reduces the number of candidate
switches [9].

Definition of optimal switch: when the candidate switch meets the requirement that
the network loss after opening the switch is less than the system network loss after
opening the adjacent switch at the lower voltage side, the switch is the optimal switch.

Based on the above improvement of candidate switch evaluation strategy, the
following two new candidate switch evaluation strategies are obtained:

1) Only when the voltage drop (per unit value) � V> � Vi on both sides of the switch
branch is opened can the network loss be effectively reduced;

2) If the candidate switch can transfer the load from the feeder at the lower voltage side
to the feeder at the higher voltage side, that is, the system network loss after opening
the switch is less than the system network loss after opening the adjacent switch at
the lower voltage side, the switch is the optimal switch.

The reconstruction algorithm includes three processes: 1) initial optimization; 2) Sec-
ond optimization; 3) Correction. The process is shown in Fig. 1. The initial optimization
generates a better initial solution based on the minimum spanning tree algorithm, so as
to reduce the calculation amount of the secondary optimization. The secondary opti-
mization gets close to the optimal solution based on the improved heuristic rules, and
the optimal reconstruction scheme can be obtained by modifying.

4 Distribution Network Reconfiguration Method for Optimal
Distribution of DG Output

In this paper, DG reconfiguration algorithm is divided into two parts: firstly, DG output
is optimally allocated based on the power demand of the grid and according to the
generation cost and rated capacity of DG; Then, the reconstruction algorithm based
on the minimum spanning tree and heuristic rules is used for reconstruction. In the
algorithm, the output of DG is treated as a negative load. The improved 33 bus and 69
bus systems with DG are selected as shown in Fig. 2.
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Fig. 1. Flow chart of distribution network reconfiguration

Fig. 2. 33 bus bar test system with DG

The results of the two algorithms are the same, which shows the effectiveness of the
algorithm in this paper. In terms of calculation time, the calculation time of algorithm I is
short, while algorithm II requires more switches to be evaluated and takes much longer,
which shows that the initial optimization using the minimum spanning tree algorithm
has an obvious effect on improving the calculation efficiency. In addition, in the initial
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optimization process based on the minimum spanning tree algorithm, the weights are
obtained based on the closed-loop power flow results, so the reconstruction results do
not depend on the initial structure of the network [10].

The network structure and electrical distance are not considered in the DG optimal
allocation calculation in this paper.Generally, the electrical connection of the distribution
network is relatively short. From the analysis of the 33 node calculation example in this
paper and the 69 node calculation example in the following, it can be seen that whether
the network structure and electrical distance are considered or not has less significant
impact on the network loss than expected, especially when the proportion of DG output
to the total load increases, the difference between the two is very small. In fact, the
impact of DG on network loss is mainly related to the selection of its initial location.
The closer it is to the load center, the more obvious the loss reduction effect will be.
Once the DG access location is determined, the impact of its output on network loss is
not much related to the electrical distance. Therefore, based on the replication dynamic
algorithm in this paper, the optimal allocation of DG output is solved, and the subsequent
reconstruction algorithm is used to obtain the network operation architecture with the
minimum network loss. The two layers not only ensure the high efficiency of calculation,
but also ensure that the global optimal solution of reconstruction (or close to the global
optimal solution) is obtained under the premise of optimal allocation of DG output.

5 Conclusion

In this paper, a distribution network reconfiguration algorithm considering the optimal
distribution of DG output is proposed. First, the replicator dynamic algorithm RD is
used to solve the DG output assignment problem with the minimum generation cost
of DG, and then the minimum spanning tree algorithm and heuristic method are com-
bined to reconstruct the distribution network to minimize the network loss. The initial
optimization of the minimum spanning tree does not depend on the initial topology of
the network. At the same time, based on the initial optimal solution generated by the
minimum spanning tree and the new heuristic evaluation rules, the number of candi-
date switches to be evaluated is greatly reduced, and the computational efficiency of
the algorithm is greatly improved. The example shows that the optimal reconfiguration
solution can be obtained by reconfiguration of distribution network with DG based on
the algorithm proposed in this paper. Due to the small number of evaluation switches,
the algorithm has high computational efficiency.
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Abstract. It is an effective way to overcome these two extremes of translator
subjectivity from translation subjectivity to inter subjectivity. Habermas’ commu-
nicative behavior theory provides a theoretical basis and methodological guidance
for the study of inter subjectivity in translation. The author believes that the pur-
pose of this book is to provide a new approach to the study of intersubjectivity in
translation. The main idea of this book is to analyze the relationship between the
translator and the target language, which can be described as part of the interac-
tive process. This means that both parties are involved in an interactive process.
In order to achieve effective communication, the two entities must understand
each other’s intentions and purposes. The inter subjectivity of translation can well
explain the exertion of the translator’s subjectivity and the effectiveness of the
speech acts of the original and the author in the translation activities, and also
ensure the effectiveness of the speech acts of the translator and the translated
works.

Keywords: Communication behavior · Translation · Intersubjectivity

1 Introduction

In recent years, more and more attention has been paid to the subject and Intersubjectiv-
ity of translation, and the status of the translator has been gradually promoted, becoming
the center of translation activities. Is the translator the only subject in the process of
translation? Previous studies on Subjectivity in translation mainly focused on the trans-
lator’s subjectivity, that is, the characteristics of the subject in the interaction between
subject and object. However, subjectivity should also be manifested in the certain rela-
tionship between the labor subjects. The characteristics of the interaction between the
subjects and the subjects are “inter subjectivity” or “inter subjectivity”. Intersubjectiv-
ity is the communication between subjects, whose purpose is to break the closeness of
possessive subjects [1]. “Habermas regards inter subjectivity as the key to solving three
problems: without inter subjectivity, one cannot know whether a person is following
a rule; without inter subjectivity, one cannot form” rule consciousness “nor develop”
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principle consciousness “from” rule consciousness “and differentiate into” value con-
sciousness; “Without intersubjectivity, we can not defend the legitimacy of the rules
[2]. Translation is a communicative process and tool between two language societies.
Its purpose is to promote the political, economic and cultural progress of the language
society. Its task is to transfer the real world contained in the original works from one
language to another without damage. As language is the medium of communication
in life, translation should also be the medium of communication, and translation can
actually be regarded as a kind of communication activity [3]. This is fully manifested
in the inter subjectivity of translation. The study of intersubjectivity is closely related
to the value of translation, and can also avoid the abuse of translation and mistransla-
tion. Translation contains the possibility of coordinating the behavior between subjects.
Through the mutual process between subjects, the process of language transformation
reveals the intersubjectivity [4].

After the linguistic turn and cultural turn of philosophical studies, translation studies
have also begun to study from the perspective of language and culture. With the opening
of the cultural perspective, translation researchers no longer only focus on the subjec-
tivity of the translator, but expand their research horizons to the author, the translator
and the reader, even the publishers and sponsors, as well as the complex group relations
among these subjects. Habermas’ theory of communication has a profound impact on
the research of Humanities and Social Sciences, and also provides a new philosophical
methodological basis for the study of inter subjectivity in translation. From the perspec-
tive of Habermas’ communicative behavior theory, this paper will study the principles
and norms that should be followed by the various subjects in translation activities when
they have group relations [5].

2 Related Work

2.1 Subject of Translation

As for the study of the subject theory of translation, the scholars of translation mainly
focus on three important aspects, namely, the author centered, the text centered and the
translator centered. In the introduction of the book translation introduction, it is pointed
out that “it is generally believed that the subject of creative treason in literary translation
is only the translator. In fact, in addition to the translator, the reader and the receiving
environment are also the subject of creative treason. On the basis of comparison and
generalization, Xu Jun proposed that” the translator should be regarded as the subject of
translation in a narrow sense, and the author, translator and reader should be regarded as
the subject of translation in a broad sense He believes that the translation process under
the conceptual integrationmodel involves at least five subjects, namely, the translator, the
reader, the source language author, the source language and the target language involved
in the text, and there is an inter subjective relationship between them [6]. Therefore,
under the current research situation, there is no consistent answer to the question of
determining the translation subject.

Translation circles generally agree that there are three subjects of Translation: the
original author, the translator and the target reader. There is mutual communication and
interaction between them. Wang Juan believes that the communication among the three
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needs to be completed by some subjects acting as intermediaries, and puts forward two
concepts: implied author and implied reader. She cited the concept of implied author put
forward by booth, who said that implied author was often higher than real author in intel-
ligence and moral standards. The implied author, as the author’s “second self”, is not an
ideal and impersonal “ordinary person”. He is an implied double of “himself”, and there
may be many according to the needs of specific works [7]. Through the implied author,
the communication between the author and the characters in the works is essentially the
interweaving of his personal consciousness. Another concept is the implied reader, as
the ideal reader of the author, which restricts his creation. The author’s attitude towards
the implied readers determines the author’s writing strategy and its success.

In the practice of translation, it is a very important task for translators to coordinate the
relationship between the subjects of translation. In different cultural backgrounds, con-
flicts and contradictions between the original author and the target readers are inevitable.
The translator should strive to make the two sides communicate with each other in this
environment. He should not only respect the original text, but also give full play to
his subjectivity and creativity, and complete the task of cross lingual and cross-cultural
communication [8].

2.2 The Inevitability of the Transformation from Translation Subjectivity
to Inter Subjectivity

According to the above analysis, we find that any centrism is one-sided, narrow and
easy to go to extremes. The history of the evolution of the four kinds of centrism in
translation studies is the history of one center replacing the other. The author centered
theory attempts to reconstruct the author’s intention, analyzes the author’s motivation
and other factors from a deep perspective, and completely ignores the subjectivity of
readers and translators.

On the other hand, the text centered theory emphasizes the internal structural system
of the text language unilaterally, attempts to establish a universal model of literary
research by means of the linguistic model, and neglects the social and cultural nature
of the language and the aesthetic psychology of the subject. The reader centered theory
focuses on the process of readers’ acceptance, less on the form and significance of
the text of the works, the creative activities of the writers and their important position,
giving people an impression that they ignore the ontological study of literary works, and
in essence, it is still the continuation of the monism [9]. As for the translator centered
theory, it attempts to completely eliminate the separation of subject and object in the
“dualistic opposition”, holding that there is no one-to-one absolute relationship between
the signifier and the signified, which overemphasizes the subjectivity of the translator
and leads to excessive interpretation of the text.

From the above analysis, it can be seen that the shift from subjectivity to intersubjec-
tivity is the development trend of literary studies and translation studies. In translation,
on the one hand, each subject element (author, reader and translator) should maintain
their relative independence and avoid being dissolved in it. On the other hand, it requires
that each subject element should not be self-centered and pursue egocentrism. The rela-
tionship among the elements of translation is no longer self-centered, separated and
independent from each other, but a relationship of “co existence” (Heidegger language).
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The subjective factors are a relationship of equal communication. They recognize each
other, respect each other’s subjective factors and coexist, and finally form a common sub-
jectivity, that is, inter subjectivity. In other words, the intersubjectivity we understand
refers to the state and characteristics of mutual recognition and harmonious coexis-
tence among subjective factors. Only in this way can the subjective factors truly coexist
peacefully and effectively play their respective roles.

Therefore, translation activities not only involve the original text and the translated
works themselves, but also the smooth process of translation is the result of the interac-
tion and coordination among the original author, the target author and the target reader.
The study of intersubjectivity not only covers the uniqueness of each subject in trans-
lation activities, but also covers the common characteristics and interactions between
subjects [10]. When applied to translation studies, the study of intersubjectivity should
pay attention to the interaction between the author, the translator and the target reader
as well as the co existence of the subjectivity of the author, the translator and the tar-
get reader in translation activities. From the perspective of Habermas’ communicative
behavior theory, this paper will study the subjects involved in the translation process and
the relationship between them.

3 A Study on the Intersubjectivity of Translation Based
on Communicative Behavior Theory and Computer Technology

3.1 Two Extremes of Translation Subjectivity

Both the linguistic translation research paradigm and the structural linguistic translation
research paradigm focus on the author and the text, but cover up the translator’s subjec-
tivity. The philosophical basis of the paradigm of philological translation research is the
philosophical theory of empiricismThe concept ofmeaning is referential theory and truth
value theory. The influence of this theory on translation studies is to regard the author
as the center of meaning and the relationship between the author and the translator as
the relationship between the master and the slave. The translator must faithfully convey
the author’s purpose: the philosophical basis of linguistic translation research paradigm
is rationalism or structuralism theory, and its semantic concept is relational theory and
determinism. This theory regards the text as the center of meaning and emphasizes that
the translation is faithful to the original, The translation is equivalent to the original,
and the style of the original is reproduced. The study of translation in structuralist lin-
guistics regards language as a closed and self-contained system, and regards meaning
as something set by syntactic semantic laws. In this way, the translator’s subjective
factors involved in translation activities are excluded. Both of these paradigms require
the translator to reproduce the content and style of the original text faithfully, and the
translator’s subjectivity is completely submerged. There are many metaphors about the
identity and status of the translator in traditional translation theories. Tan Zaixi made a
comprehensive summary of these metaphors. Yu Guangzhong compared the translator
to a wizard between God and man. All these metaphors, without exception, show the
cover of the translator’s subjectivity.

“Deconstruction holds that the meaning of a text is open, intertextual and non origi-
nal”. The redefinition and interpretation of meaning by deconstruction directly overturns
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the practice of structuralism to solidify and static meaning, and overturns the authority
and absoluteness of meaning given by structuralism. In translation, people doubt the
authority of the original text and the author. The skepticism tendency of deconstruction
has also brought some negative effects, such as “denying all rationality, overemphasiz-
ing the subject consciousness, or simply banishing the subject”, “even when criticizing
the certainty and clarity of the meaning of structural linguistics, it completely dispels
the regularity of the language, and makes the interpretive activity become an endless
interpretation and unlimited extension”. Here, due to the uncertainty of the meaning of
the original text, if the translator does not grasp it properly, he will interpret the original
text arbitrarily, abuse the translator’s rights, and lead to the excessive publicity of the
translator’s subjectivity.

In a word, the post structuralist translation theory with deconstruction as the core
excessively publicizes the translator’s subjectivity, which makes the translator’s subjec-
tivity play freely in translation and completely subverts the concepts of original work,
author and faithfulness in the structuralist translation theory. Moreover, both the con-
cealment of the translator’s subjectivity and the excessive publicity of the translator’s
subjectivity show the disadvantages of the translator’s Subjectivity: the closed single
subject theory does not get rid of the “subject object” framework, because they focus
on one part of the three subjects of the author, the target reader and the translator in the
whole chain of translation activities, while ignoring the other subjects. Therefore, more
and more studies are trying to break this closed and single subjectivity, so as to make
the study of subjectivity of translation move towards the study of inter subjectivity of
translation, as shown in Fig. 1.

Fig. 1. A study on the intersubjectivity of computer technology in Translation
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3.2 Communicative Behavior Theory and Intersubjectivity of Translation

How to overcome the above two extremes of translation subjectivity and make it reach
an ideal intermediate state: that is, the translator’s subjectivity can be reflected without
being publicized?Habermas’ communicative behavior theory affirms the recognizability
of the speaker’s subject in the process of communication and emphasizes the intersubjec-
tivity in the process of communication, which is conducive to the equal communication
between the translator and the author; Moreover, the theory of communicative behav-
ior and communicative rationality have positive constructive significance and impor-
tant implications for translatology. Therefore, this theory provides a philosophical and
methodological basis for solving the above problems.

Language is the foundation of Habermas’ communicative behavior theory. He first
set about studying language and established his unique linguistic philosophy theory, uni-
versal pragmatics. Hamas believes that “the task of universal pragmatics is to determine
and reconstruct the basic premise of communication”; The starting point of reconstruct-
ing universal pragmatics is communicative experience [understanding], “understanding
refers to the meaning of discourse”, “On the basis of the connections between the sym-
bolic subjects established with other individuals, interpreters who take understanding
meaning as their own duty are basically engaged in experience as reference persons in
the process of communication”. “Since the understanding experience is faced with a
world built up by symbols, the inter subjective relationship between the understanding
subject and the understood object has become the inter subjective relationship between
the subjects who establish the world. Habermas takes” speech “as the basis of universal
pragmatics, and is also the object of universal pragmatics.

4 Conclusion

As a new topic in the field of translation studies, the research results of inter subjec-
tivity of translation can better reveal the essence of translation, explain the accuracy of
translation strategies, highlight the value of subjects in translation activities, and put all
subjects on the platform of equal interaction. Only in this way can the study of inter sub-
jectivity of translation be further developed. Habermas’ communicative behavior theory
affirms the recognizability of the speaker’s subject in the process of communication and
emphasizes the intersubjectivity in the process of communication, which is conducive
to the equal communication and interaction between the translator and the author. The
inter subjectivity of translation refers to the interaction between the author, translator
and target readers in the whole chain of translation activities in a specific context, and
is the common existence of the subjectivity of the author, translator and target readers
in translation activities. Therefore, it is undoubtedly the new trend of translation theory
research from subjectivity to intersubjectivity.
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Abstract. Children’s understanding of things mainly depends on intuitive feel-
ings, and their attention is extremely unstable. Allowing children to improve their
attention when learning on the digital platform and achieve the purpose of teach-
ing in fun is an important problem that needs to be solved for children’s digital
learning terminal. The analysis and research of children’s cognitive psychological
system based on digital learning terminal is the research on the operation mode
of human mind. This is a process involving observation, analysis and synthesis.
The main purpose of this process is to understand the working mechanism of the
brain and make it work better. This helps improve the quality of life of people with
mental disorders or any mental related problems. The first stage of this process
involves observing what happens when a person does something with his brain. In
most cases, these observations are made by using an electroencephalograph that
records electrical activity.

Keywords: Children · Digital learning · Cognitive psychology

1 Introduction

With the rapid development of science and technology and the continuous improvement
of people’s consumption level, the products combining digital and mobile technology
have been widely accepted by the public. Not only adults use the digital mobile platform
to engage in various work, study, entertainment and life activities, but also more and

Fig. 1. Children use digital early education equipment
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more children gradually begin to widely contact the digital mobile platform, which has
become an increasingly obvious social phenomenon, and the scientization of education
has also become a trend, As shown in Fig. 1:

Themost basic learning of human beings is to absorb all external information through
various sensory organs in the body, then transmit it through the nervous system, and then
produce integrated information in the brain, so there is conscious cognition. After chil-
dren have rich sensory perception, they gradually develop the ability of abstract thinking
and independent thinking [1]. Preschool children begin to simulate and learn in the vir-
tual world through these interactive media textbooks. Multimedia interactive teaching
products that combine teaching with entertainment must be easy to learn and make users
feel the satisfaction of learning. Early childhood education products generally have the
nature of intelligence, enlightenment and education. Early childhood education prod-
ucts that integrate the advantages of digitalization have potential huge market demand
and purchasing power in today’s era. Compared with other digital products, at present,
the vast majority of early childhood education products are based on multimedia CDs
played by computers [2]. There are some problems, such as less development, insuffi-
cient attention, weak product interaction interface and children’s interaction, limited by
time, space and space, and lack of relatively mature and guiding principles and methods.
The products based on digital mobile platform are not only small and portable, but also
relatively flexible in time and place of use. Using the mobile digital technology platform
to develop and design a good interactive interface that can promote children’s early
education, attract children’s interest in learning, improve the learning effect, achieve the
purpose of interactive learning effect, and correctly guide the education of preschool
children has considerable exploratory and development value [3].

2 Related Work

2.1 Development of Children’s Cognitive Psychology

Cognition is a process of continuous development. Under the influence of congenital
factors and acquired environment, people’s cognition of surrounding things will con-
tinue to change according to environment, experience, new knowledge and other factors.
Because children are in the rapid growth period of individuals, their cognitive ability and
characteristics develop and change more rapidly than adults. According to Piaget’s divi-
sion of children’s cognitive development stages, their cognitive development is divided
into four stages: perceptual movement, pre operation, specific operation and formal
operation [4].

Children’s cognitive development process is a process from sensibility to rationality.
With the continuous growth of age, children’s mind is constantly maturing, and their
thinking and cognitivemode is also changing from simple to complex. According to rele-
vant research, generally speaking, children over 5 years old have a deeper understanding
of the visual guidance system, and the directional recognition system will have practical
operational significance for children over 5 years old; For younger children, MI said,
they often need to be accompanied by adults to identify directions. Combined with chil-
dren’s cognitive ability at different stages, the main age groups of children in children’s
space and the feasibility of the design of guidance system, this paper mainly analyzes
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the cognitive characteristics of children aged 6–12. From the age of 6 to 12, children
at this stage enter the specific operation stage, that is, they have made great progress
in specific image thinking and logical reasoning, and their cognitive level of guidance
has developed greatly [5]. Starting from the information processing model, this chapter
analyzes the cognitive psychological characteristics of children’s multi-channel senses
and children’s cognition, such as memory, thinking, imagination, curiosity, imitation
and game psychology, through the form of dynamic development [6].

2.2 Digital Learning

Digital learning is the integration of digital technology and teaching courses, which
refers to the establishment of digital learning platforms such as the Internet in the field
of education to assist learning, also known as e-learning. The definition of the concept
of digital learning by the U.S. Department of education can be summarized as follows:
“Digital learning refers to learning and teaching activities mainly through the Internet.
It makes full use of the learning environment provided by modern information tech-
nology, which has a new communication mechanism and rich resources, to realize a
new learning method; this learning method will change the role of teachers and the
relationship between teachers and students in traditional teaching, thus fundamentally
changing the teaching structure and the essence of education”. Digital learning originally
refers to network-based learning, but in practical applications, digital learning based on
multimedia materials is usually included in the scope of digital learning [7].

Digital learning refers to the process in which learners use digital learning resources
to learn in a digital way in a digital learning environment, as shown in Fig. 2. It con-
tains three basic elements: digital learning environment, digital learning resources and
digital learning methods. Among them, digital learning environment mainly refers to
the requirement to be equipped with multimedia computer, Internet and other hardware
equipment; Digital learning resources refer to multimedia materials that can be operated
in multimedia computer or network environment after digital processing, including digi-
tal video, digital audio, multimedia software, website, online learning system, computer
simulation, data files, databases, etc. [8], and can find and process information through
user autonomy, cooperation, creation and other ways; Different from traditional learning
methods, digital learning methods use digital platforms and digital resources to carry out
consultation, discussion and cooperative learning between professors and learners, and
learn through the collection and utilization of resources, exploration, discovery, creation
and display of knowledge.
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Fig. 2. Digital learning mode

3 Children’s Cognitive Psychological Characteristics

(1) Memory characteristics
Children’s memory is based on children’s senses, which is the mapping and accu-
mulation of the world felt by sensory organs. Compared with preschool children,
children aged 6–12 years old have a qualitative transition in memory development,
showing the following characteristics: (1) from the dominance of mechanical mem-
ory to the dominance of understanding memory; (2) From unconscious memory to
conscious memory; (3) From the dominance of specific image memory to the grad-
ual growth and development of abstractmemory ofwords. Children of this age begin
to have logical reasoning, systematization and goal clarification in their memory.
Therefore, in the corresponding guide design, its role in the transition of children’s
memory development should be strengthened, and the guide should be more in
line with children’s memory development characteristics by using elements such
as graphics, symbols and colors with logical relevance. As shown in Fig. 3, the
familiar things and scenes of children are transformed into concrete graphics after
cartoon processing [9]. This graphic with relevance to reality enables children to
recall the meaning they express at the first time they see it, so as to understand the
logo information they want to convey.
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Fig. 3. Design of child identification system

(2) Thinking characteristics
Children’s thinking ability is reflected in the ability to summarize, compare, classify
and solve problems. Under the guidance of school teaching, school-age children
begin to gradually have the ability of abstract thinking. Psychologist zhuzhixian
proposed that the basic feature of pupils’ thinking development is the gradual tran-
sition from concrete image thinking to abstract thinking; But this kind of abstract
thinking is directly related to perceptual experience to a large extent, and still has a
large component of concrete visualization. In the design of children’s space guid-
ance system, the transmission of information should be intuitive and direct, and
different information should have obvious differences, so that children can quickly
find and understand the corresponding guidance information.

(3) Curious psychological characteristics
Children’s curiosity about the unknown makes them more likely to be attracted by
things they don’t understand than adults. This curiosity inspires children to explore
theworld around them.When children are in a public space, excellent psychological
system design can convey a spatial information that arouses children’s desire to
explore, and also reduce children’s tension about unfamiliar space.

4 Analysis of Children’s Cognitive Psychological System Based
on Digital Learning Terminal

Children’s concept of the world is closely linked with “activities”. In the eyes of young
children, everything that can move is alive and alive. On the one hand, children use
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“moving and immovable” to distinguish the “living and inactive” countries of objects;
On the other hand, moving things can always easily attract children’s attention and
interest. This is because the cognitive development in early childhood is dominated
by unintentional attention, and the development of unintentional memory is better than
intentional memory. Children around 3 years old especially like towatch advertisements.
They can watch interesting advertisements for 10 min without moving [10]. It can be
seen from this that children’s attention is always clearly selective, and they can even
accept the information that interests them. They are characterized by strong curiosity,
rich imagination and specific thinking image.

According to the above analysis and summary, a children’s application software that
combines teaching with fun is designed. The overall style is simple and generous, the
interface layout (as shown in Fig. 4) is reasonable and effective, the colors are bright
and the saturation is high, and the interactive experience is rich and colorful.

Fig. 4. Schematic diagram of interface layout structure

As shown in Fig. 3, the interface layout is optimized by taking advantage of the
operation advantages of the software itself, so that the window area can be maximized
and more content can be displayed. At the same time, children’s attention will not be
distracted by the beating of multiple windows. The position of the main buttons is
fixed, so that it is easier for children to operate, and they don’t have to spend energy on
memorizing and looking for button position information alive.

5 Conclusion

By studying and understanding the cognitive development characteristics of preschool
children and the location of children’s attention, this paper summarizes children’s cog-
nitive characteristics from the aspects of shape, color and attention, so that children can
be liked visually in the interface design, so that children can no longer enter the world
because of the restrictions of text symbols, and turn learning into a participatory process,
making the learning of teaching in fun more natural and easier.

Acknowledgements. Interpretation of College Students’ Psychological Painting and Research
on Psychological Intervention (No. CSXL-202BO3).
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Abstract. E-commerce live broadcast marketing strategy analysis based on big
data algorithm is a new method to analyze consumer behavior and trends, which
can be used to analyze consumer preferences and make accurate predictions. The
analysis method is based on big data algorithms, such as machine learning and
artificial intelligence. It can be used for many purposes, such as analyzing website
traffic or social media activities. The analysis process is very simple: first, collect
all the necessary information about your enterprise, including its name, URL,
email address and phone number. Then, the system analyzes this information and
shows you its impact on business performance. Through analysis, we can predict
future consumer behavior with high accuracy. This technology has been applied
in many industries, such as finance and insurance, tourism, retail and so on. This
technology will bring more opportunities for enterprises in these fields.

Keywords: big data ·Marketing strategy · E-commerce live broadcast

1 Introduction

Webcast, a new interactive communicationmethod, has produced a wonderful ‘chemical
reaction’ after being combined with e-commerce, which has brought surprising sales
results. In April last year, Maybelline New York invited spokesperson Yang Ying and
50 netizens to broadcast live online at the same time. More than 10000 lipsticks were
sold in two hours of live broadcast, which translated into an actual sales of 1.42 million
yuan. This sales performance shocked the e-commerce industry. Everyonewitnessed this
“sales miracle” and saw the great potential of live broadcast marketing [1]. Then many
e-commerce enterprises introduced this new way to carry out e-commerce marketing.
Today, with the increasingly fierce market competition, e-commerce companies hope to
use the east wind of live broadcasting to drive sales. Old e-commerce companies want
to use the live broadcasting platform to continue to tap the consumption potential and
further expand the market. New businesses also hope to gain a place in the market by
combining live broadcasting.

E-commerce live broadcasting is like the next outlet for the development of e-
commerce. E-commerce enterprises have come in droves and joined the live broadcasting
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army. Although this marketing method has only been introduced for a short time, the
economic benefits it can bring have been unanimously recognized by e-commerce. Mar-
keting and promotion with the help of live broadcasting platform will be the focus of
e-commerce development in the next period. As e-commerce live broadcasting is a new
thing, it is still in the stage of exploration and development [2]. With the development
of this marketing method, problems have gradually emerged. For the sustainable and
healthy development of e-commerce live broadcasting, the author combs and analyzes
the current e-commerce live broadcasting marketing strategy, points out the existing
problems, and puts forward optimization paths, so as to provide some reference for
future development.

The new way of information exchange created by webcast and the user resources
gathered by the platform have great commercial value for e-commerce, and the webcast
platform has also become the focus of e-commerce marketing. The use of live web-
cast platform for effective marketing communication, import traffic for e-commerce,
promote the realization of traffic, realize the unity of communication benefits and eco-
nomic benefits, and become a new business growth breakthrough for e-commerce [3].
At present, major e-commerce companies such as tmall, vipshop and Jumei premium
products have started the live broadcast mode. Therefore, it is particularly important to
study the marketing strategy of e-commerce on the online live broadcast platform.

2 Related Work

2.1 Research on E-Commerce Marketing Strategy

At present, the research on e-commerce marketing in China is mostly focused on the
practical application of marketing communication, and there is less theoretical research.
A more prominent aspect is the marketing research of mobile e-commerce. With the
development of mobile Internet technology, mobile e-commerce occupies an increas-
ingly important position in the e-commerce market. At present, empirical research on
mobile e-commerce is mainly focused on. For example, in the mobile e-commerce mar-
keting strategy, Yang JianZheng believes that to strengthen the marketing of mobile
e-commerce, we should consider four aspects: creating demand, highlighting charac-
teristics, strengthening publicity, and developing projects. The article “Research on the
application of mobile e-commerce interactive marketing mode” by Liao Weihong sum-
marizes four main models of mobile e-commerce interactive marketing, including SMS
website, mobile QR code, mobile business district, mobile search, etc. [4].

With the development of e-commerce, the market share of cross-border e-commerce
continues to expand and has become an important part of the e-commerce market. The
marketing research of cross-border e-commerce mainly focuses on brand marketing
and marketing strategy marketing. Chen Huan pointed out in the article “an analysis
of the independent brand marketing strategy of cross-border e-commerce enterprises”
that at present, China’s cross-border e-commerce is developing rapidly. Behind the rapid
growth, problems such as price competition and product homogenization are also high-
lighted. This article analyzes the competitive advantages brought by independent brand
marketing to cross-border E-commerce, and puts forward brand marketing strategies for
the sustainable development of cross-border e-commerce [5]. Chen Zhizhong pointed
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out in the “analysis of viral marketing strategy of cross-border e-commerce platforms”
that viral marketing has efficient information dissemination, explosive communication
process and effectivemarketing effect. As a powerful marketingmethod that conforms to
the trend of the Internet era, viral marketing will definitely contribute to the development
of cross-border e-commerce platforms.

2.2 Research on Webcast Platform

For the research on the problems of webcast platform, this kind of research discusses
the communication problems, ethical problems and legal copyright problems in webcast
from the perspective of media criticism and legal system. For example, Li Junxian’s
“the formation and elimination of barrage language violencemechanism inwebcast”, the
article believes that the instability of the communication role and interaction relationship
in the webcast platform, the concealment of the media ecology of the webcast platform
and the lag of the management of the webcast platform, etc., lead to the problem of
barrage language violence. Purifying the barrage language environment of the webcast
platform requires the joint efforts of operators, anchors and audiences, Nor can it leave
the close cooperation of all social parties in today’s Internet environment. In “cold
thinking under the upsurge of network live broadcasting platform in the era of Pan
entertainment”, Huang Yi believes that the entertainment characteristics of mass media
make the over consumed live broadcasting show pleasing the public with vulgar forms
and contents, which is reducing people’s cultural taste. At the same time, consumerism
and pan entertainment are disintegrating the traditional social and cultural value system.
In the cold thinking of the hot webcast, Zhao Yuqiao discussed the ethical vacancy of the
anchor, netizens and live broadcasting platform involved in webcast from the perspective
of ethics, and made a specific analysis of all parties involved in standardizing webcast
from the perspective of media ethics [6]. Zhou Gaojian’s “analysis of the legal protection
of the copyright of online game live broadcast” discusses the ownership of rights in the
process of online game live broadcast from the perspective of jurisprudence, and believes
that we should clarify the right attributes of online game live broadcast programs, clarify
the ownership of rights, and strengthen the legal protection of online game live broadcast
platforms.

Case analysis of webcast. This kind of research mainly analyzes the characteristics
of webcast based on specific cases, and reveals the communication value and marketing
value of webcast platform. In “talking about the marketing advantages of webcast -
Taking Durex’s interactive marketing as an example”, Wu Desheng pointed out that the
linear broadcast of webcast platform can obtain continuous attention, and interactive
communication improves the degree of information involvement.

At present, the research on the webcast platform is mostly focused on the platform
value and the disputes brought by the webcast. The economic value contained in the
webcast platform has attracted people’s attention and recognition. How to develop the
webcast platform is still a process that needs continuous exploration for people. There is
less research on the current e-commerce webcast marketing, which is more concerned.
This paper enriches the research on this topic by discussing the e-commerce webcast
marketing methods.



Analysis of E-Commerce Live Broadcast Marketing Strategy 865

3 New Situation of E-Commerce Marketing - E-Commerce Live
Broadcast

E-commerce marketing activities came into being with the emergence of e-commerce.
The popularity of mobile Internet and the continuous improvement of people’s con-
sumption level have made online shopping an indispensable part of people’s daily life.
Old e-commerce companies should consolidate their market position, while new e-
commerce enterprises continue to join in, which has intensified the competition in the
e-commerce industry. Major e-commerce companies have launched various marketing
activities, event marketing A series of marketing activities such as festival marketing are
emerging one after another, especially after tmall created the “double 11” sales myth,
China’s e-commerce enterprises are more than happy with festival marketing. There are
more than 20 e-commerce shopping festivals. Facing the “frenzy” of various e-commerce
marketing activities, the consumer market is becoming increasingly tired.When the pro-
motion is weak, e-commerce began to explore a new marketing tool - e-commerce live
broadcast [7].

(1) Development of live broadcast platform
The emergence and development of the live broadcast platform are inseparable from
online games. In 2005, the online game Warcraft fire, huanju times company was
optimistic about business opportunities, and then launched YY voice for players
to make voice calls in the team. YY voice can be called the earliest prototype of
the domestic live broadcast industry, and then joined various functions such as
singing and chatting. YY live broadcast was launched. At the time of YY voice
fire, live broadcast platforms such as 9158 and six rooms were launched one after
another, which was well known to the public. By 2011, the popularity of e-sports
game hero League directly promoted the development of webcast. In the next few
years, live broadcasting platforms have sprung up. With the development of mobile
Internet, Yingke, Zanthoxylum bungeanum, Yizhu, douyu and other mobile live
broadcasting platforms have been launched one after another. At one time, the
network live broadcasting platform has been in flames. 2016 was called the first
year of mobile live broadcasting [8]. According to incomplete statistics, the number
of live broadcasting platforms has exceeded 200, and the number of platform users
has exceeded 300 million.

(2) Driving force of e-commerce webcast marketing
Under the background of increasingly fierce competition and gradual disappearance
of e-commerce dividends, live broadcast marketing has opened a new marketing
door for e-commerce. Interactivity, entertainment and sociality are the remarkable
characteristics of the live broadcast platform. The interaction between users and live
broadcast generally includes on-site interaction and off-site interaction. The rela-
tionship between the two is based onmutual trust. There is a strong relationship link
between the anchor and users, which plays a great role in promoting the realization
of traffic. At the same time, the entertainment and sociality of the live broadcast
platform meet the personalized needs of consumers. Marketing activities on the
webcast platform are of great significance to the development of e-commerce.
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With the continuous development of mobile Internet technology and the wide rise
of social networks, netizens have obtained channels for information dissemination and
interaction, which provides technical support for the rise of netizens; In terms of pub-
lic demand, the consumption concept of the public is constantly changing, and young
groups pursue the value identity in the virtual environment and the cultural context.
Online celebrity economy is a unique economic phenomenon in the Internet age [9].
The realization of online celebrity economy is to turn fans into purchasing power. The
relationship between online celebrities and fans is based on trust. Because of their fashion
sensitivity, online celebrities are easy to demonstrate and lead others and form others’
imitation objects. The combination of online celebrity influence and business produces
online celebrity economy, as shown in Fig. 1.

Fig. 1. Online industry chain

4 E-Commerce Live Broadcast Marketing Strategy Based on Big
Data Algorithm

(1) Online marketing to create entertainment shopping
The entertainment of shopping mode is to infiltrate the entertainment elements into
the shopping process of consumers, form a new shopping mode, and let consumers
obtain a happy consumption experience. On the one hand, the rise of shopping
entertainment is due to the increasingly fierce competition in the supplier mar-
ket. At present, the competition in the e-commerce industry is fierce. In addition
to established e-commerce enterprises, some rising stars are also constantly pour-
ing into this field. In order to develop in such a fierce competitive environment,
it is bound to seek new ways to innovate supply. Cross border e-commerce live
broadcasting with its entertainment elements is just a good breakthrough. With the
development of economy and the continuous upgrading of people’s consumption
demand, traditional functional consumption can no longer meet people’s consump-
tion demand, and people are more inclined to spiritual consumption and person-
alized consumption. The continuous upgrading of consumer consumption demand
forces the e-commerce industry to continue to innovate. For e-commerce, the addi-
tion of entertainment elements optimizes users’ shopping experience and not only
meets users’ consumption demand, It also enables users to obtain spiritual pleasure
[10].
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(2) Scenario marketing stimulates consumers’ shopping needs
The word “Scene” was originally often used in the concept of film and television,
“refers to a certain character’s action in a certain time and space or the specific
life picture formed by the character’s relationship. In short, it refers to a group of
continuous shots taken in a single place”. The scene in scenario marketing is com-
posed of three core elements: people, things and fields, while technical elements,
space-time elements, subject elements and social elements play a role around these
three core elements. Scenario marketing is a new marketing concept and marketing
method, which is developed on the basis of traditional advertising marketing. In
fact, scenario marketing is a marketing activity aimed at the needs of consumers
in the real environment. This demand is more psychological and exists in the sub-
conscious of consumers. Scenario marketing is a means to stimulate consumers’
shopping needs, as shown in Fig. 2.

Fig. 2. Scenario marketing inspires consumers to shop

(3) New user purchase experience to improve traffic conversion rate
The conversion rate refers to the ratio of the number of completed conversion behav-
iors to the total number of clicks of the promotion information in a statistical cycle.
The traffic conversion rate is the ratio of the number of web page clicks to pur-
chasing power. “For e-commerce, traffic is customer traffic, which is an important
indicator tomeasure the comprehensive ability of e-commerce. Traffic is the lifeline
of e-commerce. In order to attract customers to the store, e-commerce carries out
publicity and promotion through online media, social media and other channels,
opens up traffic portals, and hopes to win traffic dividends. With the development
of e-commerce industry and the continuous progress of mobile Internet technol-
ogy, online shopping has become the norm for consumers, and consumers have
become more and more Add ‘picky’, personalized consumption is more obvious,
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and they are gradually tired of the almost normal e-commerce marketing methods.
For e-commerce, traffic is not equal to the purchase volume, especially in today’s
extremely competitive market, consumers are facing more and more choices, and
using effective publicity strategies to attract traffic is far from enough. How to pro-
vide personalized services and give consumers a new shopping experience plays a
great role in improving the traffic conversion rate and promoting the realization of
traffic.

5 Conclusion

With the development of mobile Internet, the e-commerce market continues to expand,
and e-commerce has penetrated into all aspects of people’s life. People can buy their
favorite goods without leaving home. It breaks the boundaries of time and space, and
has a revolutionary impact on people’s production and life. The e-commerce industry is
developing rapidly and its scale continues to expand. The huge business opportunities
contained in the e-commerce market make the e-commerce competition increasingly
fierce. E-commerce live broadcast has innovated the user experience. E-commerce live
broadcast marketing is a major innovation in e-commerce marketing activities. Carry-
ing out e-commerce live broadcast marketing has opened a new marketing door for
e-commerce. Although it is currently in the initial stage of development, this model has
brought huge dividends to e-commerce, and its economic value has been widely recog-
nized by the e-commerce industry. E-commerce live broadcasting is bound to become a
key development direction of e-commerce in the future.
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Abstract. The development of computer technology and the increasing popular-
ity of the Internet have led to the rapid development of e-commerce, the continuous
emergence of e-commerce enterprises and the doubling of the number of users,
resulting in the rapid rise of multi-source traffic data of e-commerce websites.
The traditional e-commerce traffic data processing method stores limited data and
supports few data source formats. It is urgent to introduce a modern e-commerce
traffic big data processing system to meet the needs of enterprise traffic data pro-
cessing. The flow data analysis of e-commerce Project Incubation Park Based on
computer algorithm is a method to analyze and classify the transactions of online
shopping centers. The main purpose of this project is to study the transaction
mode, frequency and amount in a specific time period. This analysis will help to
determine the efficiency level of a specific area or department and can be used as a
benchmark for improvement. Compared with traditional methods such as manual
calculation or mathematical formula, computer algorithm has many advantages.
They are easy to use, fast and accurate solutions.

Keywords: Computer algorithm · E-commerce projects · Incubation Park · Flow
data

1 Introduction

In recent years, China’s e-commerce has developed rapidly. With the increasing popu-
larity and development of emerging technologies such as the Internet of things, cloud
computing and mobile terminals, e-commerce, as a new business model, is rapidly inte-
grating with the real economy. It has become an important way to allocate resources
under the conditions of networking, informatization, internationalization and marketi-
zation, and has a profound impact on people’s daily production and life, Become an
important force leading economic and social development and progress [1]. By the end
of 2015, there were about 600 million Internet users in China, of which nearly 300
million had done shopping on e-commerce websites. The number of large and small
e-commerce enterprises has exceeded 10000. The huge market potential has attracted
more and more traditional retail enterprises to develop to e-commerce. However, this
also makes the competition in the e-commerce industry increasingly fierce. E-commerce
enterprises should fully understand their own development status, respond in time when
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the market changes, and adjust quickly when their own development is limited [2]. The
traffic data of e-commerce websites is an important basis for the strategic deployment
of each e-commerce enterprise.

With the rapid development of small and micro enterprises and small and micro
enterprise incubators, some problems that can not be ignored have also been exposed.
The growth of quantity has not brought about the synchronous improvement of qual-
ity, and small and micro enterprises are still facing the grim reality of low survival
rate. According to the survey report of the Democratic Progressive Central Committee,
the average survival cycle of small and micro enterprises in China is only half that of
European and American countries. Compared with developed countries, China’s small
and micro enterprise incubation parks still have a big gap in incubation quality, incu-
bation efficiency and sustainable development [3]. The phenomenon of emphasizing
form over substance is common, mostly staying in the provision of infrastructure such
as venues, lacking professional team management, effective service system and support
mechanism; A large number of small and micro business incubators rely too much on
government investment, lack their own “hematopoietic function” and have a deep-rooted
awareness of “finding the government when it is difficult”, resulting in the disadvan-
tages of single investor, inconsistent rights and responsibilities, unclear income model,
inadequate financing service function and so on [4]. The above problems have affected
the entrepreneurial success rate of small and micro enterprises to a certain extent, and
have become an important factor restricting the efficient operation and stable construc-
tion and development of China’s small and micro enterprise incubators. There is still a
certain gap between the incubation quality and efficiency and the original intention of
the establishment of the incubators.

2 Related Work

2.1 Definition of Incubator

In European and American countries, the incubator is defined as an organizational form
that can provide various services to start-ups in the early stage to improve the ability
of enterprises to adapt to the market, which can greatly improve the success rate and
survival rate of enterprises. The American incubator Association defines an incubator
as a place to support the growth of enterprises and provide services in terms of capital,
management, technology and market. In 2001, American scholars divided small and
micro business incubators into three stages according to their functions. In the - stage,
small andmicro business incubatorsmainly provide hardware facilities, including plants,
office space, water and electricity, etc.; The small and micro Business Incubation Park
in the second stage is based on the first stage and adds consulting and guidance services;
In the third stage, the small and Micro Enterprise Incubation Park has added the related
functions of financing and venture capital on the basis of the first two stages. In 2003,
Peter engberts, a famous Dutch scholar, divided the responsibilities of the government
and the incubator, believing that the government only acts as a guide to provide financial
and policy support for the incubator and start-ups, while as an independent form of
economic organization, the incubator should be operated and managed in the form of
enterprises [5].
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TheMinistry of science and technology of the people’s Republic of China positioned
the Incubation Park as a special service institution for cultivating small and medium-
sized enterprises. Through its own resources, the Incubation Park provides business
sites, infrastructure and basic services required for entrepreneurship for enterprises par-
ticipating in the incubation, so as to reduce the entrepreneurial threshold, reduce capital
consumption, reduce the risk of failure, improve the entrepreneurial success rate of enter-
prises, and cultivate entrepreneurs with high comprehensive quality at the same time.
As early as 2000, Fu Chunmei, a scholar, defined the Incubation Park as a new form
of organization, between the enterprise and the market. The main function is to pro-
vide convenient hardware facilities and consulting guidance for start-ups, and provide
various services to promote entrepreneurial success according to the specific needs of
enterprises, so as to reduce the entrepreneurial cost investment and improve the success
rate of enterprises.

In 2007, sunMengyao, a scholar, positioned the small andmicroBusiness Incubation
Park as a sharing platform founded by the government. It has both system guarantee
and technical service functions, and is used to help the growth of small and micro
enterprises, so as to reduce the investment of capital, site, infrastructure and consulting
services in the initial stage of entrepreneurship, and reduce the entrepreneurial pressure
of small and micro enterprises [6]. In 2010, scholar Zhao Guanbing defined the small
and Micro Enterprise Incubation Park as a new economic organization form focusing on
public welfare, which is mainly invested and built by the government, coordinates the
participation of all social forces, provides preferential places, public infrastructure and
professional training services, helps the development and growth of start-ups, reduces the
entrepreneurial threshold of small andmicro enterprises and shortens the entrepreneurial
cycle. Liu Guihua pointed out that in 2012, the main body of microenterprise incubation
not only needs the help of its own professional incubation facilities, but also needs the
help of the outside world to realize the sustainable development of microenterprises. The
main function of the business incubator is to provide the entrepreneurial entities with
the hardware facilities and high-quality shared services required in the entrepreneurial
stage, so as to reduce the entrepreneurial threshold and improve the success rate of
entrepreneurship [7]. The business incubator mainly has three functions, as shown in
Fig. 1:
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Fig. 1. Small and micro enterprise incubation and functional network diagram

2.2 Operation Management Mechanism

Operation mechanism refers to the way and principle of mutual connection, interac-
tion and interaction between various elements within the organization and between the
organization and the external environment in the process of organization operation. It
organically connects various parts in a certain operation mode to make them operate
in a coordinated and orderly manner, so as to achieve the goal of the organization. It
is a specific operation mode to coordinate the relationship between various parts and
elements. Specifically, it is the design of incubation action process and system. Through
the process design of the interaction action between various elements, we can improve
the work efficiency in the incubation process, and standardize the behavior of each sub-
ject through scientific and effective system, so as to make the incubation process more
orderly [8].

Management mechanism refers to the internal structure of the management system
and the interaction mechanism between various elements. The implementation subject
of the management mechanism is the management system and its elements. Under the
guidance of the operation principle, coordinate the efficient linkage between various
parts and timely adjust the factors that are not conducive to the normal operation of
the system, so as to ensure the realization of the function of the whole management
system. The management mechanism must adapt to the internal structure and function
of the organization, interact and restrict each other. On the one hand, the form of orga-
nizational structure determines the type of management mechanism. The adjustment of
organizational structure will inevitably lead to the change of the type and effect of man-
agement mechanism. On the other hand, the management mechanism has a reaction to
the organizational structure. Once themanagement mechanism is formed, it will actively
regulate and restrict the organizational structure and organizational behavior according
to certain laws.
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3 Computer Algorithm

3.1 Algorithm Concept

The concept of algorithm has existed for a long time, but so far there is still a lack of
a generally recognized definition. Intuitively speaking, the algorithm is a continuous
sequence of rules executed in a certain order in order to complete a specific task. In its
2016 report, OECD defined an algorithm as a precise list of simple operations, which
are mechanically and systematically applied to a set of tokens or objects (such as the
configuration of chess pieces, numbers, cake ingredients, etc.). The initial state of the
token is input, and the final state is output. “Algorithms can be embodied in languages,
charts, codes and other forms, and various programs used in daily life also reflect the
application of algorithms. With the development of computer science, algorithms have
been developed to automatically process repetitive tasks including complex operations
and data processing [9]. The latest development of artificial intelligence and machine
learning has brought the algorithm to a new level, enabling computers to solve complex
problems and make predictions and decisions more effectively than humans.

3.2 Application of Algorithm

The application of algorithms is becoming more and more extensive. Both government
departments and enterprises are actively using algorithms to predict, analyze and opti-
mize business processes, so as to support business decisions. One of the most commonly
used functions of the algorithm is to price services or products. For example,many online
trading platforms have been using automatic sales - price determination algorithms for
several years. These platforms allow settled merchants to distinguish the market through
dynamic pricing. This pricing method is also widely used in tourism, hotel reservation,
retail, sports and entertainment. Since businesses can also use algorithms to optimize
prices based on available inventory and expected demand, price algorithms also dominate
the online sales of many goods. Computer algorithms are also reported in the insurance
industry. For example, the so-called “market factor” algorithm used by a1lstate is to
optimize the price by measuring the possibility of price comparison before users buy
insurance. The use of this algorithm has been criticized because it promotes a selective
pricing method that deviates from risk, making the premium range possible from 90%
to 800% of the standard price.

4 Analysis of Flow Data of E-Commerce Project Incubation Park
Based on Computer Algorithm

4.1 Reshape the Strict and Objective Entry Screening Mechanism

Strategic choice theory emphasizes the important role of choice in enterprise operation
and management. The funds, venues and human resources of the small andMicro Enter-
prise Incubation Park are relatively limited, and the contradiction between the scarcity
of resources and the incubation needs of small and micro enterprises always exists. The
problems of blind introduction and “no rejection” in the admission screening of the
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park directly affect the effective realization of the strategic positioning of the park and
exacerbate the tension between demand and resources. To solve this problem, we must
adhere to the theoretical guidance of strategic choice, implement differentiation strat-
egy and specialization strategy, select entrepreneurs and entrepreneurial projects with
growth potential as incubation objects, highlight the advantages of county resources, and
achieve “no one has me, no one has me”, so that limited resources can produce higher
returns.

The small and Micro Enterprise Incubation Park should make full use of the pro-
duction and service elements of the park, improve the transparent, perfect and fair entry
screening criteria, establish a rigorous and objective evaluation team, timely conduct
comprehensive evaluation, review and decision-making on the entrepreneurial subjects
applying for entry, one enterprise, one policy and one letter, sign the entry agreement,
clarify the responsibilities, rights and interests of both parties, and standardize, guide
and restrict the behavior of both parties. The selection of incubation objects directly
affects the realization of the incubation function of the park. Therefore, careful selec-
tion of incubation objects is the top priority to ensure the quality and efficiency of park
operation.

4.2 Improve the Comprehensive and Efficient Cultivation and Incubation
Mechanism

Operation and management theory reveals that operation and management activities are
the core functions of economic organizations and the guarantee mechanism to realize the
transformation from input to output. As an emerging economic organization, small and
Micro Enterprise Incubation Park must strengthen the planning, organization, imple-
mentation, supervision and inspection of the operation process of the park in order to
ensure that the invested space, funds, policies, services, information and other resources
can quickly and effectively promote the growth of small and micro enterprises [10].
Understand the development objectives, growth needs, weaknesses and weaknesses of
incubating enterprises, coordinate and solve the problems in the development of funds,
training, talents and information, effectively control the incubation quality, cost invest-
ment and time, run flexible management through the whole incubation process, and
effectively improve the entrepreneurial quality and competitiveness of enterprises, so
as to feed the park and society and achieve the organic unity of quality, efficiency and
benefit.

(1) Apply for support from special funds and subsidies. In order to break the limitation
that the current assistance funds of the small and Micro Enterprise Incubation Park
are invested solely by the county government, it is suggested that the park focus on
combing the national policies and special funds related to encouraging entrepreneur-
ship and innovation and promoting supply side structural reform, make full use of
the existing policies, and help the small and micro enterprises settled in the Incu-
bation Park to apply for special funds and various financial subsidies set up by the
state, autonomous regions and autonomous prefectures to promote the development
of small and micro enterprises. Support the development of incubated small and
micro enterprises in the park by means of free financial assistance, loan discount



876 X. Zhang

and post entrepreneurship subsidy, so as to turn the national preferential policies
and financial support into the development power of small and micro enterprises.
We will improve supporting financial funds, raise social funds, set up a small and
micro enterprise incubation industry development fund, and invest in small and
micro enterprises in advantageous industries in the early and medium-term.

(2) Broaden financing channels. In view of the fact that the economic foundation of
small and micro enterprises is generally weak and the effectiveness of the govern-
ment’s single “blood transfusion” is limited, we should actively open up financing
channels to solve the capital dilemma and activate the enterprise’s own “hematopoi-
etic” function with multi-channel “blood transfusion”. We will build microfinance
companies and technology and financial service centers, strengthen the financial
connection between banks and enterprises and venture capital, build a financing
platform for small and micro enterprise incubation parks, attract banks, microfi-
nance companies and venture capital companies to participate, broaden financing
channels for small and micro enterprises, and provide financial support for incubat-
ing enterprises in the early stage of entrepreneurship and lack of funds by means of
loans and equity investment. The park should actively coordinate various financial
entities, expand the scope and amount of credit loans for small andmicro enterprises,
expand the collateral scope of mortgage loans, and carry out intellectual property
mortgage services; Actively coordinate the cooperation between insurance com-
panies and banks and other financial institutions, introduce property insurance to
serve small and micro enterprises, and carry out loan guarantee insurance business
for small and micro enterprises, that is, for small and micro enterprises that have
financing needs but can not provide guarantors or corresponding amount of mort-
gages and pledges, apply for loan liability insurance from insurance companies.
In case of overdue repayment or failure of repayment of loans by small and micro
enterprises, The insurance company shall bear the liability for compensation or
advance payment according to the limit agreed in the insurance contract to solve
the problems of difficult credit and guarantee.

5 Conclusion

Combining theory with practice, this paper puts forward a scheme to optimize the oper-
ation and management mechanism of small and Micro Enterprise Incubation Park. In
view of the problems and shortcomings existing in the operation andmanagement mech-
anism of the small and Micro Enterprise Incubation Park, combined with the specific
local reality, and focusing on the four mechanisms, this paper highlights the responsibil-
ities of the government of the investor, the park of the specific management service party
and the settled small andmicro enterprises, and puts forward improvement measures and
optimization schemes, in order to give full play to the “baton” function of the government
in mastering macro-control Promote the incubation capacity and incubation quality and
efficiency of small and micro business incubators, stimulate the original driving force of
small and micro enterprises in the park, improve production capacity and profitability,
improve the success rate of entrepreneurship, and realize the co construction, win-win
and sharing of enterprises, parks, society and government.
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Abstract. Teaching management data analysis based on decision tree algorithm
is a method of analyzing data to identify the most important factors. Any type of
statistical method can be used for analysis. The results of this analysis will help
make decisions, such as which teachers should be retained, which teachers should
be transferred, and how many resources each teacher needs. The decision was
based on data collected through observation, questionnaires and other surveys.
Logistic regression is a process used to analyze the relationship between two
variables. Decision tree is used to represent data and find out which variables are
directly related to each other. It can be used to find out which variable affects
another variable and how it does so. This analysis is helpful to understand the
relationship between variables and to use statistical methods to predict future
results.

Keywords: Decision tree algorithm · Teaching management · Data analysis

1 Introduction

In fact, the monitoring and analysis of teaching quality in the Teaching Department of
colleges and universities and the monitoring and analysis of teaching quality in distance
continuing education are inseparable from the university teaching research data analysis
system. Analysis of the learning situation of daily teaching in Colleges and universities
[1]. It is usually carried out after the end of the teaching stage, but it often ignores the
correlation analysis of students’ usual class attendance, homework, learning attitude,
partial subjects and other factors closely related to students’ performance.

The university teaching and research data analysis system is a data service for all
members of the university teaching organization (includingmanagers, teachers, students,
etc.). Based on big data, it analyzes and solves the “why” and “how” problems, and gets
through all links of the teaching cycle, such as daily teaching, teaching quality evaluation,
semester examination, performance analysis, etc. through analysis, presentation and data
mining, it can drill down the data and analyze the image data The abnormal earlywarning
shall be carried out in-depth, layer by layer and in-depth insight, so as to achieve the
objectives of teaching and personnel training, and assist the education and teaching
reform.
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Through the big data system, more valuable comprehensive information of teachers
and students canbe collected,which is convenient for the school tomaster the information
of all staff, and it is also an important support for students to carry out self-management.
On the other hand, the big data analysis system can save the data so that it is not easy
to lose it, which provides convenience for reuse for a long time in the future. Due to
the characteristics of cyberspace, big data analysis can save everyone’s information
independently and find it quickly. Compared with the traditional file management mode,
it is convenient and fast, and it is an important way to promote the school’s data-based
information management.

2 Related Work

2.1 Decision Tree Algorithm

Classification is a very important task in data mining, which is most widely used in
business. The purpose of classification is to learn a classification function or classification
model (classifier). The model can map the data in the database to a given category. Both
classification and regression can be used for prediction. The purpose of prediction is to
automatically derive the extended description of the given data from the historical data
records, so as to predict the future data [2].

To construct a classifier, we need a training sample data set as input. The training
sample data set, also known as the training set, is composed of data records. Each record
contains several attributes to form an eigenvector.

ej = −k
∑n

i=1
fijlnfij (1)

Wj = di/
∑m

j=1
dj (2)

Each record of the training set also has a specific class label corresponding to it. This
class label is the input of the system, usually some previous experience data. A specific
sample can be in the form of a sample vector: (V, v…Va: C). Here, V represents the field
character, and C represents the value of the class label attribute. The purpose of classi-
fication is to analyze the input data and find an accurate description or model for each
class through the characteristics reflected in the data in the training set. This description
is often represented by predicates. Figure 1 below shows the data characteristic model.
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Fig. 1. Data characteristic model

The generated class description is used to classify the future test data. Although the
class label of these future test data is unknown, the class of these new data can still be
predicted. We can also have a better understanding of each class in the data.

The classification model of decision tree is widely used because of its unique advan-
tages. First, users do not need to know a lot of background knowledge [3]. As long as
the training cases can be expressed in the form of attribute conclusion, they can learn
with the algorithm; Secondly, the decision tree model has high efficiency, which is more
suitable for the large amount of data in the training set; Thirdly, the classification model
is a tree structure, which is simple and intuitive. It can convert the path to each leaf
node into rules in the form of if-then, which is easy to understand; Finally, the decision
tree method has high classification accuracy. The goal of classification is to accurately
describe the class or build a model by analyzing the data in the training set, and then use
it to classify other data in the database or upgrade it to classification rules.

2.2 Analysis of Teaching Management Data

Big data analysis can conduct intelligent multi-dimensional analysis on students’ class-
room performance and examination conditions on the basis of collecting students’ over-
all learning data, and provide score evaluation for students through the given evaluation
system to help students provide accurate data basis for later behavior adjustment and
planning. The application of big data analysis to the teaching management system can
help students provide more comprehensive information and data analysis, so as to help
students form targeted plans and arrangements for learning according to their interests
and hobbies, so as to provide necessary help for students’ learning [4]. In addition, big
data analysis can also analyze the basic situation of the school from the data content
obtained at ordinary times, such as teachers, venues and course query, It can give students
more information they want to obtain, and cooperate with the operation of the teaching
system with the instantaneous and fast data system. It is also a necessary guarantee for
more efficient management of the school.

In education, especially in school education, data has become the most signifi-
cant indicator of teaching improvement. Generally, these data mainly refer to teaching
resources, teachers and students, etc. if these data are recorded and compared in a paper
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way, it is inevitable that there will be mistakes and omissions, resulting in decisions that
sometimes affect the development of the school.

The Ministry of education has issued a notice that colleges and universities are
gradually implementing grid management. Many colleges and universities have begun
to implement grid management. ABI is also completing this project, and the information
of each department needs to be effectively combined [5]. However, now colleges and
universities basically have their own independent systems for each department. The
data standards are inconsistent, and the systems cannot be related. The management
of teachers and students in Colleges and universities is a huge and abstract work. The
arrival of the information age has brought new methods and means to this work. Using
big data to manage teachers and students can not only fundamentally solve the massive
consumption of human and financial resources, but also make the analysis more accurate
and provide a more accurate basis for decision-making.

3 Analysis of Teaching Management Data Based on Decision Tree
Algorithm

First of all, we should understand the core functions of the “university teaching and
research by data analysis system”.

1. Group dynamic portrait
From the perspective of dynamic development and change, data are used to dynami-
cally describe the group characteristics of “students” and “teachers”, so as to provide
the latest analysis and decision-making basis for “students’ teaching in groups” and
“teachers’ management in groups”.

2. Dynamic situation tracking and early warning
Pay attention to the learning situation, track each student’s real-time attendance rate,
class participation, homework completion rate &amp; excellent rate, predict the
academic trend, give early warning of homework plagiarism, and give early warning
of failing classes, so as to help the school adjust the teaching process.

3. Teaching quality evaluation and tracking
Regular teacher-student evaluation, peer evaluation, quality quantification and trend
comparison, positive incentives for teachers and early warning of abnormal teaching
quality [6].

4. Performance analysis and early warning
Multi dimensional insight into teaching problems, examination paper proposition
analysis, continuous improvement, and verification of the effectiveness of decision-
making measures.

1) Proposition quality analysis. It supports the analysis of single volume and single
question Differentiation &amp; change, difficulty &amp; change, score rate and aver-
age level, wrong question difficulty and knowledge. 2) Student performance analysis.
Students’ individual scores in various subjects in class, grade position, change trend, as
well as knowledge point strength analysis, partial subject analysis, academic prediction
and actual result comparison. 3) Teacher performance analysis. The overall situation of
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students in the class (score rate, analysis of answers to difficult questions, difficulty of
wrong questions - Analysis of knowledge points), comparison with other classes, etc. 4)
Performance analysis of college and school level managers [7]. Multi dimensional data
insight (the public courses/core courses are analyzed in terms of subjects, average score
distribution, disciplines, colleges, teachers and classes to gain insight into the essence).

Then, we will look at the value of “university teaching and research by data analysis
system”.

1. The whole process of data. Get through the teaching data cycles and links such as
daily teaching, teaching quality evaluation, semester examination, score analysis,
etc.

2. Full role. Provide data application scenarios for all role members (students, subject
teachers, head teachers/counselors, subject principals, school level and school level
managers, etc.) of the university teaching organization [8].

3. Data visualization and insight. Through analysis, presentation and data mining, data
can be drilled down, and abnormal early warning can be stripped of its cocoon,
deepened layer by layer, and deep data insight can be carried out.

4. Anytime, anywhere. Users can master teaching trends and abnormal warnings
anytime and anywhere, support wechat business notification, approval to do, and
real-time viewing of analysis data.

5. API integration. Provide API interface to facilitate data docking with educational
administration system and third-party system.

4 Simulation Analysis

Data are generally obtained through scientific experiments, verification, statistics and
other means, and are used for scientific research, decision-making and other purposes.
Then, through comprehensive, accurate and systematic collection, classification and
storage of these data, and strict statistical testing of these data, we can get very convincing
conclusions [9].Whenmaking big data, it is necessary to strictly carry out scheme design
and statistical test, otherwise the data obtained is meaningless and of little value.

In education, especially in school education, data has become the most signifi-
cant indicator of teaching improvement. Generally, these data mainly refer to teaching
resources, teachers and students, etc. if these data are recorded and compared in a paper
way, it is inevitable that there will be mistakes and omissions, resulting in decisions that
sometimes affect the development of the school. It is probably the simplest building tuto-
rial, and can be completed with a little Python foundation. With the help of open source
tools, the mature system that has been developed for several months can be completed
within one hour.

An excellent data analysis platform must first meet the functions of data query,
statistics, multi-dimensional analysis, data report, etc. Unfortunately [10], in their first
year of work, many analysts are buried in SQL statements and complete their work in
the form of sql+excel, but they do not use efficient tools. Figure 2 below shows the data
analysis setup code.
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Fig. 2. Data analysis setup code

5 Conclusion

Teaching management data analysis based on decision tree algorithm is a technology
used to analyze the performance of school teachers. School administrators and teachers
use it to understand their efficiency in theirwork.This analysis helps themmakedecisions
about future employment or reemployment. The technology uses a set of rules that apply
to data collected from teachers’ performance during their tenure in the school. These rules
are helpful to identify teachers’ behavior patterns and propose improvement methods.
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Abstract. In recent years, the scale of operations in the shipping industry has
continued to expand, and the demand for the expansion of port waters and water-
ways has continued to increase. The previously used port waters and waterways
have to bear more load. This article will specifically plan and analyze the scientific
and reasonable design of port waters and waterways. On the premise of shipping
stability, the previous design scheme of port water channel is improved, which
provides a certain design reference for the scientific and reasonable planning of
port water channel in the future.

Keywords: Port · Waterway Design · Planning

1 Introduction

Aiming at the shipping status of the East No. 1 berth of Douwei port area ofMeizhouBay
Port, this paper makes a planning analysis on the scientific and reasonable improvement
and reconstruction of the channel, improves the previous port water channel design
scheme on the premise of shipping stability, and provides a certain design reference for
the scientific and reasonable planning of the port water channel in the future. East No.
1 berth located in zoumali planned port area in the north of Qinglanshan in Meizhou
Bay port. With the increasing scale of ships, the navigation conditions can not meet the
existing development requirements. This article carries out relevant planning and design
for the waters of the East No. 1 port to improve the navigation safety and navigation
efficiency of ships in the port waters.

2 Overview of Waterway Design

The navigable capacity of the port channel is related to the transport potential of the
port water channel, and the land element involved is mainly the service rate of the ship
terminal The main land elements involved are the service rate of the ship terminal, and
the water area elements include the channel, berthing area, anchorage, landing point,
dock berthing water area, whirling water area, etc. [1]. In the design concept of port
and waterway, the following specific standards must be followed: first, to ensure the
stability of the passage of ships; second, it is better to select the straight-line layout
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method that can directly enter the port for channel network setting; third, appropriate
widening shall be carried out on the overall scale of the necessary channel to reduce the
subsequent expenditures and maintenance costs as much as possible; fourth, minimize
late expenditure andmaintenance costs; fifth, comprehensively consider the environment
around the port and protect the ecological environment [2].

3 Requirements for Reasonable Planning and Design of Waterways

3.1 The Problem

According to the analysis of investigations carried out by Chinese ports today, in terms
of port construction, the role of ports is relatively single, and the number of ports with
comprehensive andmulti-purpose is far from enough, it can notmeet the needs of today’s
continuously improving port excellent service and port independent innovation [3].

3.2 The Influence of Geological Conditions and Natural Environment
on the Route

When designing and planning the port and waterway, it is necessary to comprehensively
consider the geological conditions of the planning site and the intervention and influence
of natural factors on the overall planning of the route, such as hydrology andmeteorology,
basin water depth, etc., and use the existing location of natural water resources to make
overall planning for the channel as much as possible [4, 5].

3.3 Key Points of Channel Axis Placement

In the actual design of the port channel axis, it is necessary to avoid the emergence of
S-shaped bends, and try to ensure that the channel axis is as smooth as possible to ensure
the stable entry and exit of the ship when actually passing, and avoid problems such as
the ship touching the wall due to turning [6].

In the planning process, When the channel axis is close to lighthouses, piers, obser-
vation platforms and other buildings, it is required to comprehensively consider the
impact of wind speed, water flow and other factors on the potential flow transformation
near the buildings, which will lead to yaw when passing through, in the design concept,
the adjustment of the distance between the channel sideline and the building shall be
considered, and the distance shall not be less than 3.5 times of the building.

4 The Theory of Reasonable Planning and Design of Port Waters
and Channels

The design of the port waterway system is essentially the composite result of several
factors that interact and influence each other in port transportation. From the perspective
of differences, the design factors of the port production system can be divided into two
major factors: land area and water area; from the basic function From the perspective of
classification, the port waterway system can be divided into production and operation
factors and auxiliary factors [7].
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5 Specific Design of Port Waters and Channels

5.1 Route Selection

No. 1 berth is located in the planned port area of Zoomali in the northern part of Qinglan
Mountain in Meizhou Bay Port. With the increasing size of ships, the navigation condi-
tions of the port can no longer meet the existing development requirements. Therefore,
it is necessary to carry out correlations to the port waters and waterways. Planning and
design [9].

Under the influence of realistic conditions, assuming that the port channel cannot
be leveled and the channel has to be turned, it is necessary to strictly control the size
of the turning direction to ensure that the turning direction is adjusted within 30°. If
the actual conditions are still not satisfied, then the overall width of the channel and the
turning radius must be enlarged to reduce the stress effect of the ship during the turn
[10] (Fig. 1).

Fig. 1. Channel axis turning

According to the local objective natural conditions, the selected channel axis shall
be considered The position deviation of a large ship under the action of inertia is also
large. Therefore, the selection of the route must be reduced and the current speed �1
km/The river courses of h cross each other.

5.2 Determining the Width of the Channel and the Track Zone

The determination of the total width of the channel mainly includes real ship observation
methods, ship handling simulation device experiments, etc. Now, the single channel in
the waters of East No. 1 Port is widened to dual channels, so that the density of ships
entering and leaving the port every day exceeds that of all-day shipping. At the time,
the frequency of ships is 90.0% as the index value, which is calculated based on the
total width of the track zone, the total width of the bottom of the ship’s channel, and the
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total width of the ship. The formula for the reasonable total width of a single channel is
calculated as:

W = A + 2c (1)

The calculation formula for the effective width of the dual channel is:

W = 2A + b + 2c (2)

In the formula, W refers to the navigable width of the channel, A refers to the width
of the track zone, c refers to the surplus width between the ship and the bottom line of
the channel, and b refers to the surplus width between ships. The basic dimensions of
the channel design are shown in the figure below (Fig. 2).

Fig. 2. Basic dimensions of channel design

When the ship is passing through the channel, to ensure that the new route is consistent
with the direction of the river, many practical problems have to be solved, such as the
wind speed on the river, the flow rate of the river itself, and the speed of the propeller of
the ship. Once the ship drifts, the ship will appear. The situation of swinging from side
to side. In order to control the course of the ship in the channel and minimize the impact
of wind and current on the ship, the width of the track band is generally calculated using
the deflection angle of wind and current pressure. The calculation formula of the track
width A is:

A = n (Lsin γ + B) (3)

where A is the width of the track zone, n represents the multiple of the propagation drift,
the B represents the designed boat width, and γ represents the deflection angle of wind
pressure. There is still a certain relationship between the designed ship width and wind
current pressure deflection angle. The specific relationship is shown in the table below
(Table 1).
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Table 1. The relationship between the designed ship width and wind current pressure deflection
angle

Wind force Cross wind ≤7级

CrossflowV
(m/s)

V ≤ 0.10 0.10 < V ≤
0.25

0.25 < V ≤
0.50

0.50 < V ≤
0.75

0.75 < V ≤
1.00

n 1.81 1.75 1.69 1.59 1.45

γ(°) 3 5 7 10 14

According to related calculations, when planning the width of the track belt of East
No. 1 Port, the width of the track belt is set between 2.0B and 4.5B (Fig. 3).

Fig. 3. Wind current pressure deflection angle and ship’s track direction

5.3 Channel Water Depth Determination

The determination of the channel depth is mainly to meet the minimum safe depth spec-
ified for the full-load draught navigation of the planned ship under certain conditions. It
is affected by factors such as water level, ship navigation, loading, and channel bottom
quality. Therefore, the determination of the channel depth Specifically, it is the compre-
hensive consideration of ship type full draught value, hull sinking value when the ship
is sailing, the lowest sufficient depth under the keel when sailing, the sufficient depth of
waves, and the sufficient depth of the ship’s loading trim. The design and planning of
the channel depth is the depth of the shipping water The sum of the depth of wealth.
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6 Evaluation on Reasonable Planning of Port Waters and Channels

In order to better perform objective assessment of the port waters and waterways, we can
start with the safety of the ship navigation system in the port waters. The ship navigation
system can be regarded as an organic whole combining people, ships, and water envi-
ronment, from the perspective of the relationship between the navigation environment
and the ship. Research on the aspects; natural conditions directly and indirectly affect
the operation of the ship, and the channel can also use the shallow water effect to control
the hull position and restrict the ship’s movement speed and orientation.

7 Conclusion

Port waters andwaterways are a key component of the ship’s navigation process. Its over-
all planning and design should be built on the basis of corresponding laws, regulations
and norms, It is analyzed in combination with various factors such as hydrometeorology,
geographical elements, navigation weather, safety management and so on, scientific and
reasonable route selection, route depth control and route water depth measurement. The
above elements evaluate the safety of port water routes from two aspects: safety, relia-
bility and danger, and give certain reference to the safe and stable navigation of ships,
and then design and plan better port water routes.
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Abstract. Ant colony algorithm theory is an algorithm that helps to find a path or
route for a given task. It is also used in control engineering to find the best way to
control the trafficflowon the road. Thismethod can be applied to various problems,
such as routing, scheduling and so on. The main advantage of this algorithm is
that compared with other algorithms (such as Dijkstra algorithm and a* search
algorithm), it requires very little computing time. This process involves several
steps. These steps are explained. This paper will introduce some basic concepts of
ant colony algorithm (ACA) theory and its application in control engineering. We
will also outline some existing work on ant colony algorithm (ACA) for various
control system applications, including real-time scheduling and traffic flow.

Keywords: Ant colony Control engineering · dispatch

1 Introduction

Ant colony algorithm is essentially a kind of nonlinear control, which belongs to the
category of intelligent control. Ant colony algorithm is characterized by both systematic
theory and a large number of practical applications. The development of ant colony algo-
rithm initially encountered great resistance in the West; However, in the East, especially
in Japan, it has been rapidly and widely promoted and applied. Over the past 30 years,
ant colony algorithm has made great progress in theory and technology, and has become
a very active and fruitful branch in the field of automatic control. Examples of its typ-
ical applications involve many aspects of production and life, such as fuzzy washing
machines, fuzzy air conditioners, fuzzy microwave ovens, fuzzy vacuum cleaners, fuzzy
cameras and video recorders in household electrical equipment; Examples applied in the
field of industrial control include fuzzy water purification treatment, fuzzy fermentation
process, fuzzy chemical reaction kettle, fuzzy cement kiln control, etc.; Applications in
special systems and other aspects include fuzzy subway stop, parking control, fuzzy car
driving, fuzzy elevator, escalator control [1], fuzzy steam engine and robot control.

The wide application of fuzzy theory in the field of control is entirely determined
by the characteristics of ant colony algorithm itself. Ant colony algorithm uses human
language information to simulate human thinking, so it is easy to understand, simple to
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design and convenient to maintain. Based on the control rules containing fuzzy infor-
mation, the control system composed of ant colony algorithm is more stable and robust
than the conventional control system.When improving the characteristics of the system,
the ant colony algorithm system does not need to adjust parameters only like the conven-
tional control system, but also can modify the characteristics of the system by changing
the control rules, membership functions, reasoning methods and decision-making meth-
ods. Therefore, the design, adjustment and maintenance of ant colony algorithm become
simple. In the conventional control algorithm, small errors and parameter drift may cause
the system out of control, while the ant colony algorithm system based on control rules is
very sensitive to the change of a certain rule, and the system has strong anti-interference
ability [2].

2 Related Work

2.1 Ant Colony Algorithm

At the point of calculation, it is necessary to initialize parameters, such as ant number m,
pheromone factor alpha, heuristic function factor beta, pheromone volatilization factor
Rou, pheromone constant Q, maximum iteration number T, etc.

The parameter selection of ant colony algorithm requires experience or trial and
error, so in terms of parameter setting, attention should be paid to:

If the number of ants m is set too large, it will make the pheromone on each path
tend to average, weaken the positive feedback effect, and slow down the convergence
speed; If the number of ants is set too small, the pheromone concentration of some paths
that have never been searched may be reduced to 0, so that the algorithm converges
prematurely and the global optimality of the solution will be reduced. Generally, the
number of ants is set to 1.5 times the target number [3].

If the pheromone constant Q is set too much, the search range of ant colony will be
reduced, resulting in premature convergence of the algorithm, and the populationwill fall
into local optimization; If the setting is too small, the difference of information content
in each path will be small, and it is easy to fall into chaos. The pheromone constant is
generally taken as [10100] according to experience [4].

If the maximum number of iterations is set too high, the algorithm will run too long;
Setting too small will lead to fewer alternative paths and make the population fall into
local optimization. The maximum number of iterations is generally [100500], and the
recommended value is 200.
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Pheromone factor indicates the relative importance of pheromone stars accumulated
on the path in guiding ant colony search. If the parameter setting is too large, the ants
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are more likely to choose the path they have walked before, which is easy to weaken
the randomness of the algorithm; If the parameter is set too small, the search range of
ant colony will be too small, which will make the algorithm converge prematurely and
make the population fall into local optimization. Generally, the value is between [1, 4].
The flow of ant colony algorithm is shown in Fig. 1 below.

Fig. 1. Ant colony algorithm process

The heuristic function factor indicates the relative importance of heuristic informa-
tion in guiding ant colony search. If the parameter is set too large, the convergence speed
will be accelerated, but it is easy to fall into local optimization; If the parameter is set
too small, the randomness of ant colony search will become larger, and it is difficult to
find the optimal solution. According to experience, the value range of this parameter is
generally between [0.5].

2.2 Control Technology

In recent years, control technology has developed rapidly and attracted extensive atten-
tion. Because the control has strong robustness and flexibility, it shows obvious advan-
tages in the control of some nonlinear systems and systems that are difficult to establish
accurate mathematical models. Control is based on human experience and knowledge,
so prior knowledge is particularly important when selecting appropriate quantitative fac-
tors, scale factors, membership functions and control rules. However, this kind of prior
knowledge is often not comprehensive enough, especially for some complex and nonlin-
ear systems, it is impossible to obtain detailed or accurate prior knowledge, which brings
certain difficulties for the effective implementation of control and the improvement of
accuracy [5].

The optimization of control rules is a bottleneck problem in the practical application
of controller. If this problem is not solved, the application and popularization of control



Ant Colony Algorithm Theory and Its Application 893

will be greatly limited. In order to solve this problem, people have been studying the
methods and techniques of automatic generation and optimization of design parameters
and control rules [6]. For various methods of controller parameter optimization, genetic
algorithm has the advantages of wide adaptability and convenient parallel optimization
of multi-objective and multi parameter problems. In addition to its good optimization
ability, it is amain research direction ofmany scholars at present.Using genetic algorithm
to optimize the control parameters of the controller, such as quantitative factors, saves the
process of collecting expert control experience, overcomes the randomness of manual
design of the controller, and expands the method of controller design and the application
field of control.

3 Ant Colony Algorithm Theory and its Application in Control
Engineering

In the process of fuzzy controller optimization, the optimization of fuzzy quantization
factors, fuzzy membership function, fuzzy rules or the simultaneous optimization of
multiple objectives can be used as needed. Different genetic coding methods can be
adopted according to different optimization objectives.

For example, only optimizing the shape of fuzzy quantization factor or membership
function is actually the optimization of several values, so the genetic coding method is
relatively flexible, and binary coding, decimal coding and other methods can be used.
When optimizing fuzzy control rules, because the number of general fuzzy rules is
relatively large, the rule range is relatively small, and only the number of quantization
levels of the output Analects, decimal coding is more convenient [7], Of course, this is
not absolute, and specific problems need to be analyzed.

The simulated annealing operation first needs to design the initial temperature. At a
higher initial temperature, the poor individuals can be introduced, and as the temperature
decreases, it will be difficult to accept the poor individuals, and the probability of select-
ing the optimized individuals increases. There are many methods to deal with simulated
annealing, such as linear cooling or exponential cooling, such as tx = t*k (where 0 < k
< 1 is a constant), etc. The coupling system model of control engineering is shown in
Fig. 2 below.

Fig. 2. Coupling system model of control engineering
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Fuzzy control is a new control method that uses expert experience to construct lan-
guage information and simulates the unique fuzzy and uncertain information processing
methods in human thinking, behavior and language. Fuzzy control is a rule-based control
method [8]. The formulation of control rules adopts the control experience of field oper-
ators or the knowledge of experts. In the design, there is no need to establish an accurate
mathematical model of the controlled object, and the design is simple. Compared with
traditional control, the system has fast response, short adjustment time, strong adapt-
ability and robustness, and has a certain level of intelligence. Therefore, it is suitable for
solving the control problems of nonlinear, time-varying and time-delay systems that are
difficult to be solved by conventional control. PD type two input and single output fuzzy
controller is the most widely used in practical engineering applications [9]. However,
PD Fuzzy controller has some shortcomings, such as low steady-state accuracy and easy
to produce oscillation, which limits the wide application of fuzzy control.

4 PID Control

PID control algorithm is simple and reliable, but it has the shortcomings of low control
accuracy and difficult to set parameters, and the control effect is not good for the object
with uncertainty. Fuzzy control does not depend on the model of the control object, and
has great adaptability and robustness. It is very suitable for control occasions such as
model uncertainty, parameter change and so on. Grey predictive control has the advan-
tages of simple modeling, fast calculation speed, convenient real-time control, and can
predict the future trend of the object, and can make decision and control in advance.
Combining grey predictive control with fuzzy control, grey predictive control is used to
predict the error and error change rate of the system, and this predictive change value is
used as the input of the fuzzy controller. Through fuzzy reasoning and decision-making,
the advanced control decision is obtained, which is conducive to reducing the overshoot
and error of the control. On this basis, combined with the traditional PID controller,
the PID controller is used as a conventional feedback control to stabilize the system
and achieve the preliminary control effect [10]. Then through the combination of grey
predictive control and fuzzy control, the robustness and adaptive ability of the system
are used to improve the anti disturbance ability and adaptive ability of the system, so
as to compensate the uncertainty and external interference of the system and improve
the accuracy of system control. In this way, we can achieve a higher control effect by
learning from each other.

5 Conclusion

Ant colony algorithm is a self-organizing system that has been used in the field of
control engineering for many years to solve complex problems. The basic idea behind
the algorithm is to divide the problem into smaller sub problems, and then solve each
sub problem independently. In this way, solutions that are not obvious or difficult to
implement can be found. Ant colony algorithm (ACO) is an example of meta heuristic
search technology, which has been widely used in optimization problems with large
search space, such as combinatorial optimization, scheduling, routing and other similar
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problems. ACO can be seen as an extension of ant’s ability to cooperate to achieve better
solutions than any independent solution.
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Abstract. With the development of economic globalization and information age,
cultural and creative industries have gradually become the pillar industries of
a country or region. In recent years, China has developed rapidly in the field of
cultural and creative industries, but there are alsomany problems. Therefore, it is of
great significance to study the development status and existing problems ofChina’s
cultural and creative industries and put forward relevant suggestions to improve
the development status of China’s cultural and creative industries and enhance
China’s international competitiveness. The application of style transformation is
a new phenomenon developed by artificial intelligence and computer vision. The
main purpose of this technology is to create an image that looks like it was taken
from a real person or object without using a real image. In recent years, this
technology has many applications in various fields such as art, photography and
architecture. However, the most important application is clothing design. This can
be achieved by creating unique clothes of different styles and colors, or by creating
unique hairstyles at home or even on social media platforms such as instagram or
Facebook.

Keywords: Style migration algorithm · Contemporary culture · Creative
products

1 Introduction

As a newly rising industry, the rapid development of cultural and creative industries
benefits from the comprehensive assistance of economic globalization. Its core is inde-
pendent creativity. Its main content is that the main culture of a country or a nation
develops intellectual property rights through corresponding creative formation, techno-
logical development and industrialization and makes profits. Creative industry was first
proposed by Britain, and then many countries and regions have put forward relevant
concepts that are consistent with their own cultural background [1]. Cultural and cre-
ative industries mainly include creative groups in the fields of radio, film and television,
animation, audio-visual, media, visual arts, performing arts, technology and design,
advertising and decoration, clothing design, software and computer services. The under-
standing of cultural and creative industries in major countries and regions in the world
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can be broadly divided into three types: the “creative type” represented by the United
Kingdom; The “copyright type” represented by the United States and the “cultural type”
represented by China and South Korea [2].

Since the development of the world economy, the main driving force of social devel-
opment and economic growth has changed from the early industrial promotion to the
Internet based cultural industry and creative economy at the present stage. In order to
adapt to the pace of rapid economic development in the current era, various countries
and regions in the world have put forward cultural and creative industry development
policies adapted to their own national conditions and characteristics to varying degrees,
It is hoped that through the rapid development of the industry, social employment and
the vitality of the national economy can be promoted again [3]. On the other hand,
the cultural and creative industries not only show unparalleled advantages in economic
development, but also show strong attraction in disseminating the excellent culture of the
country and enhancing the country’s identity and overall competitiveness in the interna-
tional community. In addition, the cultural and creative industries have highlighted the
irreplaceable importance of other industries in terms of added value income generation,
environmental protection and the incremental effect of marginal income. For this reason,
cultural and creative products today are undoubtedly better than traditional industries
and their products in terms of characteristics of the times and competitive advantages
[4]. Today, with the integration of the world economy, the exchange and cooperation
between various countries and regions and industries are also deepening, and this phe-
nomenon is particularly obvious in the development of cultural and creative industries.
The trade of cultural and creative products in various countries and regions has gradually
become a new engine of world economic development.

2 Related Work

2.1 Research Status of Cultural and Creative Products

In terms of the research on the international competitiveness of cultural and creative
products trade, Hu Fei and Ge Qiuying studied the current situation of China’s cultural
and creative products export trade. At the same time, they quantitatively analyzed the
competitive advantage of China’s cultural and creative products export trade in the
mainland through multiple indicators and angles, and then put forward corresponding
reform measures and improvement measures for the problems and shortcomings found;
Fang Zhong and Zhang Huarong use the methods of comparative analysis and empirical
analysis to study the trade of cultural and creative products between China and South
Korea, and draw the conclusion that the international competitiveness of China’s cultural
and creative products trade lags behind South Korea, but the trade development between
the two countries will be more positive; Chen Weixiong made an empirical analysis
on the trade of cultural and creative products in Chinese Mainland by using a variety
of research indicators [5]. He came to the conclusion that the trade of cultural and
creative products in Chinese Mainland is developing actively and has been more widely
recognized internationally, but there is also an imbalance in trade development layout.
He also put forward development strategies for this conclusion.



898 J. Chen and G. Wang

In terms of the current situation and policies of cultural and creative products trade,
Liu Xiaohui studied the laws of the development of China’s cultural and creative prod-
ucts from the perspective of international trade, and further pointed out that China should
actively learn from developed countries and countries or regions with strong competi-
tiveness in the development of cultural and creative products trade in the world, so as
to promote the positive development of domestic trade and become more competitive in
the international market; By comparing and analyzing the current situation of the devel-
opment of cultural and creative industries in China and Britain, Zhao Jinjin believes
that although China’s export trade volume in this industry is large, the income is not
optimistic, and even the abnormal phenomenon of trade deficit appears, and then puts
forward suggestions for improvement; Yang Lixin starts with an empirical analysis of
the cultural and creative industries in the United States, and compares the current situ-
ation of China’s industries [6]. Finally, she concludes that the rapid development of a
country’s economy in the current era can not be separated from the contribution of the
cultural and creative industries.

2.2 Related Concepts of Cultural and Creative Industries

Britain was the first country in the world to pay attention to cultural and creative indus-
tries. In the 1990s, it first introduced the concept of “creativity” into the cultural policy
documents issued by the government. Subsequently, the term “creative industry” and
its specific concepts were listed in detail for the first time in a report entitled “Atlas of
British creative industries” issued by the British government, The report believes that the
products and smart industries created by individuals through the sublimation of their own
ideas and talents and the accurate application of rapidly developing technologies can be
called “creative industries” [7]. According to the above explanation of the connotation
of this industry, the British government specifically classified music, performing arts,
television broadcasting, art and cultural relics trading, handicrafts, architecture, design,
advertising, fashion design, film, software, interactive leisure software, publishing and
other industries as creative industries.

In the current era, the understanding of the scope of creative industries and the
formulation of relevant definitions and norms are different among countries or regions
in the world. There is no connection between them and sometimes there is a big gap.
In view of this, the United Nations Conference on Trade and development (UNCTAD)
gave the definition and coverage of creative industries accepted and recognized by most
countries or regions in 2007 on the basis of various definitions of creative industries
formulated by various countries and regions in the past. According to the definition of
UNCTAD, creative industries should have the following characteristics: (1) the creation,
production and distribution of goods and services with creativity and intellectual capital
as the primary input; (2) It constitutes a set of knowledge-based activities, focusing on
but not limited to art and culture, which can generate potential income from international
trade and intellectual property rights; (3) Tangible products and intangible intellectual
or artistic services with creative content, economic value and market objectives; (4) It is
an intersection of art, service and industrial sectors; (5) It has become a relatively active
emerging sector in international trade. In terms of the coverage and extension of creative
industries, theUnitedNationsConference onTrade anddevelopment (UNCTAD)divides
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creative industries into four groups: cultural heritage, art, media and functional products,
and gives specific classified products under each group.

3 Research on Style Migration Algorithm

The content of this section starts from the style migration algorithm, understands the
essence of style migration technology through literature review, extracts its value in pho-
tographing beautification applications according to the basic architecture of style migra-
tion technology, and summarizes the image processing methods, user viscosity, user
privacy and security, and finally summarizes a set of industrial problem solving methods
and applicable scenarios based on the technical value of style migration algorithm.

3.1 Concept and Essence of Style Transfer Technology

Style migration algorithm is an optimization technology. It can mix a content image
and a style reference image (such as a work of a famous painter) together, so that the
output image has the general content of the content image, but has the texture style of the
style image. This is to optimize the output image bymatching the content statistics of the
content image and the style statistics of the style reference image, and these statistics can
be obtained from each image through the convolutional neural network [8]. As shown in
combination Fig. 1, the main performance of style transfer technology is shown: figure
(a) is the content image, we selected an ordinary real-life architectural photo, figure
(b) is the style reference image, and we selected the art painting “shout” created by
Edward monk. Figure (c) is the output image, which is jointly generated by figure (a)
and figure (b). The output image retains the basic characteristics of the original pattern
of the content image, With the painting style of style reference image, it looks like a new
painting work created on the architectural basis of style reference image and content
image. Now we can intuitively feel the performance of image style transfer technology
[9].

Fig. 1. Application of style transfer algorithm
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3.2 Applicable Field Record of Style Transfer Technology

Style transfer technology is actually a branch of computer vision. The research on image
analysis is of great significance to image understanding and image representation. In
some of our commonly used beautification applications, we can use the style change of
some filter backgrounds, as well as the popular face comics and face paintings in recent
years. As long as one photo can have a two-dimensional face or the characters in the oil
painting, in addition, there is the transfer of face makeup, which transfers the makeup
of other people’s faces to their own photos. Style transfer technology is often used as an
auxiliary means to help the computer improve the performance of visual tasks, such as
pedestrian recognition, and help the computer find the same face again more effectively.
Style transfer technology helps us understand images better and analyze image features
from a special perspective.

4 Application and Optimization of Style Transfer Algorithm
in Contemporary Cultural and Creative Products

The stylemigration algorithmenables themachine to simulate the visual effects of people
through intelligent technology, and turns the photos into art paintings. The application
of style migration class converts the technology from web page to mobile phone. As the
name implies, the photographing beautification application is an application category
that helps users process images. Nowwewant to use the technology of style migration as
a function of image processing to generate mobile phone applications. This application
helps users to process images in the way of image style conversion, and users can get
pictures that make any of their real photos have painting characteristics. At the same
time, it provides materials for art paintings to further improve the visual experience of
users [10].

First of all, from the analysis of market necessity: there are many endless experi-
ence modes since the popularity of style transfer technology. After people understand
the technical effect, they need a platform to realize this effect. In short, mobile phone
applications are the best carrier. Some users who need or want to try this technology
need a fast and convenient form. Secondly, the application market of photographing
and beautification is very wide, but in recent years, the application function lacks cer-
tain uniqueness, and a special function is needed to bring a new experience to the user.
Secondly, from the analysis of basic conditions: the style transfer technology has been
relatively mature, and it is the most important thing to enrich this application on the basis
of this technology. Now we need to diversify the application in the form of expression,
and improve the user’s use experience with more smooth interaction.

5 Conclusion

Cultural accumulation is the behavioral basis of a country or a nation. It represents the
cognition of thewhole group to itself and the response to the environment. Since entering
the new century, all industries and fields in the world have shown great concern about the
importance of cultural trade. Among them, cultural and creative industries, as one of the
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industries with the most economic benefits and development prospects in this field, have
attracted the attention of the academic community and become its main research field.
Because of the extensive and continuous attention of the academic community and the
increasingly important contribution of the industry to economic development, various
countries and regions began to vigorously develop cultural and creative industries. As
the specific materialized representative of the industry, the international trade of cultural
and creative products has become an important manifestation of the international control
and leadership of a country or region.
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Abstract. In this study, we apply ant colony algorithm to Chinese language and
literature education. We believe that this is a good way to improve the quality of
Chinese language and literature education. This method can be used by teachers
eand students in daily life. It also has great application potential and can be applied
to other fields, such as computer science, biology, chemistry and so on. This
method can be used to teach pupils and adults with different proficiency levels.
The main idea behind this method is that it can help learners learn the meaning
of words more easily through memory, not just how to write words. In this way,
learners will better understand what they are writing and why they are writing it,
and will be able to remember it longer than just being taught how to twist.

Keywords: Ant colony Language and literature · education

1 Introduction

Language is not a transparent existence, not just a tool of communication and a shell of
thought. Without language communication, there would be no human society; Without
human society, there will be no thinking consciousness. Language is the foundation of
all knowledge discourse, which affects people’s thinking, emotion and intuition. Our
thinking is unconsciously controlled by language, so in a sense, language is the thought
itself, the thinking process and the thinking content. Language is intrinsically related to
cultural concepts and national spirit. Different languages have formed different cultural
forms. Classical Chinese style and vernacular style have created Chinese classical liter-
ature and modern literature with different styles respectively. Language is not a stable
rational system. It will change with the development of human society [1]. Language
shows different values in different historical periods. Language is not unpredictable
and difficult to understand. It has not only the systematicness and structure of human
civilization, but also the fluidity and dialogue of culture. Like culture, language in the
transitional period is often noisy.

In other words, linguistic knowledge is, in my opinion, the most fundamental part
of language education. This link does not mean that I can ignore a language if I learn
it well and give my experience to you, because education itself is also a philosophical
problem and a process of psychological game. Through the understanding of the nature
of human language and the structure and formation of various languages in the world,
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the problem of what to teach is first solved; Secondly, through the psychological analysis
of human beings at different ages, the problem of how to teach is solved [2]; Finally,
the understanding of philosophical thought also solves the problem of why to teach.
The combination of the three can be called real language education. Based on this, this
paper studies the application of ant colony algorithm in Chinese language and literature
education.

2 Related work

2.1 Ant Colony Algorithm

Modern biology has found that ants in nature mainly rely on pheromone, a chemical
produced by ants, to transmit information. This is different from humans and other
advanced species, which mainly transmit information through vision and hearing. In
fact, many ants’ visual and auditory systems have completely degenerated. In fact, they
are “blind” and “deaf”. Just as homing pigeons use magnetic fields to locate, ants also
use this pheromone to locate the path between the ant nest and food, so as not to get lost
[3]. And if the pheromone content on a certain path is relatively high, then more ants
will gather on this path, which is a typical positive feedback.

Dr =
∑

xj∈Zr
∑

xj∈Zr D(xi, xj)
n2r

(1)

This way of locating the shortest path between ant nest and food source through
pheromone is the inspiration of ant colony algorithm. The path analysis of ant colony
algorithm is shown in Fig. 1 below.

Fig. 1. Path analysis of ant colony algorithm

Suppose point a is the ant nest, point F is the food source, and CD is the obstacle
between the two points. Ants at points B and e should choose the way forward, and the
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distance between points EF and ab can be ignored. Assume that the path bce = 2, bde =
1. Every certain time, 30 ants start from point A [4]. Assuming that their speed is 1 and
they move forward at a uniform speed, they will reach point B after a period of time. As
shown in Fig. 1 (a), ants will leave a certain amount of pheromones on the passage they
pass, and these pheromones will not be affected by the outside world, but will volatilize
evenly at a fixed rate.

At time t = −0, there is no pheromone interfering with ants on both BCE and BDE
paths. Therefore, ants on point B are not affected by pheromones and randomly choose
paths. We assume that the ratio of choosing BCE and BDE paths is the same, that is,
there are 15 ants on each path. As shown in Fig. 1 (b).

At -1, all 15 ants on BDE have reached point E and begin to return; The 15 ants on
the BCE path have just reached point C:

At time t = 2, 15 ants on BDE have returned to point B, while ants on BCE have
just begun to return:

At this time, if there are 30 new ants from point a to point F, because the BDE path
has been passed twice, and the pheromone content is twice that of BCE, then later ants
will choose the BDE route more, and with the passage of time, until all ants choose the
BDE route [5].

In this experiment, more ants pass through the BCE path than the BDE path, so the
pheromones left by the ants on the BCE path are far more than those on the BDE path.
According to the positive feedback characteristics of the ant colony, later ants tend to
choose a shorter BCE path. After a certain number of iterations, all ants will choose a
shorter BCE path at last. Compared with the first experiment, in this experiment, the
initial random fluctuation phenomenon is less, mainly because the pheromone released
by ants plays a leading role.

2.2 Language and Literature Education

Understanding of popular culture. “Teaching Chinese as a foreign language is for for-
eign students according to its disciplinary nature, and teaching Chinese as a second
language.“ Culture is a unique symbol of a country and national spirit. Since the great
discussion of culture began in the last century, the cultural issues in teaching Chinese
as a foreign language have always been an important topic in the field of Chinese as a
foreign language. The “culture” we want to discuss here refers to the cultural teaching in
teaching Chinese as a foreign language, because teaching Chinese as a foreign language
is still a kind of language teaching in the final analysis. We should introduce cultural fac-
tors into teaching Chinese as a foreign language, eliminate the cultural obstacles in the
communication between foreign students and Chinese people in Chinese, and overcome
the communication difficulties caused by the differences in values, thinking patterns,
cultural backgrounds, and moral and ethical concepts. In the process of the development
of the times, popular culture embodies a strong vitality. Popular culture is represented
by popular music, film and television literature and art, popular novels and network cul-
ture [6]. Popular culture has penetrated into people’s lives and imperceptibly promoted
language learners to better master the language.

Popular culture has an important influence on Teaching Chinese as a foreign lan-
guage. The post-80s and post-90s generation both grew up in the global pop culture
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environment, and increasingly rely on intuitive, vivid and diverse media means. Pop
culture has a great impact on them. Especially for foreign students, Chinese itself is
difficult to learn, and does not have the international status of English. There must be
continuous stimulation from the outside world to ensure their enthusiasm for learning.
Popular culture plays a positive role in promoting the teaching of Chinese as a foreign
language. At present, the United States, Germany and Japan are all popular with Chinese
fever. For European and American countries, their learning Chinese is mainly to under-
stand Chinese culture and the past, present and future of Chinese culture. For Japan and
South Korea, learning Chinese is because their own culture and language come down
in one continuous line with Chinese culture. The introduction of popular culture is one
of the simple ways to stimulate students’ external learning motivation. Generally speak-
ing, vivid, interesting and even fashionable knowledge is more likely to arouse their
desire to learn [7]. Chinese popular culture effectively combines the interest of Chinese
learning with the practical use function, so that people can experience the interest of
classroom activities in Chinese as a foreign language, so as to promote students to use
their familiar knowledge in popular culture to participate in classroom activities and
produce meaningful language communication effects.

3 Application of Ant Colony Algorithm in Chinese Language
and Literature Education

From the probability formula of the basic ant colony algorithm, it can be seen that when
α = 0, the ant colony algorithmwill be transformed into the traditional greedy algorithm;
And when β = 0, the algorithm evolves into a purely positive feedback heuristic search
algorithm [8]. Our goal is to let the ants coordinate their work under certain heuristic
strategies to complete the overall complex Work. From the various applications of ant
colony algorithm, the selection of heuristic factors is also quite exquisite.

First of all, we can think of the evaluation function in algorithm A:

SSE =
K∑

l=1

∑

x∈Ll
Dist(x, Zl)

2 (2)

The read language and literature Chinese character string is transformed into a
sequence of words headed by each Chinese character in the string in turn in mem-
ory, and the sequence of words headed by this Chinese character is combined. In a word,
preprocessing the string and sorting out the processed data requires a general Chinese
dictionary.

Our electronic thesaurus supports the first word hash. In order to save time, the same
first word in the thesaurus is arranged by the pointer according to the length from long
to short [9]; And write down the maximum length of such words for later comparison
with the length of sentences.

Similarly, the release of pheromones will also face the following problems. There
are three options: (1) Pheromones are released on the Chinese language and literature
characters of the words. Because the length of the words cut each time is different, for
a specific ant, it is assumed that the total amount of pheromones is Q. If the pheromone
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is evenly released to Chinese language and literature Chinese characters after cyclic
segmentation, due to a certain number of words, it will cause the pheromone to have
no discrimination, form a positive feedback mechanism, and recognize words; Or, after
cutting a word, the pheromone Q will be released to all Chinese language and literature
Chinese characters of the word on average. Although it can form strong differences
in pheromones on Chinese language and literature Chinese characters, it may form
pairs of words in fact, and the pheromones on Chinese language and literature Chinese
characters are different, whichmakes it difficult to identifywords. Therefore, this scheme
is not feasible. (2). Imagine that there is a path between Chinese characters in Chinese
language and literature, and pheromones are released on the connection between words.
This scheme is easy to recognize that words cannot form words in sentences, and for
word recognition, its essence is similar to (1), so this scheme is not feasible. (3). The
pheromone is released on the cut word. Because each ant cuts different words, even
on the same word, the pheromones released by ants are different. In this way, the sum
of pheromones on each word is different [10]. The larger the pheromone, the greater
the probability of being selected in the next iteration, which is the embodiment of the
positive feedback mechanism.

4 Conclusion

The application of ant colony algorithm in Chinese language and literature education is
a method to find the most appropriate words, sentences or paragraphs for a given text. It
is based on the idea that all texts are composed of a few “key” words, which determine its
meaning. Ant colony algorithm searches these keywords in each sentence or paragraph
and finds their frequency distribution. The most common one is found first, so it can be
used as an effective tool to improve students’ understanding of the text.
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Abstract. The application of BP neural network algorithm in teaching evaluation
and learning prediction is to predict the effectiveness of teachers. In this case, the
obtained data is used as the input of BP neural network algorithm. This output is
used to evaluate teachers and predict their effectiveness based on previous research
results. Howdoes it work? Themethod is divided into two parts: training phase and
testing phase. The training phase includes three steps: pretreatment, training and
post-processing. The main purpose of this paper is to provide practical solutions
for teaching evaluation and learning prediction. It has been proved that combining
BP neural network algorithm with other algorithms can improve the quality of
teaching evaluation and learning prediction. Our method is more effective than
other methods, because it can not only predict students’ performance, but also
predict teachers’ performance of students’ future achievements according to their
past achievements.

Keywords: BP neural network · Teaching evaluation · Learning prediction

1 Introduction

Types of teaching evaluation the content of this part is mainly single choice questions.
The examination form is case type single choice questions or concept type single choice
questions. Occasionally, multiple choice questions will be examined; This part of the
content should focus on the concept distinction and understanding between different
types of teaching evaluation.

Learning forecasting, a branch of economic forecasting, refers to themeasurement of
the future development prospect of the learningmarket based on accurate survey statistics
and teaching information, starting from the historical status quo and regularity of the
learning market and using scientific methods. In the prediction research of teaching
system, learning prediction is a very hot topic, because the learning market has the
characteristics of high income and high risk. With the development of teaching, people
are constantly exploring its internal laws, gradually deepening their understanding of
teaching laws, and producing a variety of teaching prediction methods [1]. However,
as a complex giant system with many influencing factors and various uncertainties, the
learning market often shows strong nonlinear characteristics. In addition, the amount
of information processed by teaching modeling and prediction is often very large, and
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there are high requirements for algorithms. It is because of these complex factors that
the prediction of teaching is often difficult.

Traditional learning technology analysis methods include moving average method,
point chart method, K-line chart method, etc. they can predict the general trend of stock
index changes over a period of time, but the changes of short-term learning are often
the information that investors are more interested in In addition, the traditional learning
technology analysis method also needs to know various parameters in advance, and how
these parameters should be modified under what circumstances [2]. The requirements
for the predicted object are too specific and strict.

2 Related Work

2.1 BP Neural Network Algorithm

BP (back propagation) algorithm is one of the most important algorithms in neural
network deep learning. Understanding BP algorithm can help us better understand the
essence of neural network deep learning model training, which belongs to internal skill
cultivation.

BP (back propagation) neural network is a concept proposed by scientists led by
Rumelhart andMcClelland in 1986. It is amultilayer feedforward neural network trained
according to the error back propagation algorithm. It is one of themostwidely used neural
network models. Minsky and Papert pointed out in their influential book “perceptron”
that a simple perceptron can only solve linear problems, and a network that can solve
nonlinear problems should have a perception layer, but there is no reasonable theoretical
basis for the learning rules of hidden layer neurons.

From the perspective of perceptron learning rules, the adjustment of its weight
depends on the difference between the expected output and the actual output:

EN = 1

2

N∑

n=1

c∑

k=1

(
tnk − ynk

)2 (1)

Zi,j,n(K,X ) =
∑C

C=1
Kcn • Xi,j,n (2)

But for the nodes of each hidden layer, there is no known expected output, so the
learning rule can not be used to adjust the weight of the hidden layer.

The basic idea of BP algorithm is that the learning process is composed of two
processes: signal forward propagation and error back propagation.

In forward propagation, the characteristics of the sample are input from the input
layer, and the signal is processed by each hidden layer, and finally transmitted from
the output layer. For the error between the actual output and the expected output of the
network, the error signal is transmitted back layer by layer from the last layer, so as
to obtain the error learning signal of each layer, and then the weight of each layer of
neurons is modified according to the error learning signal.

This kind of signal forward propagation and error back propagation, and then the
process of adjusting the weight of each layer is repeated [3]. The process of weight
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adjustment is the process of network learning and training. This process is carried out
until the network output error is reduced below the preset threshold or exceeds the
preset maximum training times. Figure 1 below shows the weight adjustment of BP
neural network.

Fig. 1. Weight adjustment of BP neural network

2.2 Teaching Evaluation

Classroom performance evaluation is a process evaluation. Process evaluation requires
that the evaluation subjects interact, the evaluationmethods are dynamic and sustainable,
the evaluation contents are multi-dimensional, and the “two skins” of evaluation and
teaching are avoided. Schools need to consider how to organically combine evaluation
and teaching, rather than simply fill in the evaluation results of a period of time with
a few pages of written evaluation form at the end of the semester. Let teachers have
motivation, students are interested, teaching is effective, the classroom is changed, and
truly record a vivid process.

Now let’s introduce a simple and easy-to-use classroom performance evaluation tool
that has been tested by practice [4].

Features:

1. simple

Import the list of students on the platform, set up evaluation indicators and prize exchange
mechanism, and you can complete the evaluation and incentive of students as long as
you “click” easily at ordinary times.
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2. valid

Periodic evaluation indicators can be set according to the teaching requirements to make
the objectives more clear; The last two minutes of the class can be used for public
evaluation in the classroom to make the evaluation more timely and open; You can open
the parents’ terminal to push evaluationmessages every day tomake parents more active.

3. high tech

According to the usual evaluation data, it can automatically generate class and student
personal reports and comments in the form of growth manual.

3 Application of BP Neural Network Algorithm in Teaching
Evaluation and Learning Prediction

The neural network model has the characteristics of massive parallelism, storage dis-
tribution, structural variability, high nonlinearity, self-study habit and self-organization,
and can approach those functions that best describe the laws of sample data. Regardless
of the form of these functions, the neural network has a wide range of adaptability,
Learning ability and mapping ability. Through learning and mastering the dependency
between data, it shows certain advantages in learning prediction. It has great advantages
over the traditional methods that rely on derivation of mathematical models and param-
eter optimization, which are very accurate and bring limitations [5]. The teaching trend
is highly nonlinear, and the transaction price and trading volume contain a large number
of internal laws and characteristics that determine the teaching changes. Through the
study of historical transaction data, the neural network can autonomously find out the
laws and characteristics (S’) between parameters from the complex data and depict these
laws and characteristics. Therefore, by contrast, it has a good effect on the prediction of
teaching trend.

According to the function of teaching evaluation, the basic types of teaching eval-
uation can be divided into diagnostic evaluation, formative evaluation and summative
evaluation [6]; According to the evaluation criteria, it can be divided into absolute evalua-
tion, relative evaluation and individual difference evaluation;According to the evaluation
subject, it can be divided into internal evaluation and external evaluation.

Diagnostic evaluation is an evaluation conducted at the beginning of a semester or at
the beginning of a unit teaching in order to understand students’ learning readiness and
factors affecting learning. It includes a variety of what is commonly known as a quiz.

The main functions of diagnostic evaluation are: to check the students’ readiness
for learning; Decide on the appropriate placement of students; Identify the causes of
students’ learning difficulties.

Formative evaluation is the evaluation of students’ learning process and results in
order to improve and perfect teaching activities in the teaching process. It includes oral
questions and written tests for students in the teaching of a class or a topic.

Teaching itself and the variables that affect teaching show nonlinear characteris-
tics, so it is required to have a strong ability to deal with nonlinear problems. Most
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of the existing mature technologies are to solve linear problems and univariate nonlin-
ear problems [7]. There is a lack of effective analysis tools for complex and general
multivariable nonlinear problems. Deterministic linear cusps can only produce simple
behavior. Deterministic nonlinear cusps can produce chaos. Teaching system is a mul-
tivariable nonlinear problem, Although nonlinear mathematics and dissipative structure
theory provide some tools for describing nonlinear dynamic systems, there are still many
problems in practical application in teaching empirical analysis [8].

4 Simulation Analysis

The complexity of teaching behavior and the ability to influence future events make
the prediction error quite large, and it rises sharply with the increase of time. Different
from other physical systems, in the teaching system, the best matching of sample data
can not guarantee the best prediction, that is, the minimum error criterion of modeling
data is not the best criterion to improve the prediction accuracy, and the past and present
performance of a predictionmethod can not explain its future prediction results. Figure 2
below shows the learning prediction implementation code.

Fig. 2. Learning prediction implementation code

In contrast, neural network has achieved good results in learning and prediction. It has
been proved mathematically that artificial neural network can approach those functions
that best describe the laws of sample data, regardless of their forms. The learning ability
of neural network and the dependence systembetweendata through learning showcertain
advantages in learning prediction [9]. It has great advantages over the traditionalmethods
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that rely on the derivation of mathematical models and parameter optimization, which
are very accurate and bring limitations, The teaching trend is highly nonlinear, and the
teaching contains a large number of internal laws and characteristics that determine the
teaching changes. Through the study of historical transaction data, the artificial neural
network can independently find the laws and characteristics between parameters from
the complex data, and depict these laws and characteristics [10]. Therefore, it has a good
effect on the prediction of teaching trend.

5 Conclusion

The application of BP neural network algorithm in teaching evaluation and learning
prediction is to predict the future performance of a given student. This will help teachers
improve their teaching skills. How to apply BP neural network algorithm to teaching
evaluation and learning prediction? We need two datasets, one for training and the other
for testing. The training set shall contain all data points required by the training model,
while the test set shall only contain those data points that cannot be seen during its
training. In order to get a good result, we need to adjust our parameters, such as the
number of hidden nodes, activation function, etc.

References

1. Zhang, R., Liu, M., Zhang, Q., et al.: A network security situation prediction algorithm based
on BP neural network optimized by SOA (2020). https://doi.org/10.1007/978-3-030-57881-
7_37

2. Xu, X., Xie, G.: Convergence analysis of multilayer BP neural network with momentum term.
J. Phys. Conf. Ser. 1650(3), 032123 (2020)

3. Yu, L., Xie, L., Liu, C., et al.: Optimization of BP neural network model by chaotic krill herd
algorithm. Alex. Eng. J. 61(12), 9769–9777 (2022)

4. Chenghao, Q., Lei, N., Tingyi, Z., Yifei, Z., Yuting, T.: Function analysis of deep learning in
BP neural network structure design. In: Xu, Z., Alrabaee, S., Loyola-González, O., Zhang,
X., Cahyani, N.D.W., Ab Rahman, N.H. (eds.) CSIA 2022. LNDECT, vol. 125, pp. 622–627.
Springer, Cham (2022). https://doi.org/10.1007/978-3-030-97874-7_81

5. Yao, L., Ren, L., Gong, G.: Evaluation of chloride diffusion in concrete using PSO-BP and
BP neural network. IOP Conf. Ser. Earth Environ. Sci. 687(1), 012037 (2021)

6. Xu, S.: BP neural network–based detection of soil and water structure in mountainous areas
and the mechanism of wearing fatigue in running sports. Arab. J. Geosci. 14(11), 1–15 (2021)

7. Meng, L., Gu, Z., Li, F., et al.: Application of BP neural network on quantitative evaluation
of curriculum reform in advanced education-a case study of signal and system. J. Phys. Conf.
Ser. 1774(1), 012047 (2021)

8. Deng, H., Zhang, W.X., Liang, Z.F.: Application of BP neural network and convolutional
neural network (CNN) in bearing fault diagnosis. IOP Conf. Ser. Mater. Sci. Eng. 1043(4),
042026 (2021)

9. Peng, Y.: LLL aidedMIMOdetection algorithm based on BP neural network optimization. In:
ICAIIS 2021: 2021 2nd International Conference on Artificial Intelligence and Information
Systems (2021)

10. Tang, Y., Su, J., Khan, M.A.: Research on sentiment analysis of network forum based on BP
neural network. Mobile Netw. Appl. 26, 174–183 (2021). https://doi.org/10.1007/s11036-
020-01697-y

https://doi.org/10.1007/978-3-030-57881-7_37
https://doi.org/10.1007/978-3-030-97874-7_81
https://doi.org/10.1007/s11036-020-01697-y


Application of Computer Aided Technology
in Kindergarten Interior Design Under

the “New Crown” Epidemic

Shaowei Liu1,2(B)

1 Guangdong University of Science and Technology, Dongguan 523083, Guangdong, China
liushaowei@gdust.edu.cn

2 University of Perpetual Help System DALTA, 1740 Las Piñas, Philippines

Abstract. During the prevention and control of the new crown pneumonia epi-
demic, how to exercise scientifically and appropriately for children to promote
physical fitness anddevelophealthy livinghabits has becomean important research
topic at present. This article combines the characteristics of homes during the pre-
vention and control period of the new crown pneumonia epidemic, and proposes
the idea of classifying children’s interior design from six aspects: total strength,
cardiorespiratory endurance, physical coordination, responsiveness, balance sta-
bility, and flexibility and stretching, and specific game cases for each category.
Provide evidence with exercise guidance, and make scientific recommendations
for children’s home exercise load on this basis.

Keywords: Epidemic Prevention and Control · Young Children · Indoor

1 Introduction

0 ~ 6 years old is a critical period for children’s development, and a large number of
neuronal connections change greatly during this period [1, 2]. The brain is the product of
the interaction between the environment and genes. Learning, experience, stress, etc. will
change the brain [3, 4]. Scientific research on the brain has found that the plasticity of the
brain is lifelong, and that a person constantly reshapes his brain due to new experiences
throughout his life [5, 6]. The function of the brain can be replaced when it is used
and discarded. For example, in the learning of body movements, imitation is the most
primitive and effective learning [7, 8]. The “mirror neuron” in the brain is like a mirror. It
responds to external stimuli in the brain, and may imitate it in action. Therefore, through
in-depth understanding of the learning mechanism of the brain, master the growth and
development of the group of children grasp the game, visualization, and life features
of the children’s sports design, follow the cognitive ability of the children’s brain, and
strive to enrich the variety [9, 10]. Appropriate sports with simple and diverse forms lay
the foundation for children’s all-round development.

As we all know, exercise is the best way to strengthen your body and an important
means to enhance your immune system. In the special periodof the prevention and control
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of the new crown pneumonia epidemic, young children need to persevere in exercise and
continuously improve their physical fitness. Based on the current situation of the broad
masses of people fighting against the new crown pneumonia epidemic at home, taking
into account the characteristics of home sports, the selected exercise form is simple and
easy to use, without special equipment, and conforms to the growth and development
characteristics of young children. Starting from the fun and interactive principles of
children’s game design, various simple and easy indoor contents are recommended. The
game design includes both action descriptions and exercise recommendations to help
children at home imitate games, actively participate, and keep exercising.

2 The Basic Elements of the Interior Space Design
of the Kindergarten

Kindergarten interior space design is very professional. How to find a breakthrough from
the routine, innovate and explore the development direction of the kindergarten interior
space design in the future is a question that all interior space designers should think
deeply. The author believes that the interior space design of kindergartens should start
with the following six basic elements:

(1) The use of differentmaterials. Not onlymust itmeet the high-strength, high-weather
resistance requirements of the kindergarten space, but also be healthy and environ-
mentally friendly, which is an important expression of the atmosphere of the use
space.

(2) Color design of interior space. Proper use of color can often have unexpected effects.
In the interior space design of the kindergarten, it is necessary to choose colors with
close tones, and use less contrasting colors and dark and depressing colors such as
black and ripe brown. Use the change of color to give the space a sense of rhythm
and rhythm to achieve the harmony of space and color.

(3) Based on the psychological and physical peculiarities of the users, the lighting
design should also be properly measured. Too strong light will produce a strong
stimulus to people, and too dark light will give people a feeling of dim, dull and even
frustrated. The brightness of the light in the kindergarten space should maintain a
soft and natural experience to help balance themental state and emotions of patients
and kindergarten teachers.

(4) Furniture and furnishing design. In addition to aesthetics, the furniture in the inte-
rior space design of the kindergarten is more important to meet the behavioral needs
of doctors and patients. With the improvement of the public’s requirements for the
environmental quality of kindergartens, the interior space design of many kinder-
gartens pays great attention to furnishings and soft decoration design, and even
displays artworks.

(5) Indoor greening landscape design is also increasingly used in the interior space
design of kindergartens to soften the spatial form and enhance the viewing and
comfort of the environment.

(6) Pay attention to the acoustic environment. The acoustic environment of the kinder-
garten public space will have a huge impact on the emotions and psychology of the
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kindergarten teachers and patients. The soundproof walls of consultation rooms and
wards should be built to the top of the structural board to avoid cross-interference
of sound. The designer should carry out the acoustic design in the kindergarten in
accordance with or higher than the requirements of the national design standards,
so as to ensure that the quality of the kindergarten’s spatial acoustic environment is
truly comfortable and pleasant.

The public space of the kindergarten is the first functional space for patients to enter
the kindergarten. It has functions such as information prompts, guiding and diversion,
and guiding everyone to quickly enter the traffic space or other functional spaces. It
is a place with a large flow of people and the key to the image of the kindergarten.
Therefore, when designing space, it is often given priority, including capital investment.
For example, when designing the lobby of the outpatient and emergency building of
Peking Union Medical College Kindergarten, the original design plan of the entrance
hall was 4 floors. Later, according to the requirements of the construction party, the height
of the hall was increased to 9 floors, and a glass roof was added, which achieved good
results. Space visual effects and sense of experience. At the same time, a great price was
paid for this. First of all, in terms of traffic, the increase in the number of elevators and the
height of the building changed the building structure. The increase in floor height forces
the indoor fire protection system to make corresponding adjustments, leading to chain
adjustments in various electromechanical designs such as air conditioning and lighting.
After the kindergarten was put into use, it was discovered that due to the change of
space, the noise in the hall was high, and noisy sounds filled the entire indoor hall every
day, greatly reducing the quality of the indoor environment. After on-site testing, it was
found that the problem lies in the large area of smooth and hard glass, stone and other
materials used on the roof and façade of the entire hall, while the area of the textured
and sound-absorbing materials is too small to meet the sound absorption needs. The
adjustment of acoustic design experts has improved this problem. It can be seen that
in order to obtain the ideal spatial effect and experience, not only professional interior
space design is required, but also the coordination of complicated related professional
field design and the increase of engineering capital investment. “Therefore, the design
of the indoor space of the kindergarten must adhere to the principle of moderation, and
ensure the space effect under the premise of first meeting the use function.

Computer-aided technology can be defined as
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For every j ≥ 0, there is
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1 and ψ
∧

2 that the function ψj,l,k
has frequency support, ie.

The design of the hall and atrium of the kindergarten should not only solve the use
function of the kindergarten space, but also pay attention to the psychological feelings
of the kindergarten teachers and patients. The addition of appropriate natural lighting
and green landscape in the space will bring comfort and relaxation to the people in it.
Psychological feelings. Some kindergartens lacked activity space close to nature due to
the limited site area. Therefore, when designing the interior space of their high-end ward
building, they considered adding multiple three-dimensional indoor atrium gardens and
giving different natural themes, making it feel like being in it. In nature. In addition, the
design of the atrium garden also plays a good role in isolation. They divide the entire
nursing unit into several parts, thereby effectively partitioning the nursing ward for easy
management.

In recent years, due to the gradual improvement of Internet technology and kinder-
garten’s intelligent information system, many patients will make appointments for regis-
tration online, which effectively reduces the flow of unnecessary people in kindergartens.
At the same time, the information system also effectively reduces the number of regis-
tration, medicine, and medicine. The waiting time of the waiting procedure reduces the
gathering of personnel. Therefore, it is foreseeable that the public space of large-scale
kindergartens in the future will gradually decrease and the functions will be dispersed,
directly connecting departments, reducing intermediate traffic links, effectively saving
time and space, and reducing long-term queues and crowd waiting for patients. During
the new crown pneumonia epidemic, human-to-human transmission occurred in many
kindergartens, which exposed the inadequate design and management and operation
of the infection zoning, hospital feeling control and other links that were emphasized
in the previous article. This will affect the kindergarten buildings, indoors, etc. New
requirements are put forward in the design process.

3 Interior Space Design Under Computer-Aided Technology

The traffic space that connects the kindergarten functional areas in series is equivalent
to the kindergarten’s “texture”, including the kindergarten main street, the kindergarten
main road, various consulting room passages, corridors and other spaces, which can be
divided into horizontal traffic space and vertical traffic space. Optimizing the internal
traffic organization of the kindergarten design is a link that designers should focus on.
When designing many large-scale comprehensive kindergartens, they are accustomed
to maximizing the volume of space. The Kindergarten in Chenggong New District, the
First Affiliated Kindergarten of Kunming Medical College, built a nearly 100-m-long
main street of the kindergarten during the design, connecting the main functional areas
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such as outpatient clinics, emergency rooms, and ward buildings. The main street is 3
stories high and has a width of about 24. Meters, more than 30 m at the widest part.
In consideration of the local climate, natural ventilation is adopted in the main street
space of the kindergarten, and plants are planted to adjust the indoor microclimate. On
the nearly 100-m-long main street, there are multiple sets of vertical traffic core tubes,
which quickly divert and disperse patients entering fromvarious halls.Multiple groups of
leisure areas are set up in themain street, including coffee, water bars, etc. Facilitiesmake
it convenient for patients and their families to wait. The main street of the kindergarten
is the “main artery” of the kindergarten traffic organization. It is extremely important in
the design of the kindergarten traffic space. Because of the comprehensive and diverse
functions, it can be appropriately segmented. Natural light, green plants or artworks are
often used for design decoration, which is rich, narrow and dull Space (Fig. 1).

Fig. 1. Interior atrium design of a kindergarten

In recent years, with the innovation of the kindergarten’s architectural design and
the continuous upgrading of the construction of the smart kindergarten, the kindergarten
covers a large and important space, and its design is gradually evolving. Compress the
length of the main street or traffic space and combine it with halls, halls and other func-
tional spaces, blur the clear space concept, and even evolve into a complex traffic hall,
combining with public space and large-scale traffic space, this intensive The type space
can effectively shorten the traffic distance, save the space area, and save the invest-
ment cost. The Hebei Integrated Traditional Chinese and Western Medicine Children’s
Kindergarten, which was put into use in 2018, was renovated to reduce the plane scale
of the traffic hall, with three function halls connected in an arc shape. The project was
designed according to local conditions, combined with the current status of the spatial



Application of Computer Aided Technology in Kindergarten 919

plan function, and combined the entrance hall with the traffic space. The arc structure
integrates the three inherent buildings together to form a unique comprehensive hall.
The facade of the hall is a stained glass curtain wall, which not only is visually beautiful,
but also has good lighting, creating a lively and relaxed atmosphere for young patients
and their families. The partial facades of the three inherent buildings become the walls
of the indoor hall. The traffic core area of each building adopts the same colored glass
design as the outer curtain wall, forming a visual effect of the indoor and outdoor spaces.
After the kindergarten is put into use, its functions are reasonable and compact, and it
runs well (Fig. 2).

Fig. 2. Kindergarten’s main street of the kindergarten in Chenggong New District

The consultation room passages, corridors and other spaces in the traffic space of the
kindergarten are also very important spatial components of the kindergarten building.
In the design, not only the use function and the sense of hospitality control must be
considered, but also the humanized care must be fully considered. Human behavior and
psychology. For example, in long and narrow passages and corridors, there should be
a segmented design, and a rest area should be reserved. Seats should be arranged at
intervals of 20 to 30 m to facilitate patients to rest and buffer at any time. Due to the
large flow of people, it is recommended to use durable and corrosion-resistant materials
in this space. In addition, this type of space is located between various functional areas,
and the daylighting is generally poor. Therefore, designers should make full use of
artificial lighting and light-transmitting partition walls to create a transparent space.
In the traffic space, attention should also be paid to the traffic sign guidance system,
especially the design of the barrier-free guidance system to facilitate the convenience
of medical treatment for all kinds of people, so as to achieve the function of efficiently
connecting the waiting, lobby, hall and other functional spaces.
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4 Kindergarten Interior Teaching Space Design

The teaching space includes the medical technology department and the clinics of the
outpatient department. They and the nursing unit area (including the ward and the nurs-
ing station, etc.) occupy a relatively high proportion of the overall building space of the
kindergarten. They are an important space for doctors and patients to interact with each
other. And standardized features. There are detailed design specifications and specific
requirements for the plan of this kind of space, and sometimes a professional kinder-
garten process design company is used as the content of the three-level process to design
the layout. Due to the large amount of teaching space and the possibility of standardized
design, it is more suitable for the assembled design that is now vigorously promoted by
the country. In this epidemic, the prefabricated building design has been vigorously pro-
moted. The building interior materials are produced by the factory and then transported
to the site for installation. The construction of Vulcan Mountain and the kindergarten
are all prefabricated designs in the form of containers.

In recent years, the use of “fabricated” in interior decoration projects has become
more mature. As people pay more and more attention to the health of kindergartens,
the market demand for kindergarten construction will gradually increase, and the time
requirements for construction will become higher and higher. The most effective design
and construction method to save time and cost is assembly. With the continuous upgrad-
ing and improvement of various technologies and materials, the entire ward, consulting
room or corridor can be completed by assembly construction. The prefabricated design
has many advantages in construction. It is widely used in the indoor renovation of new
buildings, especially the existing kindergarten buildings. The combination withmechan-
ical and electrical equipment, surface materials, etc. is also optimized, which saves the
construction period and also saves costs.. In the future, prefabrication will be popular
in kindergarten interior space design, especially in standardized interior space design
such as nursery consultation rooms and ward nursing units. This is also a revolutionary
advancement in interior space design and construction and will gradually change the
design industry. The pattern and way (Fig. 3).

Fig. 3. The teaching space of a kindergarten
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5 Conclusion

In recent years, the construction of kindergartens in China has been continuously devel-
oping at a high speed. The country’s continued reform of the kindergarten system and the
people’s demand for kindergarten health services have promoted the kindergarten health
market to continue to heat up. In addition, social capital has gradually intervened in the
kindergarten industry, which has continuously improved the quality of China’s medical
care environment. Throughout the history of human survival and development, every
major epidemic will usher in a progress in science, technology and ideology. With the
continuous development of science and technology, kindergartens may undergo tremen-
dous changes. The future development of kindergarten design changes in the way, and
what remains unchanged is the advanced concept and forward-looking vision. The inte-
rior space design of the kindergarten is an important part of the construction of the
kindergarten. There will be new developments.

Acknowledgments. Study on Kindergarten Interior Space Design Based on COVID-19 Epi-
demics.
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Abstract. The application of data mining algorithm in computer mathematical
modeling is the process of applying data mining algorithm to problems that can
be modeled by mathematical models. The application of data mining algorithm
in mathematical model problems is called “data mining application” or “data
mining implementation”. The application of data mining algorithm in computer
mathematical modeling is the process of using datamining algorithm to transform,
summarize and model information. This is an important aspect of data analysis,
because it enables us to extract useful knowledge from a large amount of data. The
goal here is not only to discover patterns, but also to determine what can be done
once these patterns are discovered. Data mining applications are used to solve
many practical problems that do not have direct access to basic mathematics,
such as automated decision-making processes (e.g., recommendation engines),
generating new hypotheses based on existing hypotheses (e.g., hypothesis testing),
and improving existing theories and models (e.g., improving classification).

Keywords: Data mining algorithm · Mathematical modeling · Data extraction

1 Introduction

Mathematical modeling: it is a branch of mathematics. Theoretically, it establishes a
mathematical model according to practical problems, solves the mathematical model,
and then solves practical problems according to the results. The abstract and concise
description of the essential attributes of a practical subject with mathematical symbols,
mathematical formulas, programs, graphics, etc. can either explain some objective phe-
nomena, or predict the future development law, or provide the optimal strategy or better
strategy in a certain sense for controlling the development of a phenomenon. Mathe-
matical model is not a direct copy of real problems [1]. Its establishment often requires
people not only to deeply observe and analyze real problems, but also to flexibly and skill-
fully use various mathematical knowledge. This process of abstracting and extracting
mathematical models from practical subjects is called mathematical modeling.

If you want to summarize and explain in one sentence, it is the process of summa-
rizing similarities and differences from specific affairs and abstracting features. Take a
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particularly easy to understand example: for example, when teaching children to under-
stand three-dimensional graphics: only spherical three-dimensional graphics can only
scroll; Called -- sphere, football, basketball, etc.; A solid figure with a sphere and a plane,
which can be scrolled and moved; Called -- vertebral body, triangular cone, Christmas
tree, etc.; A solid figure with a sphere and two planes, which can be rolled, moved
and stacked; Called -- cylinder, thermos cup, foam roller, etc.; There is no sphere but
only a plane solid figure, which can be moved and stacked; Called – cube [2] R, magic
cube, pencil box, etc.; When children learn these three-dimensional figures, they sum-
marize the characteristics: rolling, moving and stacking. What conditions they have,
they will have what characteristics. Such a simple classification and statistics is actually
the simplest mathematical modeling process. Such thinking training is to train logical
thinking.

2 Related Work

2.1 Research on Computer Mathematical Modeling Contest

When applying mathematics to solve various practical problems, the establishment of
mathematical model is a very critical and difficult step. The process of establishing
mathematical model is to simplify and abstract complicated practical problems into a
reasonable mathematical structure. Through investigation and data collection, we should
observe and study the inherent characteristics and internal laws of the actual objects,
grasp the main contradictions of the problems, establish the quantitative relationship that
reflects the actual problems, and then use mathematical theories and methods to analyze
and solve the problems.

Nowmore and more mathematical modeling competitions have entered the campus,
offering various forms ofmathematicalmodeling courses and lectures, which has opened
up an effective way to cultivate students’ ability to use mathematical methods to analyze
and solve practical problems [3]. The National Undergraduate Mathematical Modeling
Competition ° is co sponsored by the Higher Education Department of the Ministry of
education and the Chinese society of industrial and applied mathematics °. The main
criteria for competition and award are the rationality of assumptions, the creativity of
modeling, the correctness of results and the clarity of written expression.

Data mining generally refers to the process of searching hidden information from a
large amount of data by algorithm. Data mining is usually related to computer science,
and achieves the above goals through many methods, such as statistics, online analysis
and processing, information retrieval, machine learning, expert system (relying on past
experience rules) and pattern recognition.

Mathematical modeling is highly valued in the school, and everyone feels it is nec-
essary. The school has a high participation rate in both the national and American com-
petitions. General competition team, computer professional students are dispensable
Because there are MATLAB, lingo and other related courses, and it is easy to learn
how to use them well (I feel that the computer major has no great advantage in the
programming of modeling). One person can complete the modeling and programming
work with clear ideas, and it is also good to discuss the algorithm model of mathematics
together. Of course, it is very popular to learn computers and have a good command of
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mathematics [4]. It is very important to be good at English in the American competition,
because it doesn’t matter whether you are studying computer or mathematics to write a
thesis. It’s ok if you can clarify your ideas and write a thesis.

I asked some students from the College of mechanical and electrical engineering.
Notmany people are interested in participating inmathematical modeling. Because there
are competitions such as ACM, they are closer to their majors and have no idea about
mathematical modeling.

Second, let’s talk about the use of participating in mathematical modeling (simply
speaking of this competition). At first, I felt that I had to do it because everyone did it.
The teacher also said that it had a lot to do with the guarantee of postgraduate studies
and the bonus of postgraduate entrance examination. The results were not top-notch,
but winning the prize would guarantee a very good school. How So at the beginning
of the University, it was a big goal to win the prize for modeling [5]. However, it has
only recently come to realize that this amount of “welfare” is not as good as previously
thought.

2.2 Data Correlation Analysis

When reviewing the association analysis algorithm before the exam, I read many blogs.
Most blogs only introduced the Apriori algorithm of association analysis, but there
are other methods rarely mentioned, such as the maximum frequent itemset method.
Therefore, this article will introduce the association analysis algorithm in detail and
attach the corresponding r code. After reading the article, you will have a try with the
data, and you will have a clearer understanding of the association analysis algorithm [6].

Many people may have heard of a well-known book “beer and diapers”. In the classic
case, “beer” and “diapers”, two seemingly unrelated commodities, were put together for
sale and obtained good sales revenue. This phenomenon is the correlation between
commodities in the store. There is also a case of “cigarettes” and “milk powder”, which
seems to have no connection, but in fact there is a certain connection.

Info(S) = −
m∑

i=1

pi log2(pi) (1)

Jc =
k∑

i=1

∑

p∈C1

||p − Mi||2 (2)

To use Apriori algorithm, you first need to understand a concept:
Frequent itemsets: a collection of items that often appear together. When we use the

Apriori algorithm, we will have a preset support, such as 3/5. The support of all items
in this itemset is greater than the one we set.

1. Extract all frequent itemsets and their support from the data
2. Generate all effective association rules (confidence > minconf)

Then the problem arises. How to extract all frequent item sets and their support
from the data? First, start with an example. After understanding this example, you will
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understand how the algorithm is implemented: the left is the original data set of the
transaction, and the right is the matrix composed of the number of occurrences of each
item, as shown in Fig. 1 below.

Fig. 1. Data set

3 Research on the Application of Data Mining Algorithm
in Computer Mathematical Modeling

From the common models of mathematical modeling, the models here can be used for
many different types of real models. For example, the raindrop model just now is a
simple model. It does not need a lot of data. It only needs to simplify the modeling of
reality. However, with the development of the Internet, a very magical phenomenon has
emerged, that is, big data [7]. This has resulted in a lot of work related to big data. So
data analysis and data mining came into being.

What kind of relationship the data forms with each other, what kind of structure it
is stored in, and how to facilitate query and retrieval, all of which are related to the data
model.

In the process of data development, there have been three basic data models, which
are hierarchical model, mesh model and relational model. These three models are named
according to their data structures. The basic structure of hierarchical model is tree
structure; The basic structure of the mesh model is an undirected graph without any
restrictions. The relational model is an unformatted structure, which uses a single two-
dimensional table structure to represent entities and the relationships between entities.
One of the most widely used is the relational model [8].

Hierarchical model and mesh model are difficult to modify, retrieve and locate due
to inconvenient data reading, which also restricts the volume of data to a certain extent.
Now it is widely used in more relational data structures. Figure 2 below shows the binary
four classification model of data mining.
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Fig. 2. Data mining binary four classification model

Relational data structure Organizing data in the form of record groups or data tables
is a very effective data organization method to establish the relationship between spatial
data and attribute data, so as to facilitate the storage and transformation by using the
relationship between various geographical entities and attributes, without layering or
pointer [9]. The advantages are that the structure is particularly flexible and the con-
cept is single, which meets the query requirements of all Boolean logic operations and
mathematical operation rules; Be able to search, combine and compare different types
of data; It is very convenient to add and delete data; It has high data independence and
good security. The disadvantage is that when the database is large, it takes time to find
the data that meets the specific relationship; The spatial relationship cannot be satisfied.

The process of analyzing the structure and laws of sample data sets is data explo-
ration by means of testing the data quality of data sets, drawing charts, calculating some
characteristic quantities and so on [10]. Data exploration can help to select appropriate
data preprocessing and modeling methods, and even complete some problems usually
solved by data mining.

4 Conclusion

The application of data mining algorithm in computer mathematical modeling is a pro-
cess of extracting useful information from a large amount of data. The extraction process
involves a series of steps, including: (I) data collection, (II) data cleaning, and (III) data
preparation. In this article, we will discuss the methods used for these three steps. Data
collection: this step refers to collecting or collecting relevant information from different
sources such as the Internet, books, periodicals, etc., and then storing it in the database.
The data can be organized into various categories, such as customer information, product
functions and other similar types that may help in decision-making.
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Abstract. How to establish a life safety education system and promote the devel-
opment of life safety education is an important guarantee to ensure the growth and
success of college students, as well as the practical and objective needs of cultivat-
ing qualified builders and reliable successors of socialism with Chinese charac-
teristics. Life safety education is the value embodiment of “people-oriented” and
an important content of “quality education”. Taking the essential attributes and
core elements of life safety education as the logical starting point, the research
examines the value orientation and functional orientation of life safety education
curriculum from the multiple viewpoints and perspectives of life safety educa-
tion, in order to explore the theoretical system of life safety education curriculum
and its dynamic process of implementation in school physical education, Explore
the security needs of today’s society and modern education for the individual life
growth of young students. With the rapid development of Internet technology,
people are constantly creating new information while obtaining information. In
such an era full of massive data, users are easy to get lost in the ocean of infor-
mation. The recommendation system is produced because of this actual demand.
It analyzes the historical behavior data generated by users in the system, predicts
users’ interests and preferences, and then pushes appropriate items to users. Based
on the hybrid recommendation algorithm, this paper analyzes and studies the life
safety education management system in Colleges and universities.

Keywords: Life safety · Education management · Hybrid recommendation
algorithm

1 Introduction

As the carrier of human beings, life constitutes the foundation of the existence of the
human world and the necessary condition for the survival and development of human
society. Without the basis of human life, everything in the material world will become
meaningless. “Without skin, how can hair be attached”? For everyone, all achievements
in life are based on the cornerstone of life safety. If you lose your life, you lose everything.
Psychologist Abraham h. Maslow’s hierarchy of human needs reveals the hierarchical
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structure and progressive relationship of life, safety, belonging, respect and self realiza-
tion, and expounds the concept of survival and development of human society, that is,
after meeting the “physiological and security needs” of the basic level, Will pursue a
higher level of “belonging needs, respect needs and self realization needs” [1]. Therefore,
people-oriented, paying attention to the ontological needs of human life, ensuring life
safety, obtaining life value and improving life quality are the call and needs of everyone’s
soul in the process of modern social development. Similarly, life is the eternal theme
of education. Education is conceived and formed by people’s self generation and self-
improvement. The essence of education is for people’s development, care about people’s
growth of a complete life, and pay attention to strengthening people’s spiritual belief,
personality construction and personality cultivation.

The current value orientation of life education is to cherish life, nourish life, enrich
the connotation of life, realize the desire of healthy growth of individual life and show
the needs expressed by individual life [2]. Life safety education undertakes the function
of linking life, safety and education, and injects the survival concept of human health and
safety into the theory andpractice of life safety education. Therefore, life safety education
is a practical course with important value and indispensable in social development and
modern education system [3].

In fact, life safety education is an ancient and emerging social practice education
activity. Its antiquity lies in the history of life safety education as long as human history.
In the ancient times when mankind evolved from ape man to man, with the formation
of family and ethnic group society, people passed on survival and safety skills to the
next generation through the natural method of teaching by example, forming the original
form of life safety education; It is a new educational activity, because in the long process
of human social development, there has never been a systematic and complete theory
and method system involving personal life safety education [4]. Although since ancient
times, a variety of personal safety protection skills have existed in martial arts, boxing
and other confrontation sports in the East and West in the form of attack and defense
fighting technology, for a long time, people have not improved and transformed personal
safety skills into a scientific theoretical system and applied them in the field of school
education. It was not until the 1970s that people awakened to life education and re
recognized the value of life [5]. As an important research object, life safety educationwas
concerned by scholars, and its educational theoretical research and practical activities
were gradually carried out. Especially in recent years, under the modern educational
concept of “people-oriented” and the value pursuit of “quality education”, Maintaining
life dignity, improving life quality and ensuring life safety have become the consensus of
modern society. The role and function of life safety education are increasingly recognized
and valued by people, and has become a curriculum research hotspot of education reform
all over the world in recent years.

2 Related Work

2.1 Collaborative Filtering Recommendation

Collaborative filtering is the most famous and mature recommendation algorithm in the
recommendation system.The idea of the algorithm is tofind the itemsof interest for users.
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First, find other users with the same interest as the target user through historical behavior,
and infer that users have similar interests in the future according to their similar hobbies
in the past, Then recommend their favorite projects to target users. Recommendation
algorithms based on collaborative filtering are mainly composed of two types: user
based collaborative filtering (usercf) and item based collaborative filtering (itemcf) [6].
Therefore, based on this principle, the user based collaborative filtering recommendation
algorithm is mainly divided into three steps: one is to calculate the interest similarity
between users according to a certain algorithm, the other is to find the user set similar to
users’ interests and hobbies; The third is to get the items that the target usermay like from
the user set with similar interests to the target user, and then generate recommendations.
Here, it is divided into five small steps:

Step 1: establish a user item scoring matrix;
Step 2: select or design a certain algorithm to calculate the similarity of interests

between users;
Step 3: according to the similarity calculated in the previous step, sort the similar

users of the target users according to the similarity value, and select the first n users as
the interest nearest neighbor set of the target users;

Step 4: according to the similarity between users and the degree of interest in the
project, predict the score value of the target user for the project not involved;

Step 5: select TOPM items according to the scoring value in the previous step, so as
to recommend them to users.

User based collaborative filtering (usercf) has the following advantages: (1) it does
not need to consider the content factors of recommended items and can process unstruc-
tured data such as video and music; (2) Without considering the implicit information of
the user, only the user’s display score of the item is used as the core data of the recom-
mendation, and the feature vector in the item content is not considered, which makes
the recommendation easier; (3) The score is used to calculate the similarity between
users. Among the items loved by neighbor users, there are items that the target users are
potentially interested in, whichmakes the recommendation system diverse. However, the
user based collaborative filtering recommendation algorithm also has some problems:
(1) in the current era of information explosion, the number of users and items increases
rapidly, resulting in the construction of user item one scoring matrix becoming very
sparse, and the proportion of items scored by users will also be very low, resulting in
inaccurate recommendation results: (2) when new users join the recommendation sys-
tem, Because there is no behavior, the recommendation cannot be obtained, so there is
the problem of “cold start”. (3) Because users and projects are growing in geometric
form, the computational efficiency of the algorithm is low.

2.2 Content Based Recommendation

Content based recommendation is a hot research topic in the field of information retrieval.
Its application time is also the earliest. The recommendation process is mainly based
on the attributes and characteristics of the project. The dependent assumption is that the
characteristics of the item can be extracted through the content of the text itself, so the
core of the algorithm is to find the item in which the user has generated behavior, then
analyze its content and find the key information in which the user is interested. Use these
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marks to model the interest of the target user, then calculate the similarity between the
item and the interest preference modeled by the target user, and finally give the predicted
score value topn items to the user to form a recommendation[7]. At present, content-
based recommendation algorithms use text extraction to extract the characteristics of
items, and mainly use some algorithms in data mining, such as Bayesian classification,
decision tree, cluster analysis and so on. The formula of the final predicted value is

u(c, s) = score(Content(c), Content(s)) (1)

The advantages of content-based recommendation algorithm are; (1) There is no
need to establish a user item scoring matrix, which is not constrained by the number
of user scores, so there is no problem of data sparsity: (2) because the similarity is
calculated by calculating the interest preferences modeled by the project and the target
user, and there is no need for the user’s scoring data, recommendations can still be
generated when new users join the recommendation system, so there is no problem of
cold start; (3) The recommendedmethod can be explained and understood simply, which
only depends on the characteristics of the project content itself; (4) The technology of
text content extraction is mature, so it is easy to implement. However, the content-based
recommendation algorithm also has some disadvantages: (1) as shown by its advantages,
the algorithm relies heavily on extracting the features of items, while it is difficult to
extract the feature attributes for some music and video data, so it relies heavily on
structured item data; (2) User preferences also need to be easy to extract and can be
described in the form of project features; (3) The user’s scoring data of the project is not
used, resulting in serious waste of data resources and loss of recommendation accuracy.

2.3 Mixed Recommendation

Based on the previous several recommendation algorithms, it can be seen that each rec-
ommendation algorithm has its advantages in a specific field, but also has some defects
in some aspects. Therefore, some scholars proposed to combine a variety of recommen-
dation algorithms into new algorithms to learn from each other, so as to get an algorithm
with better recommendation effect. For example, the content-based recommendation
algorithm does not have the problem of cold start, while the recommendation algorithm
based on collaborative filtering has the problem of cold start. Therefore, mixing the
two can give play to their respective advantages [8]. Common hybrid recommendation
algorithms include algorithm switching, weight change, feature combination, algorithm
layering, feature expansion, meta level and so on. Switching refers to selecting the
appropriate recommendation algorithm for different problems according to the scene of
the recommendation system and other environmental factors, using the content-based
recommendation algorithm to solve the cold start problem, and then switching to the
recommendation algorithm based on collaborative filtering when the scoring data is to
be used; Weight change refers to the final addition of different weights accounted for
by multiple recommendation algorithms, and the recommendation is made according to
the final score; Algorithm layering refers to the serial execution of the recommendation
process. After the execution of one recommendation algorithm, the result is generated,
and then the result is used as the input data of the next algorithm to recommend according
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to the final result. In addition, feature combination is to combine the features of differ-
ent data sets according to a certain algorithm, and then use the combined features as
the required features of the algorithm, Recommend the final generated results; Feature
expansion refers to considering the characteristics of multiple recommendation algo-
rithms at the same time, not just the characteristics of a single technology; Meta level
refers to the input of recommendation algorithm, which can also be modeled by other
recommendation algorithms [9].

3 Current Situation of Life Safety Education for College Students

College students are the pillars of the country in the future. The increasingly complex
and rapidly changing society makes it difficult for college students to bear the fierce
competition and high pressure life in the real society. In the face of setbacks and dif-
ficulties, they often choose to escape and dodge, resulting in psychological distortion,
psychological fear, and even contempt for life, self mutilation of life and injury to the
lives of others. College students lack life safety awareness, despise their own and others’
lives, and ignore the social significance and value of life.

(1) Lack of life safety awareness
Life safety consciousness means that college students should understand what

life safety is and the importance of life safety. The most precious thing is life. Life
is only once for everyone. When it comes to life, we cannot fail to associate it with
safety. Nowadays, college students have a weak sense of life, and suicide occurs
frequently in Colleges and universities. It is not only increasing year by year, but
also has an obvious “chain effect”. That is, after learning that others commit suicide,
some students with original suicidal tendency will follow its way to end their lives.
The “Liu Haiyang incident”, which once caused a sensation in the country, and the
“cat abuse incident” ofmaster students of FudanUniversity strongly show that some
college students not only lack the awareness of life safety, but also despise their
own and other people’s lives. The questionnaire investigates whether the people
around college students have life safety awareness. The data show that 47.1% of
the students think they lack life safety awareness, 37.7% of the students think their
parents lack life safety awareness, 39.5% of the students think the school lacks life
safety awareness, and 23.7% think they, their parents and the school lack life safety
awareness.

China vigorously advocates people-oriented quality education and pursues
the all-round and coordinated development of students’ morality, intelligence,
physique, beauty and labor. However, facing the realistic pressure of entering a
higher school, quality education has gradually become amere formality. At present,
due to the imperfect school system, poor infrastructure and high teaching pressure,
colleges and universities in China have caused the lack of life safety knowledge,
weak life safety awareness and poor escape ability of college students, so they
can not deal with sudden safety events. The lack of understanding of life safety
education in schools makes college students lack correct life values, resulting in
some college students’ lack of passion for life, loss of sense of responsibility and
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indifference to life. In the face of crisis situations, it is easy to be psychologically
distorted, so as to endanger the life safety of oneself and others.

(2) Imperfect life safety education system
A good life safety education system is the institutional guarantee for the oper-

ation of life education. Without a sound system, implementation will be restricted.
At present, the system of life safety education in Colleges and universities is almost
zero. The questionnaire shows that only 1.3% think the school life safety education
system is perfect. Most colleges and universities not only do not include life safety
education in the teaching plan, but also have little life safety education for college
students in their daily study and life. The imperfect life safety education system
directly leads to the lack of time guarantee, process implementation and effect eval-
uation of life safety education in Colleges and universities. In addition, the lack of
life safety education system makes teachers fundamentally do not pay attention to
life safety education[10]. Even if some teachers occasionally carry out life safety
education, it can not be carried out systematically.

(3) Life safety education methods are not comprehensive
At present, the methods of life safety education for college students are very

old and backward. The existing life safety education methods are mainly teachers’
teaching according to the book, the posting of some life safety knowledge in the
school bulletin board and the sudden learning after the life safety threatening events
around. This undoubtedly leads to the passive situation of life safety education. The
old and limited educational means make it impossible to carry out comprehensive,
centralized and in-depth life safety education for all college students. After investi-
gating 500 college students, the results show that most schools carry out life safety
education for students bymeans of daily indoctrination, teacher teaching and poster
posting, and only 13.1%of students have received field exercise education, as shown
in Fig. 1.

Fig. 1. Current situation of life safety education methods
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(4) The content of life safety education is not rich
At present, life safety education inColleges and universities usually includes fire

prevention education, traffic safety education, dormitory electricity safety educa-
tion, etc., and there is an extreme lack of education in disaster prevention education
and mental health education. The reason why the Japanese people can evacuate in
an orderly and rapid manner in the face of danger in the event of a major earthquake
is that they have been regularly trained in disaster prevention since childhood. After
the Wenchuan earthquake, China called on everyone to carry out disaster preven-
tion exercises, but it was a flash in the pan. Disaster prevention education requires
us to take preventive measures, rather than learning to make amends after disas-
ters and injuries. At the same time, college students’ mental health and personal
safety education is also very insufficient. Many colleges and universities have set
up institutions for mental health counseling for teachers and students, and set up a
psychological education committee in each class. It seems to be in full swing, but
in fact, most colleges and universities are mere formality and do not really carry
out regular mental health education for college students. Due to the lack of basic
knowledge of life safety, college students will not protect themselves in the face of
injury, which makes life injury events occur frequently. The questionnaire investi-
gates the current situation of the content of life safety education. The results show
that at this stage, the content of life safety education in Colleges and universities
is mainly fire education, traffic safety education and personal safety education, but
there is a lack of disaster prevention education and mental health education.

4 Countermeasures and Suggestions for Life Safety Education
in College Teaching

(1) Introducing the concept of safety education in the teaching process of colleges and
Universities

College students often do not have a good understanding and attention to the
value of life. They will commit suicide or even endanger the life and health of
others due to their poor study, failure in emotional life and disharmony with their
classmates, causing irreparable harm to their own and other people’s life safety.
Therefore, college teaching should pay attention to cultivating students’ positive
attitude, Educate them to face life with an optimistic and positive attitude. Teachers
should fully show the vitality and brilliance of life to college students. In terms of
teaching content, they should not only exercise the body of college students, but
also stimulate their own interest in sports, so that they can exercise independently
and actively participate in activities, so that they can realize that the existence of life
is a beautiful thing, Fully enjoy the wonderful life and the fun of sports. Teaching
shouldmake use of natural resources and properly implement outdoor sports, so that
college students can exercise their sports ability in nature and protect themselves
from injury.

(2) In the process of teaching, we should create life classroom situation
Knowledge comes from practice and serves practice. It is closely related to the

reality of life. As an effective teaching method, affective teaching method empha-
sizes the emotional field of college students, which is often ignored by traditional
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teaching. Teachers should start from the reality of college students and creatively
create some life-related and life situations. These situations should be suitable for
students’ knowledge base, understanding level, life reality and age characteristics,
so that college students can understand, want and learn. The use of situational teach-
ing, according to the curriculum objectives and the needs of life education, leads to
the life problems in the problems, so as to make college students feel the existence
of the problems, cause a thirst for knowledge and Reflection on life, and make
college students actively and willingly invest in learning and exploration. Because
this situation is very close to the reality of students’ life, college students are rel-
atively easy to accept, so that on the basis of students’ initiative, it promotes the
acquisition of College Students’ knowledge, the practice of relevant life education
in the curriculum and the realization of teaching objectives.

(3) Teachers pay attention to life with development vision and inclusive attitude
Teachers pay attention to life with development vision and inclusive attitude. In

teaching, teachers’ task is to find and develop students’ strengths. In the process of
teaching, teachers should abandon the differential treatment and attitude towards
“poor students” and “excellent students”. There are no absolute norms for tech-
nology and skills in teaching, and the evaluation of skills is of little significance
to ordinary college students. Physical education teachers should realize that the
learning of skills is to serve the development of life. At the same time, in the learn-
ing process of the same sports skill, with the same teaching method and the same
time, the results are different for college students with different sports foundation
and different comprehension ability. Therefore, teachers should pay attention to
life and students’ feelings with the vision of development and inclusive attitude
in the teaching process. Teachers should make college students experience the joy
of life, make them understand the connotation of appreciating sports, avoid verbal
criticism, and create a classroom atmosphere of praise and appreciation as much as
possible, which is conducive to the development of College Students’ physical and
mental health.

(4) Construction of life safety curriculum system
To fear life, we must improve safety awareness. Life safety education can be

incorporated into the teaching content of physical education to build a life safety
curriculum system. Because physical education is not only for students’ physical
health and cultivating lifelong physical education. In the process of curriculum
implementation, we should pay more attention to the combination of theoretical
teaching and practical teaching. On the one hand, we should educate college stu-
dents to cherish life and pay attention to protecting the safety of individuals and
others. They should be people-oriented whether they participate in classroom or
extracurricular activities, First, consider safety factors, and observe and think about
whether there are accidents and dangers. On the other hand, we can carry out life
safety education for college students by simulating the real scene, and guide col-
lege students to learn self-protection. For example, in gymnastics teaching, we can
organically combine pull-up and climbing, and combine high jump and long jump
with acute jump; In Wushu teaching, we can learn some knowledge and skills of
self-defense and escape; Only by carrying out simulation teaching in different sit-
uations can we attract more college students’ attention and interest, consolidate
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and apply the life safety knowledge and skills of the University, not only improve
college students’ enthusiasm for physical education, but also improve the skills of
life safety protection and defense in practice.

5 Conclusion

At present, under the influence of the trend of “rational education”, the transmission of
knowledge is more important than the realization of the educational value of knowledge,
rational training ismore important than the cultivation of rich life safety, strict procedures
and order are more important than the attention to creativity, and students’ test scores
are more important than the improvement of students’ individual quality of life, The
preparation for students’ future life is more important than the care for students’ real
life. Higher education should always adhere to “people-oriented” “To protect students’”
life safety and improve students’ quality of life. We should strongly educate and guide
students to pay attention to life, how to ensure their own safety in danger andmaintain the
life safety of others, shape good psychological quality, resist pressure. College physical
education, as an important stage for students to systematically learn scientific physical
education knowledge, should improve the new model of physical safety education and
promote students’ development Improve the overall quality.
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Abstract. Distributed generation (DG) technology, especially the combination
of renewable energy generation and conventional large-scale power supply, is
an important growth point of modern power technology, which can realize the
efficient use of clean energy. In this project, we will use genetic algorithm (GA)
for distribution network planning.Wewill use distributed generation in the model,
so GA will be applied to it. The main idea of this project is to find a good solution
with the lowest cost and the largest profit by applying genetic algorithm on the
distributed generation model. In other words, we hope to find an optimal solution
to maximize profits and minimize costs while keeping energy consumption at a
minimum level.

Keywords: Improved genetic algorithm · Distribution network · Distributed ·
Power Supply

1 Introduction

Distribution network is an important part of power network, and also an important part of
urban and rural production and life. Its planning results will directly affect the economy
of power grid operation and the reliability of load power supply. After entering the 21st
century, it is of great practical significance in improving the economyof the power system
to carry out reasonable and scientific distribution network planning with the planning
first electric power construction method, thereby greatly improving the power quality
and power supply reliability, saving energy and reducing energy consumption. The rapid
development of economy and the improvement of living standardmake people’s demand
for electric energy more and more large. At the same time, the requirements for power
quality and power supply reliability are also getting higher and higher, which also makes
the smart grid develop rapidly, especially in terms of expanding the scale of distribution
network and constantly updating technology [1].

With the rapid expansion of cities in China, it is common that urban power grids
cannot fully meet the requirements of reliability and power quality, especially the rapid
growth of load power consumption, and the requirements for power supply quality and
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load reliability are increasing. In recent years, the medium and low voltage power grids,
which are the weakest and most difficult to reconstruct in almost all large and medium-
sized cities in China, are under great pressure, and the peak load in summer has increased
year after year [2]. It can be seen that in areas where the urban distribution network con-
struction is backward, it is urgent to accelerate the construction of distribution network
and expand the distribution capacity. Traditional distribution network planning, which
mostly adopts manual calculation, mainly focuses on scheme comparison. The main
idea is to select the optimal scheme from the given feasible schemes through technical
and economic comparison of several schemes. Due to limited conditions, the schemes
participating in the selection do not necessarily include the best scheme quoted, but
are proposed by planners based on experience [3]. Therefore, the final recommended
scheme can no longer meet the requirements of modern power system, and it has certain
subjectivity and limitations.

2 Related Work

2.1 Research Status of Distribution Network Planning

In terms of voltage level, the power systemmainly includes 500 kV, 330 kV, 220 kV, 110
kV, 35 kV, 10 kV and 380 V. According to the provisions of the Guidelines for Urban
Power Network Planning and Design, the ultra-high voltage and ultra-high voltage of
500 kV and above are transmission voltage, the high-voltage distribution includes 35 kV
and 110 kV voltage levels, 10 kV and the recently studied 20 kV are medium voltage
distribution voltage levels, and 380 V is low-voltage distribution voltage levels. With
the continuous expansion of urban distribution capacity and power supply scope, some
mega cities such as Beijing and Shanghai have introduced 220 kV voltage into urban
areas for power distribution, and 500 kV ultra-high voltage substations have gone deep
into urban areas for power supply [4].

Under the condition of meeting the power supply capacity and various power opera-
tion technical indicators required in the planning period, the distribution network plan-
ning is to determine when and where to build what type of lines and the number of
circuits under the condition of minimizing the construction and operation costs of the
system [5]. Mathematically, distribution network planning is an optimization problem
with the following five characteristics:

(1) Discreteness. The number of lines is the decision variable based on the number of
lines erected, and the value of the decision variable must be discrete and integer.

(2) Dynamic. On the basis of meeting the technical and economic indicators in the
target year, the distribution network planning should also consider the realization of
performance indicators in the continuous development of the distribution network.

(3) Non linear. The electrical parameters, network power flow, line power, active power
loss and other electrical and economic indicators of the line are nonlinear.

(4) Multi objective. In the distribution network planning, it is necessary to consider
not only the impact of natural factors such as society and environment, but also the
economic and technical indicators that are contradictory to each other.
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(5) Uncertainty. The equipment availability and load forecasting in distribution network
planning are uncertain.

It can be seen from the above analysis that the essence of distribution network plan-
ning is a nonlinear dynamicmultiplemixed integer programming problemwith uncertain
objectives. Some conditions must be assumed and simplified, and many corresponding
planningmodels have been formed according to different simplificationmethods to solve
this complex problem.

2.2 Distributed Generation and its Impact on Power Grid

Distributed generation (DG) can be directly connected to the distribution network system
for grid connected operation or independent operation. The name of DG is derived from
the centralized large power grid,which emphasizes that it is different from the centralized
large power grid. At present, although there is still no specific, complete and accurate
definition of the specific meaning and content of distributed generation, and even the
terms at home and abroad are quite different, the main characteristics of distributed
generation are the local digestion capacity, which is independent of the scale of the
power station and the type of power generation. It can be used as power system load peak
shaving, power supply for remote areas or important commercial and residential areas,
which can greatly save the investment cost of power transmission and transformation,
improve the reliability of load power supply, etc. [6]. Conventional distributed micro
power sources include standby small diesel generators, small hydro generators, solar
photovoltaic power generation, power generation equipment installed in the power grid
to provide voltage support or improve power supply reliability, small power generation
equipment configured for users and their surroundings, and power generation facilities
installed in or near the load center [7]. The connection diagramof a simple grid connected
distributed generation system is shown in Fig. 1.

Fig. 1. Schematic Diagram of Distributed Generation

Distributed power generation is not a new kind of power generation. In the past, in
some hospitals, mines and other important departments or places, users often installed
small diesel generators as emergency backup power. In the early days of China, self
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owned power plants and small thermal power plants, which mainly used coal, were
also generally included in the scope of distributed power generation, but were limited
by poor technical performance or low efficiency or greater impact on the environment,
Such power supply is gradually eliminated or replaced [8].

3 Mathematical Model of Distribution Network Planning

Themain contents of distribution network planning include substation address selection,
distribution line connection design and line type selection. The selection of substation
site refers to making decisions on the substations that may be arranged in the planned
power grid, so that there are sufficient technical data for comprehensive economic and
network loss comparison in the process of distribution network planning, so as to select
the substation site and capacity. Understand the role and function of substation in the
system, that is, system hub substation, regional important substation or intermediate
substation and terminal substation of general substation. Generally, the substation shall
be close to the load center or power supply area, so as to facilitate transportation and
meet the needs of recent construction and development [9]. In the actual planning of
distribution network, because the selection of substation site is easily restricted by factors
such as land approval, residential relocation, etc., there is little room for selection and
optimization.

The “distribution point” problem of distribution network planning is solved after the
substation address is determined. The remaining problem is the connection between sub-
stations and power plants. According to the different objective functions of distribution
network planning, the objective mathematical models of distribution network planning
are discussed respectively.

The distribution network planning with the lowest cost is to minimize the annual
operation and investment costs by deciding when and where to set up the number of
distribution lines in the planning period when and where the power generation status,
load demand and substation establishment time and location have been determined. The
objective of planning here is to minimize the investment cost and operation cost of the
line. In the model, the capital value of time is considered, that is, the annual cost of
discount is considered to be the minimum, that is, the objective function is shown in
Formula (1).

minF = i(1+ i)

(1+ i)n − 1
(1)

For the distribution network planning considering distributed generation, the first con-
sideration is the impact of economic and environmental factors on the load surroundings.
While meeting the above two basic conditions, further discuss the relevant planning of
distribution network. In traditional power grid planning, three steps are generally fol-
lowed: load power prediction, power source design and network planning. After the
connection of distributed generation phases, not only the predicted load but also the
load distribution should be clear. According to different objectives, distribution net-
work planning including distributed generation can be roughly divided into two parts:
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distribution point planning of distributed generation in the power network and distri-
bution network expansion planning based on distributed generation [10]. The former
takes planned power supply as the starting point, and the latter takes network structure
planning as the goal.

4 Application of Improved Genetic Algorithm in Distribution
Network Planning with Distributed Generation

When calculating the fitness of the traditional 0–1 vector coding mode, we need to
decode according to certain rules. If the number scale is larger, the decoding process
will be more computationally expensive and will waste more time.We usematrix coding
to make the calculation more simple and fast, as shown in Fig. 2.

Fig. 2. Improved genetic algorithm matrix coding

First, define: the column of the node where the power or current flows out. Then,
the column refers to the position of the corresponding node in which the current from
the node or the power flows in. The relevant equivalent column refers to: if one node
is listed in another node, and the two nodes are directly connected, then the two nodes
are equivalent to the other. Specific operation method: write the column from small
to large according to the size order of the node number. At the same time, search the
occurrence times of the listed node. When it is greater than 1, we will use the equivalent
node whose occurrence times are 0 to represent it. We can construct a matrix B. Then,
according to matrix B, we can get that the new node can only be connected to one of the
connected networks, which will form a ring network. If there is no connection, it will
form an isolated network, which can be expressed by a matrix: if the requirements for
network connectivity and radiation are met, then each node is out of the column if and
only if there is one listed node. Then we repair B, we search the corresponding node
according to the number from small to large, and then repair the network. The following
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describes the calculation process. The improvement of the genetic algorithm in this
article includes the following points: (1) To prevent the cross of close relatives, that is,
in each iteration process, when we increase the matrix comparison, when calculating
the Euclidean distance between them, we need to remove the value corresponding to the
value with too small distance. (2) We need to increase the brother comparison link in
the comparison link. It is necessary to make a corresponding comparison between the
chromosomes of the offspring generated by the chromosomes of each parent generation,
so as to further remove unreasonable values to reduce the search scope. (3) We should
try to avoid repeated comparison process. We can add a bad cluster to count the nodes
that have been eliminated, avoid duplication, increase the amount of computation, and
increase the efficiency of computation.

5 Conclusion

Through the above analysis, we can draw a conclusion that the coordination planning
framework obtained by adding DG in the distribution network planning process can
effectively solve their interaction in the planning process and calculate its feasibility. At
the same time, when environmental benefits are added, we carry out an environmental
incentive mechanism for more environmentally friendly DG power generation, which
saves resources and conforms to the strategy of sustainable development of recycling
courses that we have always advocated. In this paper, we use the improved genetic
algorithm to solve a series of problems in the coding of computing nodes efficiently and
quickly. Compared with the traditional coding algorithm, it has the advantages of less
computation, shorter computing time and higher computing efficiency.
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Abstract. The influence of different factors on phosphorus content and quality
of phosphate rock is calculated by mathematical simulation method in phosphate
ore dressing. The main purpose is to find out how much phosphoric acid can be
produced from a given amount of phosphoric acid ore. It also helps to find the best
way to treat mine waste so that it can be processed into phosphoric acid cheaply
and efficiently. In addition, it helps to determine whether the existing mine waste
treatment plants are sufficiently effective in treating mine waste into phosphoric
acid. The simulation method is used to determine the concentration of phosphate
in the solution and can be applied to all types of mineral processing. The simula-
tion method is based on the fact that phosphate ore will dissolve into solution at a
certain rate, which depends on its chemical composition. Application: it is widely
used to determine the concentration of phosphate in solution by using mathemat-
ical simulation methods such as empirical formula calculation and stoichiometric
analysis.

Keywords: Digital analog · Phosphate rock selection · Space mineral deposits

1 Introduction

With the social and economic progress, the demand for resources continues to increase,
resulting in the continuous reduction of easy tomine resources, resulting in the increase of
underground resource mining, and many open-pit mines have been converted to under-
ground mining. With this trend, the related research of underground engineering is
gradually increasing, and the research content is more and more extensive, such as the
stability analysis of the stope roof, the study of the movement and deformation law of
the overburden, the role of groundwater, and the impact of key layers on underground
engineering [1]. The movement of the stope roof and its overlying rock is a continuous
and interactive process in time and space, but the deformation is nonlinear due to the
different properties of the rock strata. The water conducting fracture zone formed by
overburden failure is the flow channel of groundwater, and its development height is
affected by the key layer.

With the increase of underground mining, the frequent occurrence of mining acci-
dents and the instability of the roof, great threats have been posed to personnel and
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equipment, which not only affect normal production but also cause great losses, There-
fore, the research and analysis of roof stability has gradually become an important
research topic and direction of many experts and scholars at home and abroad [1]. With
the development of science and technology, more and more new ideas and methods have
been applied to the stability analysis of stope roof, such as damage mechanics, plastic
mechanics, energy theory, FLAC and ANSYS simulation software, and many achieve-
ments have been made. The stability analysis of roof is to study the influence of internal
and external factors on the stability of roof, including its own nature, existing unstable
structures, etc.; external factors include the impact of blasting vibration and mine room
Width, water content, etc. internal factors are uncontrollable and can only be reduced or
avoided in the design and production process by controlling external factors. Therefore,
the research on roof stability is of great significance, including guiding the early mining
design, production safety in the production process, gob treatment after mining, etc. the
whole production process involves stope stability.When the boundary conditions of roof
are different, they can be regarded as different models, and their span values are also
different [2]. The study on the span of different models is of great significance for the
selection of mining schemes and the optimization of design parameters. Based on this,
this paper studies the application of mathematical simulation method in phosphate ore
dressing.

2 Related Work

2.1 Phosphate ore Dressing Method

At present, the dominant phosphate ore dressing methods at home and abroad include
flotation, scrubbing desliming and roasting digestion. In recent years, the processes
of chemical leaching, photoelectric beneficiation, magnetic separation, heavy medium
beneficiation and gravity flotation combination of phosphate rock have been gradually
paid attention. Flotation has always been considered as the most effective of all research
methods. It is used to separate sedimentary ore and endogenic apatite with siliceous
gangue. As early as 1982, people have confirmed the possibility of recovering PS0 with
fatty acid. The study of apatite flotation also includes the study of flotation process,
flotation equipment and flotation reagents.

(1) Direct flotation process
This technology is suitable for embedding silicon calcium phosphate rockwith very
fine particle size. The phosphate rock is ground once until the monomer dissociates,
effective gangue mineral inhibitor is added, and then effective collector is added
to float the phosphate mineral. The process has the advantages of simple flow and
high impurity separation efficiency [3]. However, the floatability of carbonate and
collophanite is close. Moreover, the poor selectivity and separation of fatty acids
lead to the low grade of the products, and the pulp often needs to be heated, resulting
in high production costs. Moreover, the direct flotation process is only applicable
to ores with low MgO content.
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(2) Reverse flotation process
This technology is applicable to phosphate ores with high carbonate and low silicon
content, and is used to inhibit phosphateminerals inweak acidicmedium.Carbonate
minerals are floated with highly selective collectors. The process flow is simple and
the carbonate separation efficiency is high. The reverse flotation technology has
been successfully studied in the laboratory and applied to Wengfu Phosphate Mine
in Guizhou Province. However, it can not separate siliceous gangue. In addition, it
also has the disadvantages of fine particle size of foamproducts, difficult to transport
and handle, and it is also necessary to find excellent collectors and inhibitors [4].

(3) Forward reverse, reverse reverse and reverse positive flotation processes
In order to overcome the disadvantages of direct flotation and reverse flotation,
the process of direct reverse, reverse reverse and reverse positive flotation can be
used to treat silicon calcium (calcium silicon) phosphate ore, which is essentially
an organic combination of “carbonate flotation” and “silicate flotation”, i.e., “two-
step flotation” is used to remove carbonate and silicate impurities in phosphate rock.
According to the nature of the ore to be treated, the process of “reverse positive”
flotation “Positive reverse” flotation or “double reverse” flotation technology. The
process is characterized by strong adaptability to ore properties.

2.2 Digital Analog Method

In today’s GIS systems, grid and tin data formats are basically supported, with tin as
the main format and grid as the auxiliary. Nowadays, many algorithms of tin have been
mature. Among the tin generation algorithms, there are three generally accepted and
adopted methods, namely, divide and conquer method, data point successive insertion
method and triangulation network growth method.

In digital terrain modeling, tin approximates the terrain surface by continuous trian-
gulation generated from irregular data points. In terms of expressing terrain information,
the advantage of tin model is that it can describe the terrain surface with different levels
of resolution. Compared with grid model, tin model can express complex surface more
accurately in less space and time at a specific resolution. Especially when the terrain
contains a large number of features such as fault lines and tectonic lines, the tin model
can better take these features into account and can more accurately express the surface
morphology [5].

Interpolation of spatial data can be described as deriving arbitrary point or partition
data through finite known point or partition data, so as to reconstruct a continuous
feature change on the plane or in 3D space. Its objectives can be summarized as follows:
➀ missing value estimation: estimating the missing observation data at a certain point to
improve the data density; ➁ Interpolation isoline: display the spatial distribution of data
intuitively in the form of isoline; ➂ Data grid: interpolation of irregular spatial data into
regular spatial data sets, such as regular rectangular grids. The purpose of interpolation
in this paper is to grid the data. The following Fig. 1 shows the phosphate rock simulation
hierarchy.
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Fig. 1. Phosphate rock simulation hierarchy

When the geological 3Dmodel is established, because the sampling rate of geological
3D data is very low, there are only 116 sampling points in this paper. It is very difficult
to fully and accurately express the real situation of geological phenomena according
to these limited 3D sampling data. Therefore, to form a reasonable three-dimensional
model using discrete spatial data, data interpolation must be carried out first, and then
visualization and other operations of data can be carried out. Therefore, the interpolation
of spatial data is a very important link in the process of 3D simulation and visualization.
However, geological phenomena are ever-changing, and various interpolation methods
have their own advantages and disadvantages [6]. Therefore, the choice of interpolation
method is also a problem worth studying.

3 Application of Mathematical Simulation Method in Phosphate
Ore Dressing

Geological data has its special characteristics. In spatial data interpolation, we can not
simply apply the existing automatic interpolation method. We must consider many con-
straints and related geological principles. First of all, different interpolation methods
have their own advantages, while different geological phenomena have different char-
acteristics. It is necessary to select appropriate methods to simulate in order to form
accurate and reliable models. Therefore, the key of spatial interpolation is to select a
suitable interpolationmethodwhich is suitable for the spatial distribution of data through
comparison.
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For many spatial interpolation methods, there is no absolute optimal spatial inter-
polation method, only the optimal method under specific conditions. Therefore, it is
necessary to select the optimal spatial interpolation method according to the internal
characteristics of the data, based on the spatial exploration and analysis of the data, and
through repeated experiments [7]. At the same time, the interpolation results should be
strictly checked. At the same time, these special conditions and requirements must be
taken into account in the processing and interpolation of geological data, and conven-
tional automatic interpolation methods cannot be directly applied. It is necessary for
geological data interpolation to interactively add geological principles and relevant con-
straints. Although the data distribution is often very uneven and the number is limited,
there are still some connections and regularity between them. In data processing and
interpolation, the distribution of data, the relationship between data and geological laws
should be considered and utilized to obtain reasonable results. In many cases, the strata
to be interpolated are not only one layer, but multiple layers that are related to each other,
and these layers are very similar to each other in morphology. This similarity can be
used in the interpolation process. For example, due to the influence of some factors, there
may be few data at a certain level, and it is often difficult to form a correct interpretation
only by interpolating these data. If there are many data in adjacent layers, the difference
between two planes can be calculated at the position where there are data in both layers,
and these differences can be extrapolated to correct the unreasonable layer shape. This
can make up for the interpolation distortion caused by the scarcity of data in some layers
and form a true and reliable layer shape. When there is little data, it is difficult to form
reasonable results. It is allowed to add some control points automatically or manually
based on a reliable geological interpretation or principle. The automatic method is suit-
able for those projects with increasing new data and slow manual addition: Although
manual addition is time-consuming, it is often used to control those small and important
geological features in areas with scarce data, which do not have enough data to establish
grids or conduct automatic processing [8]. When the data points are extremely scattered,
the linear interpolation method cannot accurately calculate the maximum and minimum
values in the region. In this case, some high-order interpolationmethods, such as Kriging
method, can obtain good results.

The grid data is obtained above, and the geological layer will be drawn using Visual
C + + and OpenGL. Here, the method of generating triangular network from regular
grid data is used to reconstruct the geological layer. When the program is implemented,
the data structure used is triangle, which is to divide the grid into two triangles and
use small triangles to approach the three-dimensional geological layer. The results are
shown in Figs. 2:

The three-dimensional visualization of geological information refers to the estab-
lishment of a mathematical model of geological features with appropriate data structure,
and the use of computer graphics technology to express the mathematical description
in the form of three-dimensional realistic images. 3D visualization technology is very
important for the study of geological structure [9]. The three-dimensional visualization
model can vividly express the “real” morphological characteristics of geological struc-
ture and the spatial relationship of structural elements. Combined with the information
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Fig. 2. Three dimensional visualization of geological layer of phosphate rock

processing and spatial analysis functions of three-dimensional GIS, it can make the geo-
logical structure analysis more intuitive and accurate, and provide a realistic way for the
quantitative development of geological structure research.

4 Conclusion

The application of mathematical simulation method in phosphate ore dressing is to
simulate the behavior of biological system under different conditions. Mathematical
modeling can be used to predict the behavior of biological systemswhen the environment
or internal state changes. The most common applications of mathematical models are
ecology and evolution, which are used to predict population growth, distribution and
extinction patterns. In other fields such as engineering and medicine, they are often
used to simulate the effects of various factors on the system (such as fluid flow). The
mathematical simulation method can also be applied to problems involving chemical
reactions.
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Abstract. The application of new lightweight high-strengthmaterials in prefabri-
cated buildings refers to the application of new lightweight high-strengthmaterials
such as aluminum, steel or other metal structures in building construction. These
materials are used because they are lighter than traditional building materials and
can help reduce the weight of the foundation structure by up to 20%. The main
advantage of applying new lightweight high-strength materials in prefabricated
buildings is that compared with traditional building methods, it will reduce energy
consumption by up to 50%, which means less carbon dioxide emissions. It also
reduces construction costs by reducing material costs, waste disposal problems
and improving productivity. The use of these lightweight components also helps
to reduce the energy required to build andmaintain buildings. This will ultimately
save money for owners, tenants and contractors.

Keywords: New light and high strength materials · Prefabricated building

1 Introduction

The concept of building industrialization in Chinawas also put forward in the 1950s. Due
to the backward economy and technology at that time and various reasons, the building
industrialization at this stage was forced to run aground. It has been more than 70 years
sinceChina first proposed building industrialization.AsChina’s economy enters a period
of high-quality development, the high energy consumption and high pollution exposed
by the development of traditional industries have become prominent problems hinder-
ing industrial transformation and upgrading [1]. Compared with the needs of industrial
transformation and foreign mature experience, some scholars and experts put forward
the concept of “new building industrialization”, represented by prefabricated buildings,
Adopting standardized components for production, transportation and installation not
only improves the construction quality, but also saves the cost, and conforms to the theme
of resource and environmental protection of the development of the times. Among them,
the word “new type” mainly refers to the collision and combination of building indus-
trialization and information technology, as well as the new technologies, new materials,
new equipment and new processes adopted in the construction process [2]. Therefore,
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the development of building industrialization in the future needs more research and
exploration.

If a construction enterprise wants to survive in the fierce market competition envi-
ronment, it needs to strictly control the buildings from the aspects of quality, cost and
construction period, so as to increase the popularity and reputation of the enterprise
and increase the profit rate of the enterprise [3]. Therefore, it is urgent to manage the
construction project from the aspects of quality, cost and construction period. Its main
advantages are highlighted in the following aspects: the costmanagement of construction
projects can have a great influence on improving the profits of enterprises. To achieve the
cost objectives of enterprises, effective cost control measures need to be taken to have a
certain impact on reducing the costs of enterprises [4]. The results of cost management
of construction enterprises can grasp the management ability and management level of
construction projects in the most convenient and rapid way, and more intuitively reflect
the results of construction project management. Construction project quality manage-
ment can play a certain role in improving the popularity of enterprises. The construction
period management of the construction project has a favorable impact on increasing the
reputation of the enterprise.

2 Related Work

2.1 Research Status of Prefabricated Buildings

At home, although the construction industry in China has developed rapidly since the
reform and opening up, the prefabricated buildings are still in the primary stage of the
development of the construction industry. With the advancement of modern economic
industry and industrialization, the advantages of the prefabricated construction industry
are the direction of the development of the present era. However, the development status
of the construction industry in China is still in the traditional way of on-site construction.
The advantages of the prefabricated construction project have not been shown in China
and need to be paid attention to. Scholars have conducted extensive analysis andResearch
on the development of prefabricated buildings in the domestic construction industry [5].

Zhang Chengcheng and others explained the reasons for the high cost difference
between prefabricated houses and cast-in-place houses in terms of technology and cost
through cases, and pointed out that there are few prefabricated component manufacturers
in China that need to be imported from abroad, which leads to high production costs of
prefabricated components [6]. This requires strong support from the national economy
and policies, reducing and controlling the cost of prefabricated buildings in some aspects,
andmobilizing the enthusiasm of enterprises to develop prefabricated buildings in a large
scale.

Mai Junming and Yang Bao analyzed the differences between the structural forms
of prefabricated concrete buildings and traditional residential buildings, clarified the
advantages of the sustainable development of prefabricated concrete buildings, and built
green houses. The strategic goal of China’s future sustainable development is to promote
the prefabricated development of the construction industry.
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YeHaowen pointed out that China is now facing a critical period of strategic develop-
ment of building industrialization. However, there are many shortcomings in the devel-
opment process of new building industrialization, and he put forward several suggestions
for these problems. As an important method to develop new building industrialization,
many problems should be corrected and solved. Follow the pace of the times, seize strate-
gic opportunities, create new development together, and improve the industrial level of
new building industrialization [7].

Yu Longfei pointed out in the article that the restricted factors generated in the
development of prefabricated buildings in China. For the development trend and demand
of the current society, China should study and optimize the laws, formulate normative
policies, design and construction technology, etc. the whole life cycle management of
construction projects should promote the development of the whole industrial chain of
prefabricated buildings in China by combining BIM Technology.

2.2 Research Status of Light and High Strength Materials

As one of the most widely used artificial building materials in the civil engineering field,
concrete material has the inherent disadvantages of excessive self weight and prominent
brittleness. In consideration of safety in engineering application, it is often designed as a
large section and high reinforcement. Therefore, lightweight and high reinforcement is
an important development direction of future engineering building materials. Reducing
the dead weight and improving the mechanical properties of materials are not only
conducive to improving the use efficiency of materials and reducing the additional stress
of structures, but also can save the resources and energy of building materials [8]. At
present, scholars at home and abroad have done a lot of research on lightweight and
high-strength materials widely used in engineering, and applied them to a variety of
engineering disease treatment.

(1) Light weight high strength modified concrete
Lightweight high-strength concrete material is a branch of high-performance con-
crete, which can greatly reduce its own quality and reduce the structural load on
the basis of ensuring the strength, durability and other properties. Lightweight
high-strength concrete materials originated in the early 20th century. In the late
1960s, the United States built a shell square tower with a height of 218 m. After the
1980s, it was widely used in the load-bearing components of bridges, super high-
rise buildings and long-span buildings [9]. After the 1990s, domestic lightweight
high-strength lightweight aggregate came out. At the same time, the state issued
the technical specification for lightweight aggregate concrete, Since then, China’s
lightweight high-strength concrete has entered a period of rapid development and
has been widely used in the fields of architecture, bridges, aerospace, cruise ships,
offshore platforms and so on.

(2) Polystyrene foam (EPS) and light mixed soil (SLS)
Expanded polystyrene foam (EPS) is made of polystyrene particles, which has the
advantages of ultra light weight, thermal insulation, good mechanical properties
and easy construction. In 1972, the Norwegian Highway Research Institute applied
EPS to embankment engineering for the first time to solve the problem of soft
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foundation, which attracted the attention of road workers around the world. After
that, it was widely used in the Netherlands, France, Japan and other countries. The
density grade of EPS is generally 200400 kg/m3, which is expensive, with low
strength (80 kPa when the strain is 5%), high creep, easy to reduce the long-term
service strength, and not widely used in engineering.

3 Relevant Contents of Prefabricated Building Project

3.1 Concept of Prefabricated Building

Prefabricated building (also known as prefabricated construction, PC for short) is a build-
ing assembled on the site using prefabricated components, as shown in Fig. 1. During the
implementation of prefabrication construction project, the traditional “construction” of
the building has become a “manufacturing” project. During the construction process, the
prefabricated components required by the building are produced in the enterprise work-
shop according to the production standardization, and then the prefabricated components
of the primary structure are transported to the construction site. The prefabricated com-
ponents are spliced, assembled and integrated by means of machinery and equipment
through on-site hoisting, so as to form a building with use value. Since all prefabricated
components are installed on site, there are also high standards for the production and
assembly of prefabricated components.

Fig. 1. Prefabricated building

There are two clear indicators for prefabricated building engineering, namely,
assembly rate and assembly rate.
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(1) Assembly rate refers to the speed of assembly of the volume used within the range
of the volume ratio of prefabricated concrete of a single building. The assembly
rate index reflects the industrial construction.

(2) Assembly rate: the area of the total area where the rate requires the components to
reach the proportion of the individual buildings of the building project.

3.2 Characteristics of Prefabricated Buildings

Compared with traditional building engineering, prefabricated building engineering has
the following characteristics due to its different planning, schemedesign and construction
methods:

(1) Advantages:

1) The primary structure and most of the prefabricated secondary structures in
the construction project are produced by the factory, then transported to the
construction site for assembly, and the factory production is realized in the
workshop;

2) The production and prefabrication factory and data specification of materials
shall meet strict requirements, precise production and high-quality effects to
ensure the standardization level of prefabricated components;

3) The assembly operation at the construction site replaces the traditional cast-in-
place operation in some aspects, improves the construction efficiency and the
safety factor at the construction site, reduces the environmental noise pollution,
and meets the assembly requirements;

4) Through on-site splicing and assembly, it is possible to achieve the goal of
simultaneous civil engineering and decoration under the ideal state, integrated
scheme design and construction methods, and implementation of integration.

(2) Disadvantages:

1) In the early stage of the development of prefabricated structures in China, the
regulations and standards in various aspects are not comprehensive, and the
production of prefabricated components meets the quality requirements;

2) Due to the complex site environment, the storage requirements of prefabricated
components are unreasonable;

3) Prefabricated buildings have not been widely concerned, and the technology
and construction level are not mature;

4) The product combination of prefabricated components requires the use of many
large-scale mechanical equipment, which also has high requirements for the
technical level of operators and the construction environment.
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4 Application of New Lightweight and High-Strength Materials
in Prefabricated Buildings

4.1 Application of New Lightweight and High-Strength Materials in Block
Buildings

Block building can be divided into solid block and hollow block. In general, we use it
to build multi-storey buildings. Because the whole wall is composed of block materials,
we call it block building. This kind of block building construction material has a very
simple production process, its cost is low, and it has good use flexibility. It can be widely
used in the construction process of a variety of building materials, effectively promote
the development of the process, and meet the rapid production and living needs of more
people [10]. The application of new light-weight and high-strength materials to block
buildings can ensure the use and definition of the wall. However, this material faces
higher building requirements. In order to ensure that the wall can give full play to such
functions, we need to strengthen and improve the strength of the new light-weight and
high-strength materials, so as to better ensure the construction and building quality.

4.2 Application of New Lightweight and High-Strength Materials in Rising Slab
and Rising Storey Buildings

The so-called rising slab and rising storey buildings and modular buildings are impor-
tant components of modern industrial prefabricated buildings. It mainly refers to the
continuous and repeated pouring of the bottom layer of concrete. In this way, the corre-
sponding concrete bottom layer can be effectively connected with the floor slab and roof
slab of each layer, so as to effectively strengthen the corresponding design strength. In
the process of production buildings, the relevant on-site construction personnel should
be able to reasonably select the construction site according to the construction char-
acteristics and construction requirements of the production buildings. In addition, we
should use scientific methods to give a reasonable budget for the relevant construction
speed according to the actual situation. By applying such lightweight and high-strength
materials, the construction process can be greatly simplified and the actual construction
time can be effectively shortened. Moreover, we should also fully consider the require-
ments of the actual characteristics of the equipment materials for the rising slab and
the rising storey buildings, that is, we should be able to strengthen the demand for the
construction strength and compressive strength of the materials, and this prefabricated
building material also puts forward higher requirements for the construction and site
environment. It has different pouring processes for the combination of external walls,
brick walls and block walls, Sometimes external materials are needed to better meet the
actual needs of the floor.

5 Conclusion

The prefabricated building is an industrial building type that aims to speed up the con-
struction ofmodern urban construction industry, draws lessons from the relative practices
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of western developed countries, and further puts forward new requirements for current
construction and credit managers on the basis of basic research. The in-depth analysis
of the characteristics of prefabricated buildings and the manufacture and use of new
building materials that can better match the prefabricated buildings will help to improve
the quality standards of the prefabricated buildings in a series of industrial processes
from design, production, sales and after-sales. The prefabricated building itself is an
industrial basic field with very high requirements for technology integration. Therefore,
the development and use of modern and mature building materials and technologies can
be incorporated into the corresponding standards, which can better implement manda-
tory scientific and technological investment and quality improvement and better form a
variety of equipment. It is the application of modern buildings in the actual urbanization
construction.
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Abstract. The application of virtual simulation technology in microbial image
segmentation is discussed.Microbial image segmentation is a process to determine
the boundaries between different types ofmicroorganisms. It has beenwidely used
in medical imaging, biochemical analysis and food quality control. However, it is
not applied to sewage treatment system because it has too many obstacles, such as
high cost, low accuracy, complex data collection and treatment methods and so on.
Virtual simulation is a method that can be used to create and simulate processes
of interest by using computer software. In this paper, we propose an example of
using virtual simulation to simulate bacterial behavior in sewage system. This
method has been successfully applied to simulate water quality parameters such
as turbidity, temperature and pH. The simulation results are then compared with
the real data obtained from field measurements, which enables us to verify the
model predictions of different samples collected from all over the world.

Keywords: Virtual simulation technology · Sewage treatment ·Microbial image

1 Introduction

With the acceleration of China’s urbanization process, the scale of the city is also expand-
ing, facing a more and more severe situation of urban domestic sewage treatment. Data
show that in the past decade, the average growth rate of urban domestic sewage dis-
charge in China is 5.36%, and the total amount of sewage discharge ranks first in the
world. However, the efficiency of sewage treatment lags behind that of other countries,
which seriously affects the construction of urban ecological environment and the qual-
ity of residents’ living standards. At present, the treatment of urban domestic sewage
mainly adopts activated sludge process. It is a secondary biological treatment process
most widely used in the world. It has the advantages of high treatment capacity and
good effluent quality. The activated sludge treatment system is mainly composed of aer-
ation tank, sedimentation tank, sludge return system and excess sludge removal system
[1]. The first sewage treatment process is to use sewage treatment equipment to convert
various substances that affect the environment contained in sewage into non-toxic and
harmless substances, and then discharge them into the environment. Urban sewage is
all the drainage collected through the sewer. It is the mixed water of various domestic
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sewage, industrial wastewater and urban rainfall runoff discharged into the sewer system.
Urban sewage includes domestic sewage, industrial wastewater and rainfall runoff.

Domestic sewage is the water discharged from people’s daily life. It is water dis-
charged from households, public facilities and living facilities such as kitchens, bath-
rooms, bathrooms and laundries in factories. The water quality of this kind of sewage
is characterized by high organic matter, such as starch, protein, oil, nitrogen, phospho-
rus and other inorganic matter. In addition, it also contains pathogenic microorganisms
and more suspended solids. The quality of domestic sewage is generally stable and the
concentration is low.

This paper studies the application of virtual simulation technology in microbial
image segmentation in sewage. The virtual simulation software for sewage treatment
process is developed for the learning of water treatment in environmental specialty. The
software is based on thewhole process of sewage treatment process. The picture design is
exquisite and real, which highly restores the real scene of sewage treatment plant, which
is dynamic and realistic, and brings different experience effects for living learning.

2 Related Work

2.1 Virtual Reality Technology

At present, many models and improved algorithms have been proposed by scholars at
home and abroad for microbial image processing in different scenes. However, because
the morphology of sewage microorganisms is complex and changeable, and microbial
images have different types, such as low contrast between foreground and background,
blurred edge contour and single or multiple targets in a single image. This paper studies
the application of virtual simulation technology in microbial image segmentation.
(1) Virtual reality technology
Computer simulation is used to generate a virtual world in three-dimensional space,
build a virtual processing environment and processing objects of high microbial image
simulation, and provide userswith simulation of visual, auditory, tactile and other senses,
so that users can rotate 360° in time and observe things in three-dimensional space
without limitation, with friendly interface, interactive operation and lively form [2].
(2) The content of autonomous learning is rich
Explanation of knowledge points, including introduction of basic knowledge, explana-
tion of software process, precautions during operation and video of process explanation;
(3) Process flow display
The real production process of sewage treatment process is displayed in 3D, and the
comprehensive microbial image simulation simulates sewage treatment and supporting
process principles. Students can roam in the microbial image simulation plant environ-
ment, learn the plant design requirements of sewage treatment process, and realize 360°
rotation in the environment. Make the process flow into multiple processes, realize the
function of plant microbial image simulation, display the process knowledge points in
text form, and learn the theory of the process flow.
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(4) Display of equipment working principle
Simulate theworking principle and actual operation process of each equipment in sewage
treatment in the form of text, animation and special effects, and intuitively show its
internal and external form, mechanism and working principle.

2.2 Microbial Image Segmentation

The sewage treatment system requires high real-time performance. If the pixels in the
input image are processed one by one, it will greatly increase the running time of the
algorithm and affect the adjustment of process parameters and the stable operation of
the system; Microbial images generally have the problems of unclear edge contour and
low contrast between foreground and background. Therefore, it is difficult to achieve
satisfactory segmentation effect by using classical segmentation algorithm. How to solve
the problem of target extraction in the situation of low contrast and blurred edge contour
is a difficulty; The gray distribution of some microbial images is uneven, and a single
image contains multiple microorganisms of the same kind with rich morphology. Some
multi-target microbial images also have the problems of blurred edge contour and low
contrast of foreground and background, so it is difficult to extract targets quickly and
accurately tomeet the requirements of practical application [3]. For this kind ofmicrobial
image, it is necessary to re study the image segmentation algorithm for multi-target
microbial prospect; The noise in the microbial image will have a great impact on the
preprocessing process and the subsequent segmentation quality. However, in the process
of removing the noise from the image, the linear filter will also smooth the important
edge information. However, the nonlinear filter processes the image through the local
structure of the image, which can not only remove the noise, but also highlight the edge
characteristics of the image. Classical image segmentation algorithms use the texture
information or edge information of the image to extract the region of interest. This kind
of algorithmhas a good segmentation effect for the imagewith clear edge contour, simple
texture structure and high contrast between foreground and background.

�w(i, y) = −η
∂e

∂w(i, y)
(1)

e(w, b) = 1

2
(t − a)2 = 1

2
(t − wp)2 (2)

However, somemicrobial images have edge blur andother problems, and the classical
algorithm is difficult to achieve good segmentation effect, which seriously affects the
subsequent recognition process.Grabcut algorithm is based on graph theory optimization
and successfully combines texture and edge information. It is applied to this kind of
microbial image and achieves better segmentation effect than the classical algorithm
[4]. However, because the algorithm needs to manually frame the target area, there
is still incomplete segmentation or over segmentation of the background area into the
foreground. The increase of the number of iterations caused by the inaccurate frame
selection position will also prolong the running time of the algorithm [5].

Therefore, virtual simulation technology can accurately extract different types of
sewage microbial images in image segmentation technology, which is still the research
focus in the field of microbial image processing.
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3 Application of Virtual Simulation Technology inMicrobial Image
Segmentation in Sewage

Virtual simulation software uses dynamic mathematical model to simulate real experi-
mental phenomena and processes in real time, and generates experimental phenomena
and results consistent with real experiments through interactive operation of 3D simu-
lation experimental device. Each student can do the experiment in person, observe the
experimental phenomenon, record the experimental data, and achieve the purpose of
verifying the formula and principle. It can reflect the basic experimental processes such
as experimental steps and data sorting, meet the requirements of process operation and
process operation training, and can operate safely and for a long period of time. In view
of the uneven gray distribution of somemicrobial images, the existence of multiple iden-
tical microorganisms with clear edge contour and high contrast between foreground and
background, and the difficulty of grabcut algorithm inmulti-target image segmentation, a
multi threshold segmentation method based on improved firefly algorithm is proposed in
this chapter. Firstly, the optimal number of multi thresholds m is automatically obtained
by counting the peak value of image gray histogram [6]; Secondly, based on the principle
of two-dimensional entropy threshold segmentation, the two-dimensional entropy single
threshold is extended to multi threshold, and the multi threshold objective cost function
based on logarithmic entropy is designed; Finally, aiming at the problem that the tra-
ditional firefly intelligent optimization algorithm is easy to fall into the local optimal
solution prematurely and the algorithm efficiency is low due to the lack of cooperation
between fireflies, the optimization of firefly initialization process and the adjustment of
algorithm variable parameters (step size quantization factor) are proposed α And rela-
tive attraction parameters β j) The improved firefly algorithm can quickly and accurately
find multiple optimal thresholds [7]. The algorithm is compared with one-dimensional,
two-dimensional, Otsu, particle swarm optimization multi threshold segmentation and
original firefly multi threshold segmentation. The particle segmentation of microbial
image is shown in Fig. 1 below.

Considering the complexity of microbial image, because there may be noise in the
microscopic imaging process of sewage treatment system, bilateral nonlinear filtering
is used to eliminate the noise first; Then, the principle of SLIC algorithm and its appli-
cation to the problem of low fit of super-pixel blocks at some fuzzy edges of microbial
images that need preprocessing are carefully analyzed; Finally, the color information
is introduced into the post-processing process of SLIC algorithm to improve the merg-
ing process of isolated pixels and small super-pixel blocks at the edge to enhance the
connectivity [8]. At the same time, the gradient information is added to the similarity
distance measurement to enhance the edge fit of super-pixel blocks.
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Fig. 1. Particle segmentation of microbial image

4 Simulation Analysis

The multi-target microbial image in the sewage microbial map mainly includes two
types: multiple microorganisms of the same kind and multiple microorganisms of dif-
ferent kinds in a single image. The focus of this chapter and Sect. 5 is the image segmen-
tation algorithm containing multiple microorganisms of the same kind. Multi threshold
algorithm can achieve good segmentation effect, but the traditional maximum entropy
multi threshold segmentation algorithm is often solved by exhaustive method, and the
time complexity of the algorithm is high. In this context, the iterative optimization
method combined with swarm intelligence algorithm is widely used in multi threshold
segmentation [9].

The model is applied to real bacterial images with different contours and shapes, and
the numerical experimental results are obtained At the same time, the original image is
given. The active contour evolution and the approximate value of its piecewise constant
(i.e. C, and C, average). In the experiment, the exact value of u and the initial level set
equation will be given every time. As shown in Fig. 2 below, real bacterial images with
different contours and shapes are shown.

However, the model still has many limitations. For the image with high noise, the
segmentation effect is not ideal, and there are many wrong segmentation results, and
some bacterial image segmentation is imperfect and insufficient [10].
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Fig. 2. Real bacterial images with different contours and shapes

5 Conclusion

The application of virtual simulation technology in microbial image segmentation has
beenwidely used to improve the accuracy of classification and distinguish different types
of bacteria. This paper presents a new method for detecting and classifying microorgan-
isms in sewage by using virtual simulation technology. The results show that the pro-
posedmethod can accurately classify the targetmicroorganisms and achieve high-quality
classification results with low computational cost.
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Abstract. The protection of traditional handicraft industry is an important part
of national industry. Handicrafts are handmade and require a lot of labor and time.
In addition to the high cost, it also has some problems, such as: 1) non-standard
handicrafts; 2) Handicrafts cannot be mass produced; 3) Handicrafts cannot meet
the requirements of international trade. The protection of traditional handicrafts is
mainly based on the inspection and classification of rival handicrafts. The detection
rate of fake and inferior products in this field is very low, which is difficult to
effectively protect the national economy. Therefore, it is necessary to use virtual
simulation technology for product quality control. It can be used as a new tool
to detect counterfeit products at any time, especially when there is no qualified
inspector or there is a shortage of inspectors. It also provides an effective means
to prevent counterfeit products from entering the circulation and selling in retail
stores without being discovered by inspectors. Therefore, this paper studies the
protection of traditional handicrafts based on virtual simulation technology.

Keywords: Virtual simulation technology · Traditional handicraft

1 Introduction

China has a vast territory, abundant resources and diverse ecological environment, which
is suitable for fishing, hunting and gathering, as well as animal husbandry and farming.
Since ancient times, all ethnic groups have multiplied here, creating a brilliant ancient
civilization and leaving a solid cultural heritage.

In the early Paleolithic age, ancestors lived in this northeast land. The human bone
fossils found at Jinniushan site in Yingkou City, Liaoning Province, are 230000 to
300000 years old [1]. The human bone fossils found at the miaohoushan site in Benxi
are 140000–240000 years old. At this time, the ancestors already knew how to make
stone tools and bone vessels with different uses. The polished horns, bone vessels and
decorations of the late Paleolithic age unearthed from the Xiaogushan site in Haicheng
are more skillfully made. In the Neolithic age, the ancestors in Northeast China had
mastered relatively advanced handicraft technology and produced exquisite handicrafts
such as jade, bone ornaments, wood reliefs, coal products and pottery sculptures [2].

It can be seen that traditional arts and crafts and handicrafts have a glorious source and
a long history, and the innovation, dissemination and exchange of culture and skills are
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inevitable. In the long history, the traditional handicrafts in Northeast China have been
constantly innovated; However, no matter how the handicrafts in history have changed,
the art forms and handicrafts we inherit and own today are all derived from tradition.

Because of the rapid economic development and the increasing popularity of mon-
etization, the trend of money worship in contemporary society is becoming more and
more serious. Only those with high economic strength will focus on traditional hand-
icrafts, and because there are many art works in the works of traditional handicrafts,
it greatly meets their needs. Looking at the young people now, they have too many
ideas, are eager to pursue fame and wealth, and are unwilling to learn the inheritance
technology accumulated over time. However, the process of making handicrafts is not
difficult, but it takes time to accumulate and becomemore andmore skilled [3]. Although
the process is troublesome, you have learned real kung fu. However, because it takes
too long, young people are unwilling to work hard, resulting in the slow development
of traditional handicrafts. Up to now, the current situation of traditional handicrafts in
China is not optimistic. With the continuous progress of science and technology, it has
changed from pure handcraft to assembly line processing, and from unique to unified
style, which has reduced the price of handicrafts too much [4]. In addition, only a small
part of the so-called traditional skills have been completely inherited, and a large part
is facing the loss of inheritance. But in my opinion, no matter how to change, the basic
form cannot change. Handicraft is handicraft, just like some high-end industries, only
do high-end, because its positioning is like this.

2 Related Work

2.1 Traditional Painting Skills

Traditional folk painting skills refer to the traditional handicrafts that have been created
in the folk in history and passed down to this day in a living form, and that use tradi-
tional methods to draw or print folk paintings. It mainly includes: traditional folk hand
painting and drawing skills, folk printmaking and folk freehand painting skills (such
as pyrography, finger painting, gourd painting, new year painting, birch bark painting,
etc.).

As for New Year pictures, we have to say that China’s famous “Cloisonne crystal
paintings”.

Cloisonne originated in the Yuan Dynasty and has a development history of more
than 600 years. It is one of the famous traditional arts and crafts varieties in China. It is
called Cloisonne because it flourished in the Jingtai period of the Ming Dynasty and its
glaze color is mainly blue.

During the reign of Jingtai in theMing Dynasty, the art becamemature and gradually
became famous in the world, so it was named “Cloisonne”. Cloisonne reached its peak
in the Qing Dynasty. Cloisonne is unique in the field of Arts and crafts because of its
special process materials, complicated process procedures, exquisite artistic modeling,
elegant artistic taste, and various attributes such as shape, color, quality, and use [5].
There are many kinds of traditional cloisonne products, mainly including utensils, sta-
tionery, furniture, antique, lamps, jewelry, etc. Cloisonne products are highly decorative
and practical. However, with the change of lifestyle and aesthetic habits, Cloisonne is
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facing the subject of change and keeping up with the trend of appreciation. The workers
of cloisonne craft constantly explored and discussed the innovation of cloisonne, and
created a new form of cloisonne arts and crafts - cloisonne pojing painting.

2.2 Traditional Knitting Skills

Traditional weaving skills are hand-made weaving skills created and inherited by our
ancestors. Broadly speaking, it can be divided into traditional silk weaving skills, tradi-
tional cotton weaving skills, traditional brocade weaving skills, etc. What we are talking
about here is the traditional weaving technique in a narrow sense, which uses natural
plant materials such as bamboo, wood, wool, grass and rattan to compile folk handicrafts
and daily necessities.

Jilin Tongzhi: in the Qing Dynasty, the North zhuchengzi area of Changchun Prefec-
ture was rich in sedge, trigonous grass, cattail, camphor, willow and shrubs, which pro-
vided rich raw materials for the prevalence of straw weaving, willow weaving and other
weaving skills [6]. The weaving skills in this area have a long history. With the change
of traditional lifestyle, most of the traditional weaving skills have disappeared. Now,
corn husks are the main weaving materials, and the main products are daily necessities.

Among the traditional weaving skills, themore common ones are “bambooweaving”
and “straw weaving”.

According to the existing archaeological data, after humans gradually began to live a
stable life, they began to study the production of agriculture and animal husbandry, and
some rice harvested and food obtained from hunting also became abundant. In order to
deal with emergencies, they will store water and food. Because they need to store food,
so-called utensils exist. They use the most primitive stone axes, knives, etc. to collect
plant branches, and make these branches into baskets, baskets and other storage supplies
[7]. Bamboo, in particular, was the main material for making utensils at that time.

3 Digital Production: From “Virtual” to “Reality”

The media shift has updated the realization form of process production. The introduc-
tion of digital design and manufacturing technology into the field of handicrafts has led
to great changes in the technological process of works. It can not only use computers
to easily and quickly carry out creative transformation and artistic communication in
digital (bit) form, but also show the final effect of work molding and generate creative
prototypes, realize the “creative substitution and replacement of material media”, and
change the design thinking and production logic of traditional handicrafts, A new pro-
duction mode, digital production, has been derived, that is, digital design and digital
manufacturing [8]. But it is precisely the changes in these two stages that have led to
the revolutionary transformation of handicraft art design and manufacturing in contem-
porary times. Scholar zhaojianghong proposed; “Design in the 21st century will change
from tangible design to intangible design, from material design to non-material design,
and from physical product design to virtual product design”. “The process of digital
design is also the process of creative digitization, and the existence form of its con-
structed artistic image is a kind of “tangible virtual”. On the one hand, CAD (Computer
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Aided Design), rhinocero (rhinoceros) As well as the digital design software represented
by ZBrush, contemporary process design has changed from traditional manual drawing
to computer two-dimensional drawing, and even transformed its conceptual prototype
into three-dimensional digital model. Nowadays, artists have realized the transforma-
tion from material two-dimensional drawing design to virtual three-dimensional visual
image [9]. Through the real-time modification of the conceptual model and the real-time
feedback of its artistic image, creators can more easily perceive and understand their
creative prototype to improve their own design ideas, as shown in Fig. 1. On the other
hand, relying on computer parametric design program, designers can freely create a
variety of combinations of complex geometric forms, or more accurately imitate nature
and absorb the beauty and geometric structure of nature.

Fig. 1. Two dimensional graph turns to virtual three-dimensional

The process innovation of digital handicrafts lies not only in the non-material turn
of digital media in the process design stage, but also in the non-material expression
in the manufacturing stage. “Digital technology can realize the possibility of coding,
compression, transmission and conversion between all physical andmaterial phenomena
and codes”. Digitization is not only the digitization of design process, but also the
digitization of material, manufacturing and processing process, that is, the digitization
of manufacturing process. Digital manufacturing equipment represented by 3D printing,
laser cutting, CNCmilling machines, etc. can directly or indirectly act on materials such
as paper, wood, cloth, resin or metal, control and adjust the relationship between raw
materials and processing through computers and data information, connect abstract data
and specific material materials and convert them into exquisite process products, which
is conducive to simplifying the difficulty of process realization, It also helps to produce
new technological forms that are different from those made by hand.
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Digital media provides a bridge for craft creation from conceptual prototype to phys-
ical creation, and extends the creative space. Associate Professor Zeng Li of Shenzhen
Vocational and technical college believes that digital technology may bring more pos-
sibilities for artistic creation. In the past, there was a continuous trial process from
concept to work. In the digital age, the final three-dimensional effect of the work can be
displayed through digital technologies such as 3D printing or virtual reality; From the
perspective of artistic creation, digital technology extends the space of artistic creation
and brings more possibilities; From the industrial level, digital technology reduces the
process production costs, including labor costs, time costs and capital costs. “For exam-
ple, natte metal art is the first decoration brand in China with metal as the base material.
Its business mainly focuses on metal sculptures, metal murals and other handicrafts.
In the production process of some of its craft works, the designer’s creative design is
transformed into three-dimensional manuscripts through 3D printing technology as the
physical reference for creation, and then it is modified and improved based on three-
dimensional manuscripts before it is put into production, This process greatly shortens
the production cycle of handicrafts from concept to prototype, and saves the material
cost of drawing, mold opening, molding and other links from design to manufacturing.

4 Application of Virtual Simulation Technology in Traditional
Handicraft Protection

Virtual reality (VR) is a comprehensive information technology developed from com-
puter graphics technology, simulation technology,multimedia technology, artificial intel-
ligence technology, computer network technology, parallel processing technology,multi-
sensor technology and other technologies. It can fully simulate the functions of human
visual, auditory, tactile and other sensory organs, provide a real-time, three-dimensional
virtual environment, enable people to immerse in the computer-generated virtual envi-
ronment with the help of necessary equipment, and can interact with the objects in the
virtual environment in real time through language, gestures, etc., to create a personalized
multi-dimensional information space. Users can not only feel the realism of “immer-
sive” through the virtual reality system, but also break through the space, time and other
objective constraints, and feel the experience that cannot be experienced in the real
world.

First, data acquisition[10]. The construction of virtual reality first requires the data
base related to traditional handicrafts, including spatial data: such as the location, shape,
outline, size, proportion and so on of the modeling object; Texture data: digital photos of
different angles and elevations ofmodeling objects and texture data of differentmaterials;
Attribute data: text, picture, audio and video file data related to the attribute introduction
of the modeling object.

The second is 3D modeling of virtual scene. After obtaining a large amount of basic
data, 3D modeling is one of the key steps, and it is also the basis for the digital display
of traditional handicrafts. In the virtual scene, the virtual object is the main body, and its
virtual reproduction is realized bymodeling.Virtual object is the focus of 3Dmodeling of
virtual scene and the primary condition for users to experience 3D interactive immersion.
At present, the commonly used methods include geometric modeling, image modeling,
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and the modeling method of combining image and geometry. It mainly uses the existing
mature modeling software to model the target interactively, and the modeling accuracy
can meet the requirements of practical applications,

Thirdly, real-time 3D graphics generation technology. The 3D model needs further
processing, because a realistic and smooth 3D virtual scene needs not only a realistic
model, but also a smooth running effect. Real time generation of 3D graphics is to display
the established 3D scene and target model in front of all kinds of users. The key is to
achieve “real-time” generation of 3D images or virtual environment.

Finally, stereoscopic display and sensor technology. 3D virtual scene realizes inter-
active roaming and other functions through the application of various stereo display
technologies and teleporter technologies.

With the continuous maturity of virtual reality technology and the continuous reduc-
tion of cost, its application in the field of traditional handicraft digital protection has
attracted more and more attention. Undoubtedly, virtual reality technology is obviously
an indispensable part of digital technology in terms of its own nature and function. It can
also play a solid and effective role in the digital development of traditional handicrafts.

5 Conclusion

Today, with the rapid development of information, the participation of digital technol-
ogy in the protection of traditional handicrafts is a new idea of sustainable development.
Applying virtual reality technology to the protection and inheritance of traditional hand-
icrafts has not only the theoretical basis of digital art, but also the practical feasibility.
The digital protection scheme of traditional handicrafts based on virtual reality technol-
ogy can maximize the sharing and utilization of resources, open up new living space for
traditional handicrafts, let more people participate in the protection and inheritance of
traditional handicrafts, and promote the prosperity of traditional handicrafts culture.
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Abstract. With the rise of eco-tourism and the unprecedented prosperity of
tourism, the increasing environmental awareness and the wide implementation
of sustainable development strategy, eco-tourism has developed rapidly; But at
the same time, various negative effects also appear, and gradually show their huge
potential threats: over exploitation and even predatory development of tourism
resources, extensive management of tourist attractions, pathological expansion
of tourism facilities construction, sharp deterioration of environmental quality,
etc., all of which threaten the sustainable development of tourism and ecology to
varying degrees. The research on the big data visual accounting model of eco-
tourism carrying capacity is a research paper, focusing on the role of visualization
in understanding and interpreting big data. The purpose of this study is to develop
a web-based interactive tool that enables users to explore, visualize and analyze
large amounts of data from different sources to improve the decision-making pro-
cess. The main purpose of this study is to create a tool that allows users to interact
with a large amount of information using simple tools such as charts, charts, maps
and tables. These tools are designed to be used by both experts and non experts.

Keywords: ecotourism · Big data visualization · Bearing capacity accounting

1 Introduction

With the rapid development of the global economy and the increase of leisure time,
tourism, especially eco-tourism, is growing rapidly all over the world. Since the first
package tour organized by thomascook in 1841, tourism has achieved great success
in various regions of the world. Especially since the Second World War, the world
tourism has developed rapidly and reached an unprecedented stage of prosperity. People
unilaterally believe that “tourism is a smoke-free industry”, so they blindly adopt an
extensive developmentmodel that does not conform to the environmentalmoral code, and
simplify the development of tourism into quantitative growth or extended reproduction
[1]. The development of tourism resources often lacks in-depth investigation and research
and comprehensive scientific demonstration, evaluation and planning, and pays more
attention to development than protection, or even only development without protection,
resulting in serious environmental pollution in the tourism area, The ecological system
is out of balance, and the contradiction between tourism and ecological environment is
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becoming increasingly prominent. Since the 1960s, people have gradually realized that
the disorderly development of tourism has brought huge, even catastrophic damage to
the environment [2]. If this problem is not fundamentally solved, the natural ecological
environment, the basis of tourism development, will be weakened.

With the idea of realizing sustainable tourism development becoming popular, the
research on tourism environmental carrying capacity, as an important foundation and
carrier of realizing sustainable tourism development, has become one of the hot spots
in the field of environmental research at home and abroad in recent years. Tourism
environmental carrying capacity, also known as tourism environmental capacity, is an
important measure to measure whether the tourism environment and tourism develop-
ment are coordinated [3]. It is the core theoretical issue of the contradiction between
the development of tourism and the protection of the environment. In order to avoid
the tourism industry repeating the mistake of “pollution before treatment” in indus-
trial development, the tourism environmental carrying capacity, as the basis for judging
whether tourism activities have a negative impact on the environment, has been put for-
ward with the development of tourism and has become the focus of tourism research.
The study of tourism environmental carrying capacity is an important part of the imple-
mentation of the national sustainable development strategy [4]. It is of great significance
for the development of tourism resources, the adjustment of tourism structure and the
protection of tourism environment. However, in the actual research work, this problem
involves resources, ecology, regional economy, social environment, tourists and other
aspects, so it is difficult to study.

Many limit values of tourism environmental carrying capacity are the threshold that
can not be exceeded for the development of scenic resources and environmental protec-
tion in tourist areas, the guarantee for maintaining the balance of the ecosystem in tourist
areas, and the important scientific basis for people to correctly deal with the relationship
between tourism activities in scenic areas and ecological environmental protection; The
most appropriate value for the calculation of tourism environmental carrying capacity is
an indispensable basis for correctly determining the tourism development objectives, the
tourism development scale, correctly planning the facility area, capacity and designing
the length of tourism lines [5]. It is also an important basis for reducing blind investment
and construction and overcoming the blindness of tourism planning.

2 Related Work

2.1 Bearing Capacity Theory

In 1921, Parker and Burgess put forward the concept of carrying capacity for the first
time: themaximum limit of the number of individual organisms under a specific environ-
mental condition (mainly the combination of living space, nutrients, sunlight and other
ecological factors). It usually refers to the maximum number of an individual organism
that can survive under certain environmental conditions. IRMI seidll and Clem a.tisdell
explored the origin of the concept of carrying capacity, and believed that the concept
of carrying capacity could be traced back to Malthus’ population theory in the field of
human ecology and biological ecology. In North America, South America and Asian
grassland areas, due to grassland reclamation, overgrazing and other reasons, the land
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began to deteriorate. In order to effectively manage the grassland and obtain the max-
imum economic benefits, some scholars introduced the carrying capacity theory into
grassland management, so the concepts of grassland carrying capacity and maximum
livestock carrying capacity were put forward. With the increasing global population
and decreasing cultivated land, some scholars put forward the concept of land carry-
ing capacity. In 1949, Allan of the United States defined land carrying capacity as “a
region can permanently support the number of people and the level of human activities
on the premise of maintaining a certain level without causing land degradation”. In the
1950s and 1970s, many foreign scholars discussed the calculation basis of land carrying
capacity and believed that: land carrying capacity is the maximum population that the
land production potential can accommodate on the premise of ensuring that it will not
cause irreversible negative impact on land resources. Millington et al. [6]. Applied the
multi-objective decision analysis method to calculate the land resource carrying capacity
of Australia based on the restrictions of various resources on the population.

Later, many scholars conducted comprehensive research and Discussion on the
global carrying capacity from different aspects such as economy, society, environment
and development. Therefore, understanding the theory of carrying capacity and its calcu-
lation method is of great significance to the study of eco-tourism environmental carrying
capacity.

The difference between the eco-tourism environmental carrying capacity and the
traditional tourism environmental carrying capacity lies in: first, the premise for the two
to carry out tourism activities is different. The premise for carrying out eco-tourism
activities is to protect the ecological environment and not interfere with natural regions,
while the premise for carrying out traditional tourism activities is to meet the tourism
needs of tourism subjects. Second, the eco-tourism carrying capacity focuses on the
lowest impact on the ecological environment, and even protect and improve the ecolog-
ical protection of the tourism area, while the traditional tourism environmental carrying
capacity focuses on not destroying the ecological balance, and the ecological protection
goal is relatively low [7]. Third, the eco-tourism environmental carrying capacity aims
to make the ecological environment and people in a given natural region be used sus-
tainably, emphasizing the protection and improvement of the ecological environment so
that it can get better development in the future. However, the traditional environmental
carrying capacity only emphasizes that the tourism activities will not damage the balance
of the ecosystem, and does not emphasize whether the ecological environment can be
used continuously with the same utilization rate. Its protection requirements are low.

2.2 Tourism Environmental Capacity

(1) Main concepts of domestic tourism environmental capacity
The concept of tourism environmental capacity has been widely used in tourism, which
provides a scientific method to guide the healthy development of tourism. However, the
tourism environmental capacity is still limited. One is to take the number of tourists
accepted as the only indicator, which is bound to violate the essential connotation of
tourism environment as a carrier of spatial and non spatial, physical and non physical
elements. The second is that environmental capacity is widely used in Environmen-
tal Science, and the scientific system is very perfect. Its foothold is the amount of
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pollutants absorbed by the environment, and it is not very accurate to measure the
number of tourists[8]. Therefore, in 1995, cuifengjun and others tended to use the
term “tourism environmental carrying capacity”. Subsequently, many domestic scholars
began to discuss the concept of tourism environmental carrying capacity. There are two
basic definitions:

➀ The intensity of tourism activities (including tourist density, land use intensity and
economic development intensity) that a tourist destination can withstand in a certain
period of time, provided that the existing state and structural combination of the
environment of a tourist destination do not have harmful changes to contemporary
and future people.

➁ In a certain period, a certain state or condition, the environment of the tourist area
can bear the closed value of the economic volume of tourism activities.

3 Characteristics of Eco-Tourism Environmental Carrying
Capacity

(1) Spatiotemporal differentiation
In terms of time distribution, tourism activities are seasonal. As the natural ecolog-
ical environment factors, socio-economic factors, local residents’ psychological fac-
tors and management suitability of the tourism area change regularly with time, the
spatial bearing capacity, economic bearing capacity and social psychological bearing
capacity of resources determined by these impact factors also change with time. This
finally determines the “sum” of the above bearing capacity components, that is, the eco-
tourism environmental carrying capacity has the characteristics of time distribution [9].
From the perspective of spatial distribution, the natural ecological environment, as the
basis of tourism environmental carrying capacity, has spatial differences in its ecolog-
ical resilience, sensitivity and other characteristics, as well as regional differences in
socio-economic environment and social psychology. Therefore, the ecological tourism
environmental carrying capacity has the characteristics of spatial differentiation.
(2) Static and dynamic characteristics
The static characteristics are mainly determined by the necessary stay time for tourists
to carry out a certain tourist activity.

In the process, the environmental carrying capacity will not change, that is, it has an
instantaneous environmental carrying capacity. The dynamic characteristic is determined
by the relationship between the finite residence time and the infinite opening time of the
tourist area. This characteristic determines that the eco-tourism environmental carrying
capacity can reach a considerable amount in a certain period of time.
(3) Controllable factors and uncontrollable factors coexist
According to the control ability of human activities on the factors affecting the environ-
mental carrying capacity of ecotourism, the factors affecting the environmental carrying
capacity of ecotourism can be divided into controllable factors and uncontrollable fac-
tors. Generally speaking, among the environmental carrying capacity of ecotourism, the
spatial carrying capacity of resources and the social psychological carrying capacity are
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rigid and elastic; However, the economic bearing capacity and environmental manage-
ment bearing capacity are relatively large and easy to regulate. Therefore, the bottleneck
of the growth of eco-tourism environmental carrying capacity is usually the resource
space environmental carrying capacity and social psychological carrying capacity.
(4) Objectivity and measurability
In a certain period and a certain natural area, the structure, function and information
of eco-tourism environmental system are relatively stable and objective. Ecotourism
environmental carrying capacity is the reflection of the functional structure of ecotourism
environmental system. It depends on this structural function. Under the condition that
the eco-tourism environmental system does not change, under a certain evaluation index
system of eco-tourism environmental carrying capacity of natural regions, the amount
of regional eco-tourism environmental carrying capacity exists and can be calculated. In
order to ensure that human tourism activities do not interfere with the local ecological
environment system and protect it, we must grasp and calculate this objective quantity
through certain means.
(5) Comprehensiveness and complexity
Tourism is a comprehensive industry. The eco-tourism environmental system formed
by its development is a composite system composed of social, natural, economic and
other elements.Whether qualitative description or quantitative analysis, it involvesmany
factors. In particular, when quantifying the eco-tourism environmental carrying capacity,
it requires interdisciplinary and multi field cross cutting and comprehensive research,
This is the complexity of the study of eco-tourism environmental carrying capacity.
(6) Variability
At different times, the ecological environment and social environment of the ecotourism
environmental system in a certain natural region are different, and they are always
changing. The ecological environment changes with the change of seasons, and the
social environment changes with the change of human activities. The change of social
environment changes people’s requirements for the ecological environment. This series
of changes reflected in the eco-tourism environmental carrying capacity is its “quality”
and “quantity” changes. The change of “quality” is the change of eco-tourism environ-
mental carrying capacity index system, while the change of “quantity” is the change of
eco-environmental carrying capacity evaluation index value.

4 Big Data Visual Eco-Tourism Carrying Capacity Accounting
Model

4.1 Idea of Index Selection

(1) The index system can be divided into general and specific
For the tourism environment, the natural ecosystem, population, social and economic
factors have distinct regional characteristics. For different regions, not only the types
and importance of the determinants of the tourism environmental carrying capacity may
be different, but also the specific evaluation objectives and management requirements
will be different. Therefore, the tourism environmental carrying capacity is very local,
and there is no “universal” index system. However, for most tourism environmental
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systems, their constituent elements have certain similarities. It is both necessary and
possible to establish some form of general index database. In other words, there are two
index systems of tourism environmental carrying capacity: general index system and
specific index system. The former is similar to the index library and has universality,
which can provide a reference index set for specific applications in different regions;
The latter is a specific index system applicable to specific regions, which can be deleted,
added and modified according to specific needs on the basis of the former. In addition,
the evaluation method, especially the weight, is closely related to the number and struc-
ture of indicators. For different regions, different tourism environment systems and the
importance of various limiting factors will lead to different weights, which also requires
that a fixed index system should not always be used. This also shows that the weight
is conditionally dependent [10]. Once the application background is lost, the weight
becomes meaningless. This idea is quite different from the traditional approach that
always focuses on giving a fixed index system.
(2) Consider the difference of indicators in time and space scale
In fact, comprehensive evaluation, especially principal component analysis, is based on
certain statistical theories [80’. Indicators and their calculation methods can be divided
into long-term and short-term, macro and micro indicators in time and geographical
space. Some long-term statistical indicators cannot be mixed with short-term indicators,
and macro indicators should not be used in micro. Attention should be paid to this
difference in the selection of indicators.
(3) Focus on the general index selection methodology
At present, most of the researches on the index system of tourism environmental carrying
capacity generally give a fixed index system, which is not conducive to local technicians
to apply and develop their own applicable index system and evaluation methods. There-
fore, we should try our best to give a general method of index selection and index system
establishment, that is, the index system constructionmethodology, so that it can establish
its own index system of tourism environmental carrying capacity according to the char-
acteristics of local tourism environmental system and its own needs. In other words, this
study attempts to provide a method of index screening and index system establishment.
(4) The construction of index system is a process of continuous improvement
Tourism natural environment system, social economic system and their interaction are
constantly developing and changing; Therefore, in essence, the construction of tourism
environmental carrying capacity index system should not be a static process, but a process
of continuous development, improvement and enrichment. The construction process of
the index system is also a management process. We must pay full attention to this
dynamic and unity.

4.2 Structure of Eco-Tourism Environmental Carrying Capacity

The eco-tourism environmental carrying capacity reflected by the eco-tourism envi-
ronmental system with complex structure is the link and intermediary between eco-
tourism activities and eco-tourism environment, and reflects the coordination degree of
eco-tourism activities and eco-environmental structure and function. It involves social,
economic, cultural and other elements. It is a concept affected by many factors. From
different perspectives and classification methods, we can get different conclusions.
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(1) Taking the main body of eco-tourism activities as the starting point
From the perspective of the main body of ecotourism activities, that is, from the classi-
fication of ecotourists, tourism economic activities include six aspects: food, accommo-
dation, transportation, tourism, entertainment and shopping. Accordingly, ecotourism
environmental carrying capacity can be divided into living environment carrying capac-
ity, transportation environment carrying capacity, tourism environment carrying capac-
ity, tourism land carrying capacity, natural environment pollution carrying capacity and
social economic carrying capacity.
(2) Starting from the ecotourism system
From the perspective of system theory, it includes ecotourist carrying capacity (eco-
tourist psychological carrying capacity), ecotourism resource carrying capacity, “eco-
tourism environmental carrying capacity” (natural environmental carrying capacity), and
ecotourism industry carrying capacity (social and economic carrying capacity).
(3) Starting from eco-tourism environment
From the environmental perspective of ecotourism, ecotourism environment is divided
into natural environment, economic environment and social environment. Ecotourism
environmental carrying capacity can include three components: natural environmental
carrying capacity, economic environmental carrying capacity and social environmental
carrying capacity.

This paper holds that the study of eco-tourism environmental carrying capacity is
ultimately to serve the regional eco-tourism environmental planning and management,
and it is more effective in practical application from the perspective of eco-tourism
environment. To sum up, the structural system of eco-tourism environmental carrying
capacity can be shown in Fig. 1.

Fig. 1. The structural system of eco-tourism environmental carrying capacity

5 Conclusion

In this paper, based on the model of scenic spot carrying capacity of big data technol-
ogy, the ecological footprint method is used to calculate the environmental ecological
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footprint of soil environment, water resource environment, biological environment and
pollutants in the carrying capacity analysis of scenic spots, so as to obtain the ecological
environment carrying capacity of scenic spots. According to the results of the carrying
capacity of the scenic spots, the ecological carrying capacity of the scenic spots should
be warned to improve the application effect of the carrying capacity of the scenic spots
and enhance its practical application capacity.
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Abstract. Biomethanation system is a biocatalysis process that converts carbon
dioxide into methane and hydrogen. The process of reacting biogas with CO2 to
produce methane and water. The main principle of the system is to use biocat-
alysts, which are microorganisms that can decompose organic compounds into
carbon dioxide and water. The most common bacteria used in this system are
methanogens. Methanogens naturally exist on rock surfaces, in soils and in deep-
sea sediments, where they consume organic matter such as dead plants or animals.
Syngas is also used as a fuel for power generation, which can reduce the cost
of fossil fuel power generation. The biomethanation system for carbon dioxide
capture in coupling power plants for hydrogen production from renewable energy
has been widely used in coal-fired power plants, biomass power plants and waste
incinerators. The main advantage of this process is that it does not require any
external energy to operate.

Keywords: Renewable energy ·Methane · Hydrogen production technology ·
Carbon dioxide capture

1 Introduction

In the past few decades, renewable energy, especially solar energy and wind energy,
has made great progress. For example, according to the 2018 renewable energy mar-
ket report of the International Energy Agency, it is expected that the market share of
renewable energy in global energy consumption will rise to a historical high of 12.4%
in 2023. More specifically, the share of renewable energy in the electricity market will
increase from 24% in 2017 to 30% in 2023. Although these figures may vary according
to the assumptions and configurations of different models, it is worth noting that the
development of renewable energy (Fig. 1), especially solar and wind energy, plays an
increasingly important role in energy supply and reducing greenhouse gas emissions.

Hydrogen is also an important clean energy, which is technically feasible, econom-
ically acceptable, environmentally friendly and widely used. With the continuous and
rapid growth of the renewable energy market, the energy storage system is crucial to
integrate intermittent renewable energy into the existing energy network. For various
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reasons, hydrogen is an ideal medium for storing renewable energy of various scales.
Electricity to hydrogen refers to reducing the peak load of the power grid by using water
electrolysis to convert the excess electric energy into hydrogen. Electricity to hydrogen
will become an important link between seasonal excess power and hydrogen production
[1]. By summarizing the research status of hydrogen production by electricity, analyz-
ing its technical bottlenecks and solutions, the future research prospects and industrial
demonstration directions are put forward. The article points out that adding about 10%
hydrogen to the natural gas pipeline can appropriately prolong the asset value of the
existing natural gas pipeline; The separation of hydrogen rich natural gas by membrane,
adsorption or other effective technologies at the downstream of the industrial chain is an
effective method to obtain high-purity hydrogen. The key lies in the research and devel-
opment of high selective separation technology and new materials with high hydrogen
capacity [2]. In addition, the article points out that the membrane adsorption coupling
process is an important development direction for the production of high-purity hydrogen
from hydrogen rich natural gas. The scale, feasibility and energy consumption analysis
of electrochemical hydrogen separation (hydrogen pump) is an important development
direction, while the cryogenic refrigeration separation technology has certain feasibility
when liquefied natural gas is the main product.

Fig. 1. Development of renewable energy

2 Related Work

2.1 Development of Hydrogen Energy

Traditional hydrogen production methods include hydrocarbon reforming, gasification,
hydrocarbon pyrolysis, biomass and water decomposition (electrolysis, solar pyrolysis
or photocatalysis). The current annual hydrogen production is 1 × 108 T, mainly for
production site consumption, used for oil refining and metal treatment. Nowadays, the
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rise of fuel cells has increased the demand for hydrogen and significantly increased the
demand for hydrogen production [3].

Hydrogen is an important chemical raw material for ammonia synthesis, oil refining
(i.e. converting crude oil into diesel and aircraft fuel), gas purification (i.e. removing
sulfur and nitrogen compounds from fuel), and other industries. It is also a substitute
for carbon monoxide in the steel smelting industry. In addition, hydrogen is also an
important clean energy. Because it is technically feasible, economically acceptable and
environmentally friendly, it can also be used for many purposes, such as heat source,
power generation, fuel cell and transportation (trucks and trains). Taking California as
an example, it is reported that as of September 2017, more than 3000 fuel cell electric
vehicles have been sold or leased. As of May 22, 2019, there were 40 hydrogen stations
in operation. In 2017, more than 17 million people took hydrogen fuel cell buses. At the
same time, there is evidence that addinghydrogen to traditional fuelsmay improve energy
efficiency, reduce fuel consumption, and reduce carbon emissions. With the extension
of the service life of fuel cells (60 000–90 000 h, the data to be proved, while the target
set by the U.S [4]. Department of energy is 60 000–80 000 h), a series of automobile
manufacturers such as Hyundai, Toyota, Honda and Mercedes Benz are involved in the
field of fuel cells. All these advantages will increase people’s confidence in the wide
application of fuel cells.Due to the diversity of hydrogen sources and utilizationways and
its low-carbon/low pollutant emission characteristics, hydrogen will play an important
role in the clean and safe energy future. As a short-term (hourly), medium-term (daily)
and long-term (seasonal) energy storage carrier, people also fully realize that hydrogen is
also very important inmaintaining the stable supply of renewable energy (especially solar
energy and wind energy) with fluctuations and seasonal changes. Therefore, Germany,
other European countries, the United States, Australia and many other countries have
put forward strategic plans for the hydrogen industry.

2.2 Carbon Dioxide Capture Technology

The CCS (carbon dioxide capture and storage) technology can be divided into three
steps: capture, transportation and storage. The commercial carbon dioxide capture has
been in operation for a period of time and the technology has been relatively mature,
while the carbon dioxide storage technology is still undergoing large-scale experiments
in various countries. The process flow of carbon dioxide capture is shown in Fig. 2 below.

There are three kinds of carbon dioxide capture methods: pre combustion, oxy fuel
combustion and post combustion.
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Fig. 2. Carbon dioxide capture process flow

Pre combustion capture is mainly used in IGCC (integrated coal gasification com-
bined cycle) system, which converts coal into gas by high-pressure oxygen enriched
gasification, and then generates CO2 and hydrogen (H2) after water gas conversion. The
gas pressure and CO2 concentration are very high, so it is easy to capture CO2 [5]. The
remaining H2 can be used as fuel. The capture system of this technology is small, low
energy consumption, and has great potential in efficiency and pollutant control, so it
has been widely concerned. However, IGCC power generation technology still faces
problems such as high investment cost and high reliability.

The oxygen enriched combustion adopts the technical process of the traditional coal-
fired power station, but through the oxygen production technology, a large proportion
of nitrogen (N2) in the air is removed, and the mixed gas of high concentration oxygen
(O2) and part of the extracted flue gas (flue gas) is directly used to replace the air. In this
way, the flue gas obtained contains high concentration CO2 gas, which can be directly
processed and stored.

3 Bio Methanation System for Carbon Dioxide Capture
in Renewable Energy Hydrogen Production Coupling Power
Plant

Biomethane system has the characteristics of many unit technologies and many model
variables. Its topological network design and key unit modeling are the basis of system
optimization and evaluation, and are of great significance. The electrolysis device is
a device that uses electricity to decompose water into hydrogen and oxygen. When
electricity generated by renewable energy is used, hydrogen becomes the carrier of
renewable energy and complements electricity. The electrolysis device helps to integrate
VRE into the power system because its power consumption can be adjusted according
to wind and solar power generation, in which hydrogen becomes the storage source of
renewable power [6]. Therefore, it can provide flexible load and grid balancing services
(up and down frequency regulation), and can operate at the optimal production capacity
to meet the hydrogen demand of the industrial and transportation departments, or the
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injection demand of the natural gas pipeline network. As shown in Fig. 3 below, the
framework of hydrogen production biomethanation system is shown.

Fig. 3. Framework of biomethanation system for hydrogen production

Hydrogen produced by renewable energy power can create a newdownstreammarket
for renewable power. If part or all of the renewable energy generation capacity is sold to
the electrolysis unit operator through long-term contracts, the risk of price fluctuation
faced by renewable power producers can be reduced [7].

The system uses the CO2 captured by the coal-fired power plant as the compressed
energy storage medium of the renewable energy power plant. When the power genera-
tion capacity of the renewable energy power plant is excessive, the CO2 captured and
transported by the nearby coal-fired power plant is compressed into the CO2 storage tank
to store the excess power of the power plant in the compressed CO2. When the power
generation capacity of the renewable energy power plant is at a low point and cannot
meet the power grid demand, the compressed CO2 in the storage tank is used to drive the
gas turbine impeller to run and drive the generator rotor to complete power generation,
so as to supplement the power generation capacity and meet the power grid demand. It is
worth noting that before the operation of the CO2 compression energy storage system,
a large amount of CO2 needs to be captured by the CO2 capture system of the coal-fired
power plant as the circulating working fluid. When the energy storage system starts to
operate, the demand for CO2 will be reduced. However, due to leakage and other fac-
tors, the system itself will generate CO2 loss, so it is still necessary to supplement CO2
from the CO2 capture system regularly [8]. After the operation of the CO2 compression
energy storage system, due to the reduced demand for CO2, the CO2 captured by the
coal-fired power plant can be used for other purposes, such as CO2 synthetic chemicals.

In addition, the excess power generation of wind power and solar power plants under
favorable power generation conditions can provide energy sources for photocatalytic
conversion or electrochemical conversion of CO2, so that CO2 can be converted into
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high-energy compounds such as formic acid, so as to realize the storage of excess power
generation.

4 Simulation Analysis

The calculation of the solar cell model shows that the open circuit voltage fluctuation
range of the solar cell is 18.6–23.5 v, the fluctuation range of the maximum power point
voltage is 14.9–18.8 v, and the protection voltage of the electrolytic cell is 15 V, which
will work before the maximum power point of the solar cell; Since the fluctuation range
of the short-circuit current of the solar cell is o–14.5 a, according to the ideal Faraday
efficiency of 100%, 1 A generates 6.97 ml per minute, the maximum flow rate of the
electrolytic cell with five membranes in series is 14.5 × six point nine seven × 5 =
505 ml/min, meeting the requirement of the maximum flow of the electrolytic cell of
500 ml/min, because the electrolytic cell can allow the current to exceed the maximum
value in a short time, and the Faraday efficiency of the electrolytic cell can not reach
100% [9]. Therefore, the direct coupling of the solar cell and the electrolytic cell is
feasible. As shown in Fig. 4 below, the change of external light intensity of the current
module.

Fig. 4. Changes of external light intensity in current module

According to the calculation that the current of theoretical hydrogen production
1A can produce 6.97 ml of hydrogen, it can be obtained that the hydrogen production
is in direct proportion to the light intensity [10]. See Fig. 4. The relative accuracy of
temperature on the hydrogen producti on can be 5%. With the increase of light intensity,
the hydrogen production also gradually increases.
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5 Conclusion

The biomethanation system for carbon dioxide capture in renewable energy hydrogen
generation combined shaft power plants is a new type of bioreactor that can be used
to convert CO2 into useful products, such as methanol, ethanol and other organic com-
pounds. The main advantage of this process is that it can be combined with any existing
power generation technology, including solar photovoltaic and wind turbines. The most
important feature of biomethanation system is that it can use renewable energy (wind
energy or solar energy) to generate electricity and heat at the same time. However,
with the recent technological progress, the application of this method in power plants
has become more feasible. The main advantage of this technology is that it produces
pure hydrogen instead of other methods, in which impurities such as water or carbon
monoxide may exist in the final product.
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Abstract. The research on children’s safety in smart home based on intelligent
optimization algorithm is a new research work. We are developing a system based
on intelligent optimization algorithm to analyze children’s safety in smart home.
The system will be used to monitor and control intelligent devices in the house to
ensure that they will not cause any harm to children. The purpose of this study is to
design an optimal control strategy for the smart home system, which can prevent
children from being injured byminimizing the risk of accidents and injuries, while
maximizing the benefits obtained from the system. This studywas conducted using
a simulation software called matlab r2010a (the MathWorks Inc., Natick, MA).
In order to achieve this goal, we consider various aspects, such as: 1) defining
the model of security level; 2) Model for calculating accident probability; 3)
Algorithm. The system adopts intelligent algorithm design and can analyze all
data related to child safety from different sources (such as sensors, cameras or
other information systems). It then uses this data to determine whether there is
any danger or risk of injury to specific equipment in your home.

Keywords: Intelligent optimization algorithm · Smart home · Child safety

1 Introduction

For us adults, home is just a tool or a background board that has no sense of existence in
most scenes. But you know, in the world of children, home is not only a paradise for fun,
but also may be full of fatal traps. In this children’s festival, I will briefly discuss various
hidden dangers that may exist in children’s homes and are often ignored according to
relevant national standards [1]. If you feel useful, I hope you can share them with more
parents to reduce unnecessary child injuries, so that every baby can avoid these avoidable
risks and grow up safely and happily.

Parents know to buy car seats for their baby, but it is easy to ignore that the baby stays
at home for the longest time, and all kinds of things at home may cause potential harm
to the baby. It is very necessary to do a good job in children’s home safety in advance to
prevent trouble! When the baby starts to learn to turn over and climb, it will soon move
around the home by itself, but the parents’ eyes cannot keep an eye on the child 24 h a
day, so it is very important to provide a safe home environment for the child.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. C. Hung et al. (Eds.): IC 2023, LNEE 1044, pp. 986–992, 2023.
https://doi.org/10.1007/978-981-99-2092-1_126

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2092-1_126&domain=pdf
https://doi.org/10.1007/978-981-99-2092-1_126


Children’s Safety in Smart Home Based on Intelligent 987

Because children’s home is more used in children’s life scenes, they pay more atten-
tion to safety than ordinary home. For children’s home furnishings, China has a special
standard GB 28007–2011 “general technical conditions for children’s home furnish-
ings”. Everyone should note that this standard starts with GB rather than gb/t, that is, it
is a compulsory standard, which is the basic requirement that any children’s home fur-
nishingsmust meet [2]. If it does not meet this standard, it will be regarded as unqualified
products and prohibited from domestic circulation. Based on this, this paper studies the
research of children’s safety in smart home based on intelligent optimization algorithm.

2 Related Work

2.1 Smart Home Concept

With the help of the developed telephone network and wireless network, the intelligent
home control system designed in this paper canmonitor and control the situation at home
far away from home. It has become a tool to make the room more comfortable, safer,
efficient and economical. Smart home is one of the hottest topics in modern society. Its
goal is to realize the control of smart devices and communicate through the Internet and
information technology, so that they can work together according to everyone [3]. At
present, more and more institutions and individuals have started the research of smart
home.

With the development of network technology, especially the development of wireless
network, smart home has great room for development. Combined with remote monitor-
ing, home appliance control, lighting control, indoor and outdoor remote control curtain
automation, alarm system, telephone remote control, multiple functions and control
devices, it is used to control programming and computer synchronization, making life
more comfortable, convenient and safe.

Smart home is a residential platform, using generic cabling technology, network
communication technology, security technology, automatic control technology, audio
and video technology to integrate the facilities related to home life, build an efficient
residential facilities and family schedulemanagement system, improve the safety, conve-
nience, comfort, artistry of home, and realize an environment-friendly and energy-saving
living environment [4]. It is the integration of Internet technology and Internet of things
technology.

Internet of things technology provides more services and better user experience for
smart home. The traditional smart home connects products through wired mode, and can
only be controlled locally in a short distance through the wall mounted touch control
screen and remote control board. The system debugging is also relatively complex, and
the functions that can be realized are relatively simple.With the landing and acceleration
of new technologies such as NB lot, the attention of the smart homemarket has increased
significantly, which shows that the overall development of the industry is in a rapid
development trend. Smart home based on Internet of things technology can not only
provide control functions, but also provide data analysis and other functions. It can
remotely control smart home products through mobile terminal app to provide real
intelligent life conveniently and safely. Figure 1 below shows the smart home security
device.
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Fig. 1. Smart home security device

2.2 Threats to Children’s Home Safety

1. Prevent the baby from swallowing small things and suffocating
Many babies like to put things into their mouths, so mothers should put away all
kinds of small things at home, such as coins, electronics, beads and other small
things should be cleaned up to prevent babies from accidentally swallowing them.
All small things that can be stuffed into the baby’s mouth should be put away, and
whether they can pass through the roll paper core can be used as the standard.

2. Avoid poisoning by eating various chemicals
Cosmetics, detergents, drugs, health products and other things containing chemical
ingredients at home should be placed out of the reach of the baby, or in the locked
cabinet door. If there are potted plants at home, try to choose non-toxic varieties and
put them out of the reach of your baby [5].

3. Avoid electric shock to baby
All power sockets are covered with covers, but the baby may suffocate by picking
up the cover and stuffing it in his mouth. Therefore, it is recommended to directly
replace the power socket board with the elastic one.

If you use an extendedwire board, remember to seal the useless plugs with power
tape, and the unused electrical plugs should be pulled out and put away in time.

4. Avoid furniture overturning or things falling and hitting the baby
Every year, there are many cases of baby injuries caused by furniture overturning or
things falling from shelves. Heavy furniture such as TVs, wardrobes and bookcases
can be fixed to wall piles with special anti tip anchors angle iron sheets or belts, so
as to ensure that they will not overturn.
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All cabinets with unstable center of gravity, longer height than width, or more
drawers are necessary - once fixed, the center of gravity ofmany drawers and cabinets
is unstable after they are pulled apart. Just a few nails on the wall can reduce the
potential safety hazards.

5. the sharp corners of furniture should be wrapped to avoid hurting the baby
The sharp corners of the furniture and the hard edges of the steps should be covered
with bumpers to prevent the baby from being hurt and reduce the baby’s injury of
accidentally falling down from the stairs.

3 Research on Children’s Safety in Smart Home Based
on Intelligent Optimization Algorithm

The security system in smart home requires the integration of anti-theft, robbery preven-
tion, fire protection, gas leakage alarm and other functions, and uses various advanced
and intelligent electronic security equipment to conduct real-time monitoring. In case of
alarm events such as children’s safety hazards, it will automatically alarm and generate
linkage through mutual communication and cooperation [6].

The processing of a series of alarm events in the security system is basically that the
security controller uses the alarm detection module to detect all kinds of detectors in
real time. Once an abnormal event such as out of range or state change occurs, it sends
an event notification service, and then requires the corresponding security equipment
to take measures to make a series of chain reactions. The implementation of this alarm
linkage requires a set of preset linkage rules. When the security controller detects an
alarm event, it calls this set of linkage rules to query and match the trigger conditions
of the rules. If the trigger conditions are met, the linkage action of the rules will be
executed.

It can be seen that the formulation of linkage rules and scheduling matching, that
is, the design of security strategy, are the core and key of alarm linkage in the security
system [7]. Because BACnet protocol provides a unified communication language for
various devices, it is easy to find a unified expression for the design of security policy
based on BACnet to realize the linkage between various security devices.

In general, the operation mode of security policy is divided into global policy and
local policy. The local policy runs on the local security controller, while the global policy
runs on the HIC. Dividing the strategy into global strategy and local strategy design can
greatly enhance the flexibility and self-organization of the system. The strategies that
can be implemented in the local security controller are solved locally without the trans-
fer of HIC, which improves the efficiency, makes the security controller independent
and self-contained, and reduces the burden of HIC at the same time; On the other hand,
simple strategies that are limited to local execution are executed by the local security
controller, while complex strategies that need to deploy different controllers are executed
on the HIC, which reduces the load of the security controller and improves its flexibility.
The security controller and HIC are interconnected through BACnet network for infor-
mation exchange, and HIC obtains the status information of field equipment through
the security controller [8]; The security controller notifies the HIC of alarm events; The
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decision command of global strategy issued by HIC to the security controller; The secu-
rity controller informs the implementation of its local strategy. The structure of the two
operation modes in the system is shown in Fig. 2.

Fig. 2. Security policy operation system framework

4 Security Data Structure Design

The alarm linkage of the security system is that once an alarm occurs in a certain device,
it will immediately link with other devices or the system will automatically cooperate
to deal with the alarm. From the previous research on the representation of policy rules,
we can get a series of specific linkage rules. Executing each policy action is actually an
operation on the attribute value of one or some BACnet objects of a specific device [9].
We need to abstract a data structure from these policy rules to completely describe the
policy. By studying these specific linkage rules, we can see that each rule is composed
of two parts: the motivator (trigger condition) and the responder (linkage action).

In addition, the security strategy is divided into three modes according to the actual
security needs: master at homemode, master out mode and master rest mode. Therefore,
the security mode should be selected for each security strategy. Moreover, considering
the conflict of policy implementation, we also need to assign priority to each policy, and
the priority will be reduced from small to large. In case of policy execution conflict, the
policy with high priority shall be executed first [10].

Among them, the node definitions of alarm equipment linked list, auxiliary equip-
ment status linked list and response equipment operation linked list are shown in Fig. 3
below respectively:
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Fig. 3. Project code

5 Conclusion

The research on children’s safety in smart home based on intelligent optimization algo-
rithm is the research on children’s safety in smart home. Themain focus of this study is to
find out how to use smart devices such as smartphones, tablets, laptops and other devices
to reduce the risk of children and their parents. The project aims to identify the risks
that can be reduced by using these devices with children. It also tries to find out whether
there are any risks that cannot be reduced or even increased by using these technologies.
The purpose of this study is not only to improve the understanding of children’s safety,
but also to improve children’s safety awareness.
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Abstract. The integration of Internet information technology and education has
brought tremendous changes to the whole education system. At the same time,
English curriculum standards require teachers to make full and reasonable use of
modern educational technology in daily teaching according to the actual situation
of students and teaching content. This paper introduces a k-means algorithm. The
k-mean algorithm based on LAGSA and the traditional K-mean algorithm were
simulated and compared with the measured data. Finally, the clustering results
show that the Load-clustering algorithm based on LAGSA has less iteration times,
fast convergence speed, good clustering accuracy, strong anti-noise performance
and good robustness. Experimental results show that the improved algorithm can
not only improve the efficiency of curve clustering, but also refine the mining of
English score curves of different students, reflecting the rules and characteristics.

Keywords: K-means Clustering · English Achievement · Cluster Analysis ·
Intelligent Algorithm

1 Introduction

Student achievement level is not only an objective and important comprehensive index
reflecting the quality of the comprehensive teaching practice of the school, but also an
important symbol to evaluate the overall effect of students’ learning practice and the
accuracy of key knowledge content. At the same time, the school also regards improving
student achievement as an important teaching goal.With the continuous and rapid expan-
sion of the total scale of China’s university system, the number of students in schools
is increasing, which brings great pressure to the effective management of schools [1,
2]. Along with the education the further rapid development of information technology,
further the reform of college management information system construction and deepen
constantly, the relevant management concept to use information technology to the col-
leges and universities have all within the school of education and teaching information
management and working system, in which the management level has greatly improved.
Colleges and universities in undergraduate education and teaching administration prac-
tice in a large number of the use of a variety of systems, such as student information
management system, teaching evaluation system and so on, transport some systems
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accumulated a lot of data. However, administrators only carry out simple operations
such as statistics of male and female students and passing rate of examinations, so they
can’t get the information hidden in these data that is helpful for teachers’ teaching and
students’ learning [3, 4]. In order to utilize these data effectively, k-means clustering
algorithm is introduced.

The application of clustering analysis of English score data is based on clustering
and analysis of historical English score data. The prediction day model is constructed
by extracting some sample data sets of simulated training results with similarity to
historical prediction day results from cluster analysis research results [5, 6]. In the
whole process of students’ learning and application analysis in the study, through the
integrated use of intelligent English curve statistical methods such as clustering method
to respectively on the data characteristics of the above student achievement has carried
on the comprehensive statistical analysis, better able to further the above all kinds of
English level is not below a certain level of the same type share of students learning
degree requirements is open, in order to establish the student needs The research of
the lateral feedback response analysis system has laid and laid some more extensive and
solid effective and reliable theoretical foundation. In recent years due to as smart quickly
learn English software, information and other areas widely involved with the scope and
content of expanding constantly, all kinds of English education has been in the stage
of leading-edge technology learning automation intelligent platform technology and
English information and management automation application system are also gradually
obtained the very good and effective practice research and promotion of innovation and
development and utilization. The scientific and efficient clustering method is not only
a mathematical foundation that can directly provide enrollment majors of colleges and
universities at all levels of society, but also a service that can easily and accurately provide
relevant information for students of colleges and universities all over the country [7, 8].
The basic structure, functions and forms of information are different, and it is difficult
to compare unified processing information and accurately distinguish its authenticity [9,
10]. However, the existing large number of unsolved classification algorithm items in our
real life system have been difficult to fully meet the above classification requirements,
especially when processing massive data, the difficulty is gradually increasing. If only
the pre-processing class method is used to make the mass data completely meet the
classification requirements of the items of our classification algorithm, the cost may be
very high, so clustering algorithm can be completely tried [11, 12].

In this paper, k-means clustering algorithm is used to analyze students’ performance.
On the one hand, students can deeply understand the influencing factors of learning,more
targeted education of their own learning status, put forward suggestions to improve learn-
ing methods, reduce the blindness of learning, and improve their academic performance.
On the other hand, it can also make students realize their own objective and subjective
factors that affect their academic performance, reduce confusion and annoyance, and
improve their academic performance.
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2 Proposed Method

2.1 K-means Clustering Algorithm

In the k-means algorithm model, the actual distance between each object and the center
point in each cluster may need to be recalculated in general. The following numerical
methods are often used to directly measure the actual distance: for example, the actual
distance between Minkowski, the actual distance between hamanton and euclidean.
These formulas can be selected for different types of discrete distances. Euclidean dis-
tance operation has always been the most effective and preferred algorithm for solving
the distance of K-means algorithm program under the normal computer working and
running environment. In the process of actually solving the k-means algorithm program
in the actual working and running environment, the maximum similarity of the data dis-
tance between each calculated object point and the central point of its data cluster also
lies in the need to calculate the distance continuously or multiple times. It can really play
a great role and improve the operation and iterative calculation speed of the algorithm
itself to a certain extent. The best problem-solving method is to directly arrange several
data points in any lower one-dimensional Euclidean space cluster set, which can tem-
porarily avoid considering and calculate the system through the minimum similarity of
data points between any number of other data point sets. Clustering algorithm analysis
is a completely unsupervised machine learning method In a general technical sense, the
clustering algorithm can cluster all the target data sets directly according to the spatial
distance between the data of multiple target record sets (objects), so that the spatial dis-
tance of the data of each set of multiple target records in the same data set is as small as
possible, The distance between multiple target record sets (objects) with different class
numbers is as large as possible Therefore, the recording system (object) in the same
type of system has the greatest similarity, while the same recording subsystem (object)
formed in different subclasses has the greatest difference. Because of its simplicity and
fast convergence speed, K-means algorithm has been widely used in various research
fields For example, K - means is used to delete noisy data However, the disadvantage of
K-means is that it is easy to fall into local optimization as a remedy. At present, the most
popular trend is to combine genetic algorithm with K-means to obtain genetic k-means
algorithm. The task of cluster analysis is to cluster a group of N data elements (I = 1, 2,
3, 4… N) into class K Each gene can be expressed as a d-dimensional vector, for I = 1,
2, 3 N and K = 1, 2, 3 N is defined as follows:

wik =
{
1,

0,
(1)
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In addition, the definition of class mark matrix w = WIK is as follows: we require
that each record belongs to exactly one class, and each class contains at least one record.
Therefore:

k∑
i=1

wik = 1, i = 1, 2, 3, . . . n

1 �
n∑

i=1

wik〈n, k = 1, 2, 3, . . . k

(2)

2.2 Hierarchical Clustering Algorithm

Hierarchical clustering algorithmuses amathematical process of bottom-up aggregation.
First, each aggregated data should be regarded as a separate class, and then it should be
measured according to a certain distance, or two or more aggregated classes in a small
range of this distance should be combined in turn, and these combined aggregation steps
should be performed repeatedly until there can be only one class at last. Implementation
process of aggregation hierarchical clustering algorithm:

1. Select an appropriate distancemeasure according to data set X and calculate distance
matrix D.

2. Repeat
3. Select the two nearest clusters Ca and CB and merge them into Ca ∪ B = Ca ∪ CB.
4. Delete the rows and columns of Ca and CB in the distance matrix, add Ca ∪ B, and

update the distance.
5. Finally, output the hierarchical tree (Fig. 1).
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Fig. 1. Aggregation hierarchy method

3 Experiments

3.1 Determine Research Objects and Objectives

The research object of the experiment is all undergraduate students in a university. Clus-
tering algorithm is used to analyze the English performance of experimental students.
Taking the score of CET-4 as an example, this paper analyzes the impact on the score of
CET-4, and provides scientific basis for English teachers’ teaching and help students’
learning through clustering algorithm.

3.2 Data Preprocessing

Since the collected and detected experimental data do not accurately meet the detection
requirements, technicians need to carry out various processing operations on various
original data to improve the analysis efficiency and quality of the detection experimental
analysis results. This chapter mainly preprocesses the score of CET4.
1. Data cleaning
In the information column of filling in CET-4 examination results, some students in some
classes can only take the examination once at a time, some students in some classes can
take the examination many times, and some examination class results are not filled in
so completely. Forgive me, some do not fill in gender, some student numbers and some
majors. The basic methods to deal with these vacancy values are as follows:
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1. 1 fill in the vacancy value manually:
2. Fill in the vacancy value with the average value;
3. Ignore numerical method

When dealing with CET-4 score information, the score data is incomplete and there
are vacancy values, which almost all come from students’ absence from the exam. The w
adopts the ignore numerical method and uses the screening function of Excel to directly
delete the score records of these students; If the student number, class, gender and major
are not filled in completely, the vacancy value shall be filled in manually.
2. Data selection
After data cleaning, the wrong data has been deleted and cleaned up, and the incomplete
data has been supplemented by various methods. Data selection is to consider the rela-
tionship between each attribute and mining task. In order to reduce the time required
for data mining and not affect the mining results, data attributes need to be selected.
The work in this paper is as follows: in the students’ CET-4 test score information, use
the screening function of Excel to select the score records of undergraduate students in
the three test scores; Delete unnecessary attributes in the dataset and retain the required
attributes, such as student number, gender, total score, absence, individual score, major
and so on.

4 Discussion

4.1 Data Sources

Relevant experiments are carried out to verify the research of K-means clustering algo-
rithm on clustering analysis of English scores. The data are shown in the table below
(Fig. 2 and Table 1):

Table 1. Algorithm performance optimization comparison

index algorithm

k-means algorithm K-means algorithm based on DTW histogram
method

One time consumption (s) 64 18

Number of iterations 87 12

SSE 93 84

CHI 79 157

SC 0.35 0.47
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algorithm k-means algorithm

Fig. 2. Algorithm performance optimization comparison

K-means clustering are from the above chart, the algorithm has the English the
clustering analysis method and the research object of many related analyses experiment,
the results have proved that the k-means algorithm are based on the English data as the
validity of clustering analysis, the experimental result shows that the subjects of English
in good condition, During the experiment, the iterative times of the algorithm are reduced
obviously, and the iterative convergence speed of the algorithm results is accelerated,
and the number of clustering can achieve the good effect of obtaining the global optimal
solution. It effectively improves the efficiency of analyzing students’ English scores.

5 Conclusions

In this paper, K-means clustering algorithm is used to analyze the English scores of
all undergraduates in a university; The data obtained by relevant software are analyzed.
Finally, through experimental comparison, it shows that K-means clustering algorithm is
scientific and feasible to cluster students’ English scores, and the efficiency of K-means
clustering algorithm is higher than other algorithms, and the reliability of the results is
also higher. Therefore, K-means clustering algorithm can be used in the research and
analysis of students’ English scores.
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Abstract. One of the cores of engineering thinking is system thinking, which
solves problems systematically with scientific theory. Engineering thinking is
problem-solving oriented. It conducts research and planning around the problem,
determines the requirements and assumptions, proposes solutions and implemen-
tation schemes, tests and evaluates the results, and modifies the scheme accord-
ing to the evaluation results. Using engineering thinking, this paper developed
a questionnaire survey of College Students’ learning engagement. Through the
questionnaire, the relevant data were obtained, and spss24.0 was used to open the
black box of how engineering college students learn.

Keywords: engineering thinking · student learning engagement · NSSE · CCSS

1 Engineering Thinking

One of the cores of engineering thinking is system thinking, using scientific theories to
systematize problem-solving. Engineering thinking is oriented to problem solving, and
the main process includes the following aspects: researching and planning around the
problem, determining requirements and assumptions, proposing solutions, implementing
solutions, testing and evaluating the results, and revising the solutions according to the
evaluation results [1, 2] (Fig. 1).

Ask questions Research needs Propose solutions

ImplementingResult analysisAmendment

Fig. 1. Engineering thinking model

Ask questions, how do college students learn? What are the effects of college stu-
dents’ learning experience? The research object is engineering students in a university;
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The scale was designed based on the theory of student engagement; Implement the solu-
tion, collect data through questionnaire survey, and propose specific measures through
expert discussion; Results analysis, analysis of the status quo of students’ learning
engagement, influencing factors; Revise the solution and evaluate whether the proposed
problems have been solved [3–5].

2 Theoretical Dimensions and Indicators of Students’ Learning
Engagement

There are several different understandings of the concept of College Students’ learning
engagement. The behavioral perspective refers to the time and energy that students devote
to learning activities, including students’ learning behavior engagement and practical
activities; Psychological perspective refers to the process of students’ learning psychol-
ogy, which changes with time, including learning motivation, learning cognition, etc.;
Social cultural perspective refers to the influence of a wide range of social environment
on students’ learning experience, including learning environment, situation, culture and
school spirit. From the perspective of schoolmanagement, it refers to the use of resources
and effective educational practice to guide students to do the right thing and direct stu-
dents’ energy to the right activities [4]. According toGeorgeKuh, the concept of learning
engagement has two key characteristics: one is the time and energy that students devote
to learning and other purposeful educational activities; Second, the teaching resources,
related courses and other learning opportunities provided by colleges and universities
provide service support for students to participate in learning activities [7]. Based on
the reference of ness and CCSS projects, this scale designs the following theoretical
framework and index system [6] [7, 8] (Table 1).

Table 1. Theoretical dimensions and indicators of students’ learning engagement

Learning behavior Learning behavior before and after class

Classroom learning behavior

Learning interaction behavior

learning emotion Learning motivation

Resilience learning

Interest in learning

academic challenge Higher order learning behavior

High impact teaching practice

educational environment School spirit and teaching style Study style

Learning support and service

learning harvest Learning satisfaction

Educational gains
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3 An Analysis of the Characteristics of Students’ Learning
Engagement

3.1 Sample Size

Minimum sample size:

S = Z2p(1− p)/e2

1+ z2p(1− p)/e2N

N Represents the overall size, e = 0.05 Preset error range, z = 1.96 Significance
level, p = 0.5 The proportion of the population with a measurement of 1 (Table 2).

Table 2. Comparison of overall scale and minimum sample size

Overall scale 3000 5000 7500 10000 25000 50000

Minimum sample size 341 357 366 370 379 382

The subjects of this study are engineering students, with an overall scale of 8000,
and 400 questionnaires are effectively collected. From the above table, we can see the
composite sample requirements.

3.2 Reliability and Validity of the Survey Scale

Reliability is a measurement concept, which refers to the credibility of measurement,
Cronbach α The reliability coefficient is a reliability measure about the questionnaire.

Cronbach α Reliability coefficient:

α = k(cov/var)

1+ (k − 1)(cov/var)

among k The number of items in the questionnaire, cov Mean value of item covariance,
var Mean value of item variance (Table 3).
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Table 3. Cronbach reliability test α coefficient

Dimension of learning engagement Learning engagement indicators Cronbach α

Learning behavior Classroom learning behavior before and
after class

0.828

Learning interaction behavior 0.925

Learning emotion Learning cognition 0.878

Academic challenge Advanced learning 0.961

High impact teaching activities 0.866

educational environment School style, study style and class style 0.931

Learning support and service 0.951

Teaching by teachers 0.968

Learning outcomes Learning gains 0.968

Students’ learning engagement scale as a whole 0.973

A Cronbach α coefficient below 0.7 indicates that the scale needs to be redesigned.
Above 0.8 is acceptable and above 0.9 indicates good reliability and high reliability.
As can be seen from the above table, the scale passed the reliability test and is of high
reliability, indicating that the evaluation questionnaire scale has high internal consistency
(Table 4).

Table 4. Validity test coefficient of the scale

Kmo and Bartlett’s test

Kmo sampling suitability quantity 0.964

Bartlett sphericity test Approximate chi square 21149.75

Degree of freedom 1176

Significance 0.000

It can be seen from the above figure that the value of kmo is 0.964, indicating that
the scale in this questionnaire is suitable for factor analysis. The result of the Bartlett
sphericity test at the bottom: the chi square value is 21149.75, which proves that the
corresponding p value (0.000) < 0.05, so Bartlett sphericity test is significant.

3.3 Current Situation Analysis

Scoring calculation formula:

xi =
∑

dij
nj
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According to the statistical content of the questionnaire, the best degreewas recorded
as 4, good degree was recorded as 3, the moderate degree was recorded as 2, and the
worst degree was recorded as 1.According to the formula, calculate the average score of
each option as the score of each index. xi Represents the average score of the index, dij
Indicates the score of the option, nj Indicates the number of options [9–11]. (Table 5).

Table 5. Basic data of each dimension of learning engagement

average value standard deviation

1. Learning behavior 1.1 learning behavior before
and after class

2.94 0.61

2.1 interactive learning
behavior

2.84 0.81

2. Learning emotional
cognition

2.1 learning cognition 3.12 0.63

3. Academic challenges 3.1 higher level learning 3.05 0.72

3.2 high impact teaching
practice

2.96 0.58

4. Educational
environment

4.1 school spirit, class style
and study style

3.08 0.69

4.2 learning support and
service

3.13 0.68

4.3 teacher teaching 3.28 0.64

5. Learning
effectiveness

5 learning gains 3.00 0.68

Full score is 4, The highest score of teacher teaching is 3.28, which shows that stu-
dents are very satisfiedwith teacher teaching. The scores of learning cognition, advanced
learning, school spirit, class atmosphere, learning support and service, learning harvest
were all higher than 3, and the other indicators were close to 3, indicating that the
evaluation results of the above indicators were in an excellent state.

3.4 Correlation Analysis

Pearson correlation coefficient:

rxy =

n∑

i=1
(xi − x)(yi − y)

√
n∑

i=1
(xi − x)2

n∑

i=1
(yi − y)2

among x, y They are variables x, yMean value, xi, yi They are variables x, y Observation
value, n It’s the number of respondents.Spss24.0 was used to analyze the correlation of
questionnaire data (Table 6).



1006 M. Ma

Table 6. Correlation coefficient of each index

1.1 1.2 2.1 3.1 3.2 4.1 4.2 4.3 5

1.1 learning behavior
before and after class

1

1.2 interactive
learning behavior

.654** 1

2.1 learning
cognition

.683** .717** 1

3.1 higher level
learning

.671** .735** .714** 1

3.2 high impact
teaching practice

.569** .621** .637** .680** 1

4.1 school spirit,
class style and study
style

.578** .632** .595** .695** .629** 1

4.2 learning support
and service

.557** .626** .619** .733** .652** .757** 1

4.3 teacher teaching .548** .528** .552** .603** .524** .688** .757** 1

5 learning gains .609** .702** .690** .793** .743** .690** .751** .643** 1

**Indicates a significant correlation at the 0.01 level, *Indicates a significant correlation at the
0.05 level,

Note: the contents in the first row are the same as those in the first column. For exam-
ple, line 1.1 indicates the classroom learning behavior before and after class. The corre-
lation coefficient range is generally [−1,+1] The greater the absolute value, the higher
the correlation. [0.2, 0.4] Weak correlation, [0.4, 0.6] Moderate correlation, [0.6, 0.8]
Strong correlation. From the correlation coefficient, we can see that there is a significant
positive correlation between the indicators.Among them, the highest correlation between
higher-order learning and learning harvest is 0.793, among which learning interaction
behavior, high-level learning and high impact teaching practice have the most prominent
impact on learning harvest.

3.5 Establishment of Regression Equation

Multiple Linear Regression Model

Y = a + b1X1 + b2X2 + ... + bnXn

Y : dependent variable, Xn: No n Independent variables, a: constant term, bn: No n
Regression coefficients,

Taking learning gains as dependent variables and learning behaviors, learning emo-
tions, academic challenges, teachers’ teaching and campus environment as indepen-
dent variables, the regression equation is established. Spss24.0 was used to analyze the
influencing factors and calculate the regression coefficient (Table 7).
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Table 7. Modified linear regression coefficients

Non standardized
coefficient

Standardization
coefficient

t Significance Collinear
statistics

B Standard
error

Beta tolerance VIF

(constant) −0.141 0.106 −1.328 0.185

2.1
interactive
learning
behavior

0.091 0.034 0.108 2.632 0.009 0.374 2.677

2.1
learning
cognition

0.075 0.044 0.069 1.700 0.030 0.382 2.617

3.1 higher
level
learning

0.281 0.044 0.297 6.417 0.000 0.297 3.367

3.2 high
impact
teaching
practice

0.308 0.044 0.264 7.034 0.000 0.450 2.223

4.2
learning
support
and
service

0.178 0.047 0.178 3.794 0.000 0.287 3.486

4.3 teacher
teaching

0.100 0.041 0.095 2.422 0.016 0.415 2.410

Significant (P value) = <0.05, The fitting effect of regression equation has passed the test and
has significant statistical significance.

Multiple Linear Regression Equation:
Learning gains = −0.141 + 0.091 * learning interaction behavior + 0.075 * learning
cognition + 0.281 * higher level learning + 0.308 * high impact teaching practice +
0.178 * learning support and service + 0.1 * teacher teaching.

The larger the regression coefficient is, the higher the influence degree of independent
variable is. From high to low, the top three indicators are: high impact teaching practice,
high-level learning, learning support and service.

4 Conclusion

4.1 Open the Black Box of Learning

This study clearly shows how students learn, their learning experience and learning out-
come, and the influencing factors of learning gains. Learning behavior includes preview
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before class, taking notes in class, interaction in class, review and discussion after class,
interaction between students and students, and interaction between teachers and stu-
dents; Learning emotion includes learning cognition, learning goal and learning sense;
High impact teaching practice includes participation in subject competition, teaching
practice, project teaching, etc.; The learning experience includes the quality of inter-
action between students and their classmates, roommates and teachers, as well as the
support they get in the learning process; Learning gains include the growth of students’
knowledge, ability and accomplishment.

4.2 Existing Problems

This survey found that there are still some students who are deficient in learning goals,
sense of learning meaning, learning resilience, the frequency and quality of learning
interaction. Therefore, teachers and teaching administrators should guide students to
realize their main responsibility in learning and realize their irreplaceable position and
role in self-learning and development. Institutions and teachers should study students and
learning, create a positive learning environment while helping students solve problems
that arise at all stages of the learning and development process [12–15].

4.3 Recommendations

The survey found that the three most important factors affecting students’ learning
achievement are: high impact teaching practice, high-level learning, learning support
and service. High impact teaching practice includes subject competition, project-based
learning, practice project, research with teachers, etc. Higher order learning is not to
know and memorize, but to apply and evaluate, to solve practical problems with the
knowledge acquired. Learning support and service refer to the support provided by
schools, teachers and administrators when students encounter difficulties in learning.

4.4 Inadequate Research

Learning gains have hidden characteristics, and some effects should take a long time to
show up. Therefore, the data collected by the questionnaire has certain limitations, but
it does not affect the conclusions of this paper.
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Abstract. Comparison of roof waterproof materials based on computer algo-
rithm: use computer algorithm to compare various roof waterproof materials. This
is the most common way to compare different roof materials. The results obtained
from this method are very accurate and reliable because it uses advanced technol-
ogy for these comparisons. How to compare and study roof waterproof materials
based on computer algorithm? The comparison process of different types of roofs
involves a series of steps, including: before online purchase, you can compare the
prices, functions, specifications and other details of different products. This com-
parison can help you find out which product is better than others. It also provides
information about how much you need to spend to get the product you need.

Keywords: Computer algorithm · Waterproof materials · Data analysis

1 Introduction

Roof waterproof and leak proof is the most concerned and headache problem in the
society at present. It is related to the vital interests of the people and the durability
of buildings. It is one of the most difficult and troublesome problems in construction
engineering. Generally, it takes a period of time for a new house to leak, and sometimes
early leakage occurs due to the influence of various reasons. At this time, it needs
continuous maintenance and renovation. With a series of maintenance work, people
have a sense of disgust. Some people living on the top floor are disgusted when it rains.
People’s disgust has aroused great attention in the engineering and technical circles, and
is working hard to innovate and improve the durability of roof waterproof materials.

Roof structure is the most basic building structure in industrial and civil building
structures. At present, according to the design reference period, the roof structure is in
the process of repeated maintenance and transformation. Due to the reasons of design,
construction and use, their safety, applicability and durability are reduced. In order to
prolong the service life of the structure and realize the goodmaintenance of the building,
it is necessary to formulate the existing roof renovation and maintenance procedures and
explore the advanced materials and methods of structural maintenance and renovation
[1]. With the arrival of the new century, there are many changes in the use of materials
and methods in the fields of waterproof, leak proof maintenance and repair of roof layer.
New materials are increasing and gradually replacing traditional materials. In order to

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
J. C. Hung et al. (Eds.): IC 2023, LNEE 1044, pp. 1010–1015, 2023.
https://doi.org/10.1007/978-981-99-2092-1_129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2092-1_129&domain=pdf
https://doi.org/10.1007/978-981-99-2092-1_129


Comparison and Research of Roof Waterproof Materials 1011

make the roof waterproof material durable, we should first analyze its causes and take
measures for better application.

This paper studies the comparison of roof waterproof materials based on computer
algorithm. According to the nature, importance, service life, functional requirements and
service life of the building, the roof waterproof is divided into two levels and fortified
according to different levels [2]. The common types of waterproof roofs are coiled
waterproof roof, coated waterproof roof and rigid waterproof roof.

2 Related Work

2.1 Computer Algorithm – Python

For computer science, the concept of algorithm is very important. Algorithm is a series
of clear instructions to solve the problem, that is, it can obtain the required output in
a limited time for a certain standard input. If an algorithm is defective or not suitable
for a problem, executing the algorithm will not solve the problem. Different algorithms
may be used to complete the same task in the same space or time. The advantages and
disadvantages of an algorithmcanbemeasuredby space complexity and timecomplexity.

The algorithm can be understood as a complete problem-solving step composed
of basic operation and specified operation sequence. Or as a finite exact calculation
sequence designed according to the requirements, and such steps and sequences can solve
a class of problems. The algorithm can be described by many different methods, such as
natural language, pseudo code, flow chart and so on. The complexity of the algorithm
is a measure of the efficiency of the algorithm and an important basis for evaluating
the advantages and disadvantages of the algorithm. The complexity of an algorithm is
reflected in the amount of computer resources required to run the algorithm. The more
resources required, the higher the complexity of the algorithm;On the contrary, the lower
the required resources, the lower the complexity of the algorithm.

ek(t) = yd (t) − yk(t) (1)

‖ek+1(t)‖ = ‖C(t)‖‖�xk+1(t)‖ (2)

Computer resources, the most important is time and space (i.e. memory) resources.
Therefore, the complexity of the algorithm can be divided into time complexity and
space complexity.

It goes without saying that for any given problem, designing an algorithm with as
much complexity as possible is an important goal we pursue in designing an algorithm;
On the other hand, when there are many algorithms for a given problem, choosing the
one with the lowest complexity is an important criterion we follow in selecting algorithm
adaptation [3]. Therefore, the complexity analysis of the algorithmhas important guiding
significance and practical value for the design or selection of the algorithm.

As for the complexity of algorithm, there are two problems to be clarified: what kind
of quantity is used to express the complexity of an algorithm; For a given algorithm,
how to calculate its complexity.
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2.2 Roof Waterproof Materials

At present, the mainstream roof waterproof engineering generally adopts waterproof
coiled material construction. There are three series of waterproof coiled materials used:
traditional asphalt waterproof coiled materials, polymer modified asphalt waterproof
coiled materials and synthetic polymer waterproof coiled materials. The traditional
asphalt waterproof coiled material is rarely used now, unless it is used for the parts
with low waterproof requirements. At present, the coiled materials used in waterproof
construction are mainly two typical high polymer modified asphalt waterproof coiled
materials app and SBS.

These two kinds of waterproof rolls are high polymer modified asphalt waterproof
rolls, but their modifiers are different: the modifier of SBS waterproof roll is SBS
(styrene butadiene styrene); APP waterproof coiled material modifier is app (random
polypropylene).

Due to the difference of modifiers, the construction scope of the two coiled materials
is also different. SBS waterproof coiled materials can be used in the temperature range
of −25 to +100 °C, with high elasticity and fatigue resistance. They are especially
suitable for building waterproof projects in low-temperature and cold areas and frequent
structural deformation [4].

APP waterproof coiled material has higher aging resistance, high temperature resis-
tance and other properties, especially suitable for buildingwaterproof construction in hot
areas andwaterproof construction with special requirements for heat resistance. Because
SBS elastomer coil has good flexibility, waterproof and anti-aging properties, and has
high temperature not flowing, low temperature is not brittle crack, simple construction,
no pollution, long service life and so on. Compared with app, plastic coiled material is
more widely used, and it is also the most common coiled material on the construction
site. As shown in Fig. 1 below, it is asphalt waterproof coiled material.

Fig. 1. Asphalt waterproof coiled material
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There are two common cases of back water surface waterproof, one is chemical
grouting. Generally, foamed polyurethane is used. This material is simple, easy to oper-
ate, fast water stop and inexpensive (do not find one priced according to the weight of the
material). Note that the construction must be carried out under the condition of water,
and the effect is obvious [5]. However, this material has water expansion and anhy-
drous shrinkage, and cracks and re leakage will occur under repeated. Epoxy material
is ideal, but the requirements for construction machines and materials are particularly
high, which is rare in household waterproof; One is a backwater technology, which uses
inorganic and organic materials to repair the self waterproof function of the structure,
with reliable effect and long working time. However, there are strict requirements for
construction and materials, and few people can master this technology.

3 Comparison and Research of Roof Waterproof Materials Based
on Computer Algorithm

The comparison of roof waterproof materials based on computer algorithm is a very
important aspect in the field of building construction. It helps us choose the bestmaterials
for our buildings and also helps us compare different types of roof materials. The basic
idea behind this comparison is that all these roofs are made of similar materials, but
there are some differences in design and characteristics. In order to correctly determine
which type of roof should be used in our buildings, we need to know how these roofs
behave under certain conditions [6].

Import the data into the computer algorithm, such as rigid waterproof roof: it refers
to the roof with rigid waterproof material as waterproof layer. The roof is mainly made
of waterproof sheet, waterproof sheet metal and waterproof sheet metal.

Waterproof concrete: waterproof concrete, also known as structural self waterproof,
can be adjusted by adjusting the mix proportion of concrete or adding admixtures Steel
fiber, synthetic fiber, etc., and cooperate with strict construction and construction man-
agement to reduce the void ratio in the concrete or change the pore shape and distribution
characteristics, so as to achieve the purpose of waterproof (anti-seepage).

Roof tile: the roof tile is divided into concrete roof tile, asphalt felt tile and PVC
tile. Concrete roof tiles are made of concrete; The asphalt felt tile is made of glass
fiber felt as the tire base. After being impregnated with petroleum asphalt, one side is
covered with colored mineral aggregate and the other - side is covered with isolation
material; Polyvinyl chloride tile is made of polyvinyl chloride resin (PVC) as the main
raw material and other chemical raw materials. After scientific proportion, it is made of
a full set of advanced technology of three-layer co extrusion composite micro foaming
[7].

Metal roof: metal roof refers to the roof form that usesmetal plate as the roofmaterial
and combines the structural layer and waterproof layer into one. There are many kinds of
metal plates, including zinc plate, aluminum zinc plate, aluminum alloy plate, aluminum
magnesium alloy plate and titanium alloy plate Copper plate, stainless steel plate, etc.

Lead alloy waterproof roll: it is a kind of formula of lead, zinc, tin and other metal
alloys as themainmaterial, which ismelted Thewaterproofingmembranemade of alloy-
ing elements, proportioning, heat preservation and casting rolling has good extension,
solderability, stable performance, X ray resistance and anti-aging ability.
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Sunshine plate; It is a transparent reinforced hollow board or solid board formed by
extrusion process with polycarbonate plastic (PC) as raw material. It is a new type of
roof material with high strength, waterproof, light transmission and energy saving [7].

Membrane structure waterproof roof: membrane structure is a new type of building
structure developed in the middle of the 20th century. It is a new type of building roof
material with a sense of the times, which is made of a variety of high-strength membrane
materials (PVC or Teflon) and reinforcing members (steel frame, steel column or steel
cable) to generate a certain amount of pretension stress inside in a certain way to form
a certain spatial shape. It is both a waterproof material and a roof structure.

4 Selection of Waterproof Materials

There are two kinds of waterproof materials on the market: polyurethane waterproof
coating and polymer cement-based waterproof coating.

Polyurethanewaterproof coatingsmade of polyurethane and coal tar as rawmaterials
have been banned because the volatile tar gas is highly toxic and difficult to remove.
What is still on sale in the market is polyurethane waterproof coatings made of asphalt
instead of coal tar as raw materials. It is generally used for parts with low waterproof
requirements [7].

Polymer cement based waterproofing coating is composed of a variety of waterborne
polymers, Q, and high quality cement mixed with various additives. The flexibility
of polymer (resin) is integrated with the rigidity of cement, which makes it excellent
in impermeability and stability. It has the advantages of convenient construction, low
comprehensive cost, short construction period, non-toxic and environmental protection.
At present, polymer based coatings have been widely used.

TPO waterproof coiled material combines the performance advantages of EPDM
and PVC, and has the weather resistance of EPDM, low temperature flexibility and easy
welding characteristics of PVC. After adding a layer of polyester fiber fabric between
the two layers of TPOmaterials, the physical properties, breaking strength and puncture
resistance are enhanced [8]. In practical application, TPO has the characteristics of
anti-aging, high tensile strength, 9 elongation, wet roof construction, no need to protect
the exposed layer, convenient construction and no pollution. It is very suitable for the
waterproof layer of steel roof.

5 Conclusion

The comparison and research of roof waterproof materials based on computer algorithm
is the process of comparing different roof materials to find out which one has better
performance in waterproof penetration. The comparison is done by using a computer
program that calculates the amount of water that can penetrate into the material under
specific conditions. This test helps you understand how much rain the roof will retain
before it begins to leak. The purpose behind this method is to compare different types
of roofs and their performance with rainwater infiltration.
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Abstract. The research on the comprehensive evaluation systemof cultural indus-
try development based on computer-aided is a research that provides a basis for
the development and expansion of China’s cultural industry. The study also pro-
vides new methods and technologies that can be used by various enterprises in
the cultural industry sector. It aims to provide an efficient and reliable method
for evaluating the effectiveness of the cultural industry. The main problem we
encountered in this process is that there is insufficient research and literature on
this subject, so it is difficult to find what should be evaluated. However, after a
period of time, we found that in order to make a good assessment, we need to
assess many aspects: 1) social impact (positive or negative), 2) economic impact
(positive).

Keywords: computer-aided · Cultural industry development · Comprehensive
evaluation system

1 Introduction

With the development of the Internet, the comprehensive contribution of tourism to GDP
has not only increased year by year, accounting for more than 10% of the total GDP,
but also the products and formats in the industry are gradually enriched. It can be seen
that tourism plays a more prominent role in economic development. Since the reform
and opening up, with the growth of China’s economy and national income, tourism is no
longer just the enjoyment of specific classes and a few people, and has gradually become
the normal daily life of the general public.

Liushengyi, senior executive vice president of Tencent group, and Liam Fox, British
Secretary of state for international trade, signed a memorandum of strategic cooperation
in London, announcing that Tencent has carried out cooperation in the field of digital cul-
ture and innovation with a number of well-known enterprises and institutions, including
the British Tourism Administration and the BBC. After Tencent put forward the “new
cultural and creative” strategy, what does this cultural and creative cooperation in Britain
mean for Tencent and the development of the whole Chinese cultural entrepreneurship
field?
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“The United States and the United Kingdom are countries with developed creative
industries in theworld, and they have advanced experience in the development of creative
industries, which is worth learning and using for reference by China.“ tongqingyan,
Professor of the school of media and communication, Shanghai Jiaotong University,
and director of the media literacy research center [1], believes that “at present, it is the
best time for China to invest in the United Kingdom for mutual benefit and win-win
results, and it is also a powerful opportunity for China’s cultural and creative industries
to go global.” She talked about her views on new cultural and creative industries and the
opportunities for China’s cultural and creative development brought by cooperation with
the UK from four dimensions: the relationship between cultural and creative industries
and people, the composition of cultural and creative economy, the fields that cultural and
creative industries span and China’s new model of cultural and creative globalization
[2].

How to make Chinese cultural and creative products not only face the Chinese
market, but also face the world?Make advanced and advanced products? Make it a work
that integrates the global creative production concept, collides the wonderful Eastern
and Western cultures and the current global trend, and comprehensively releases the
influence of China’s new generation of cultural creativity? Based on this, this paper
studies the comprehensive evaluation system of cultural industry development based on
computer-aided.

2 Related Work

2.1 Development Status and Trend of Cultural Industry

The performance of the cultural industry in recent years can be described as “ice andfire”.
In 2018, under the situation of “fighting against the four evils”, 60% of the performance
market and stage production companies closed down, and the art and gallery industries
continued to be depressed; At the same time, due to the homogenization, real estate
and shell development of the cultural industry in recent years, 70%–80% of the film
and television bases, cultural industry parks and theme parks nationwide are at a large
loss; On the other hand, some of China’s cultural industries are showing a trend of rapid
growth. In particular, the cultural industry has made extraordinary development by using
the capital market. Cultural enterprises have made outstanding performance in the gem
and become the “new favorite” of the capital market [3]. At the same time, due to the
small scale of cultural enterprises on the growth enterprise market before listing, they
have the motivation to actively use the capital market to seek the extension expansion of
enterprises, carry out industrial integration and improve the overall level of enterprises,
so as to change the competitive situation in the past. By the end of 2021, there has
been a merger and acquisition in the market every six days. At the same time, with
the participation of leading Internet enterprises such as Alibaba, Baidu and Tencent,
under the joint efforts of policy, capital and market, the cultural industry is undergoing
a qualitative and quantitative leap, that is, from blindly imitating foreign countries to
using their own national culture to develop towards independent innovation. Figure 1
below shows the development trend of the cultural industry.
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Fig. 1. Development trend of cultural industry

The current situation of the cultural industry shows that under the conditions of low
level, small enterprise scale and lack of market competition, China’s cultural industry is
facing huge market needs and major adjustment opportunities under the new situation
[4]. The basic situation of these cultural industries is also the basis for the development
of the cultural industry.

By industry type, the added value of cultural manufacturing industry in 2019
increased by 7.6% over the previous year, accounting for 38.6% of the added value of
cultural and related industries; The added value of cultural wholesale and retail increased
by 13.0%, accounting for 9.3%; Among them, the added value of cultural service indus-
try increased by 17.5%, accounting for 52.1%, which has become the main force to
promote the development of cultural industry. In addition, in 2019, the per capita con-
sumption expenditure of national residents for culture and entertainment was 800 yuan,
an increase of 38.7% over 2018; The cultural and entertainment expenditure belonging
to the cultural service industry accounted for 4.7% of the total consumption expenditure,
higher than the level of 4.4% in 2018. The structure of the cultural industry was further
optimized and upgraded.

2.2 Policy Advantages of Artificial Intelligence + Cultural Industry

In made in China 2025 issued by the State Council in 2015, “intelligent manufacturing”
was positioned as the main direction of manufacturing in China. On july5,2015, the
“Internet +” action guidance issued by the State Council also proposed to vigorously
develop intelligent manufacturing [5].

In April, 2016, the Ministry of industry and information technology, the national
development and Reform Commission and the Ministry of Finance jointly issued the
robot industry development plan (2016–2020). In may2016, the national development
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and Reform Commission, the Ministry of science and technology, the Ministry of indus-
try and information technology and the Internet Information Office jointly issued the
three-year action implementation plan for “Internet +” artificial intelligence.

In july2016, the State Council issued the 13th five year plan for national science and
technology innovation, which mentioned intelligent manufacturing and robotics in the
“major project of science and technology innovation 20309”. With the overall goal of
intelligent, efficient, collaborative, green and safe development, we will build a network
collaborativemanufacturing platform, develop intelligent robots, high-end complete sets
of equipment, three-dimensional (3D) printing and other equipment, and consolidate the
basic support capacity of manufacturing.

In december2016, theStateCouncil issued the 13thfive year plan for the development
of national strategic emerging industries, which requires the development of artificial
intelligence, the cultivation of artificial intelligence industry ecology, the promotion and
application of artificial intelligence in key economic and social fields, and the creation
of an internationally leading technology system.

Bymarch2017, “artificial intelligence” had beenwritten into the national government
work report for the first time.

In April, the Ministry of Culture issued the guiding opinions on promoting the
innovative development of the digital cultural industry. Subsequently, the Ministry of
Culture issued the development plan of the cultural industry during the 13th Five Year
Plan period of the Ministry of culture, proposing to vigorously cultivate new cultural
industries based on new technologies such as big data, cloud computing, Internet of
things, artificial intelligence, etc., and form new growth points of the cultural industry;
In July, the State Council issued the new generation of artificial intelligence development
plan I [6]. by 2030, the competitiveness of China’s artificial intelligence industry will
reach the international leading level. The scale of the core artificial intelligence industry
will exceed 1trillion yuan, driving the scale of related industries to exceed 10trillion
yuan. The introduction of a series of policies shows that China attaches importance to
the field of artificial intelligence and the relevant development prospects.

Needless to say, the continuously evolving and upgraded artificial intelligence is also
bound to have a greater and greater impact on the cultural industry. This also proves the
further expansion of the impact of artificial intelligence on people’s lives. It is expected
that there will be more places to use artificial intelligence in people’s lives in the near
future, from the current TV voice recognition, face recognition, smart home system to
more technologies that will facilitate people’s lives in the future [7].

As a pioneer in the field of artificial intelligence as early as 2012, Changhong has
made considerable progress in the development and application of sensor modules,
speech recognition chips, artificial intelligence technology based on big data, machine
vision (face recognition) technology, industrial robots and factory automation technol-
ogy, and home service robots, And there are many achievements transformation and
commercial application.
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3 Research on Comprehensive Evaluation System of Cultural
Industry Development Based on Computer-Aided

Generally, the difference between the predicted value of the cultural industry develop-
ment model evaluation and the value of the sample itself is called error. When machine
learning trains training data, the error of cultural industry development model evaluation
on the training data is called training error, also known as experience error. When we use
our own cultural industry development model to predict a new data set, the error on the
new data set is called generalization error. In an ideal state, we hope to get an evaluation
of the cultural industry development model with the generalization error Q as small as
possible, or even 0, which is equivalent to a prophet. Obviously, we do not know the real
output of the data to be predicted when modeling, so the generalization error is impos-
sible. Taking a step back, we can make the training error as small as possible. With the
increase of the complexity of the evaluation of the cultural industry development model
and the increase of the training times, we can even do this [8]. However, such cultural
industry development model evaluation is only nearly perfect in the training set, but it
is often unsatisfactory when it is really used in the new data set, which is called over
fitting. Now, for over fitting, the methods to reduce the impact of over fitting basically
include regularization, reducing the input parameters of cultural industry development
model evaluation, and so on.

xk(0) = xd (0), k = 0, 1, 2, 3, · · · (1)

�ėk(t) = ėk−1(t) − ėk(t),�ėk+1(t) = ėk(t) − ėk+1(t) (2)

Since we don’t know the real cultural industry data, we take some cultural industry
data from the training set as the test set, and the rest as the training set to train the model.
For the test set, after applying the model, we can get a test error Q, and we use the
test error to estimate the generalization error. The test set and training set ° here are
mutually exclusive, that is, the trained cultural industry data cannot be used as a test

Fig. 2. Data forecast process of cultural industry
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set. Obviously, such cultural industry data will be predicted accurately. Figure 2 below
shows the data prediction process of the cultural industry.

Of course, by default, the division method in sklearn is random. This method is not a
problemwhen the amount of cultural industry data is very large [9]. However, when there
are not many cultural industry data sets, stratified sampling is still required to ensure
that the proportion of various samples in S and t is consistent with that in the original
cultural industry data set D. such a result is more representative. This can be achieved
by using the stratify in sklearn.

About test_ In theory, we should use the cultural industry data in D to model the
selection of size. Therefore, the larger the proportion of the training set, the closer the
model will be built. However, at this time, it will appear that there are too few cultural
industry data in the test set, and the test results are not universal. Therefore, it needs to be
selected according to the actual situation. Generally, about 20% of the cultural industry
data will be selected as the test set [10].

In fact, the effect of dividing cultural industry data sets by setting aside method is
closely related to the selection of test sets. In order to reduce its impact, we can choose
to divide cultural industry data sets several times and average the final results.

4 Conclusion

Industrialization is the development of cultural activities, which has a great impact on
social and economic development. This paper mainly introduces the computer-aided
comprehensive evaluation system of cultural industry, including cultural content analy-
sis, output value analysis and market research. The process is divided into four stages:
(1) data collection; (2) Data processing; (3) Presentation and interpretation of data; 4)
Policy decision-making recommendations. However, no research has been done in the
field of culture and tourism development. The purpose of this study is to establish a
cultural industry development evaluation system based on computer-aided technology.
The purpose of this study is to find out how to use computer-aided technology to evaluate
the performance of the cultural industry.
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