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Abstract Recently, the field of text mining gained more attention due to its enormous 
opportunities and challenging problems in the exponential growth of unstructured 
textual data. People frequently express their thoughts in complicated ways, making 
automated labelling of textual data challenging. The usage of mislabelled data sets 
reduced the efficiency of automated labelling tasks. In this paper, we proposed an 
opinion mining-based fake review detection using deep learning technique to express 
word semantic sentiment. SentiWordNet and WordNet lemmas are used to retrieve 
word synsets and sentiment scores. The Amazon shoes review data set is used for 
implementation. The proposed model achieved 92% accuracy for the Amazon shoes 
review data set. 

Keywords Opinion mining · Sentiment analysis · Attention mechanism · Amazon 
review analysis · Deep learning · Lemmatization · Long short-term memory 
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1 Introduction 

Recent social media growth has made it possible for users to publish opinions about 
things, people, events, and subjects in a range of formal and informal ways. Reviews, 
forums, social media posts, blogs, and discussion boards are a few examples of 
these types of environments. The computational analytics involved with such text is 
referred to as the problem of opinion mining and sentiment analysis [1]. Enhancing 
customer happiness, boosting conversions, and improving revenue are the main goals 
of collecting customer reviews. Regularly updated customer reviews attract more 
people to the website. Online customer reviews are a crucial element of the purchasing 
process for e-commerce sites. A product’s page will have a greater chance of getting

K. Pal · S. Poddar · S. L. Jayalakshmi (B) · M. Choudhury · S. K. Saif Ahmed · S. Halder 
Department of Computer Science, Pondicherry University, Puducherry, India 
e-mail: sathishjayalakshmi02@pondiuni.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. Kumar et al. (eds.), Proceedings of the 4th International Conference on Data Science, 
Machine Learning and Applications, Lecture Notes in Electrical Engineering 1038, 
https://doi.org/10.1007/978-981-99-2058-7_2 

13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-2058-7_2&domain=pdf
http://orcid.org/0000-0003-0890-1420
mailto:sathishjayalakshmi02@pondiuni.ac.in
https://doi.org/10.1007/978-981-99-2058-7_2


14 K. Pal et al.

more traffic and a higher click-through rate on search engine result pages if it has an 
acceptable rating [2]. 

Many positive reviews on the platform increase the chances of encouraging clients 
to spend extra on services/products. Favourable reviews will increase client trust 
in the brand. Negative reviews may damage the company’s reputation, credibility, 
and reliability. Numerous buyers are hesitant to buy from firms with no or many 
unfavourable evaluations [3]. Customers are 86% less likely to buy from companies 
with poor ratings. A bad review may turn off 22% of buyers, and the unfavourable 
reviews can turn off 59%. As a result, any poor e-commerce product reviews might 
harm the brand and cause a drop in sales [4]. It is time-consuming and inaccurate 
to classify positive and negative reviews manually; as a result, the development 
of automatic methods to identify the sentiment of thoughts has become essential. 
The majority of the opinion mining-based approach for false review detection has 
used conventional machine learning methods using the term frequency-inverse docu-
ment frequency (TD-IDF) values, and subsequently, the discrimination of linguistic 
features is also estimated to enhance the accuracy of the system [5, 6]. Recently the 
attention-based deep model with convolutional neural network (CNN) is used for 
sentimental analysis [7]. 

This work uses both sentiment analysis and opinion mining terms interchange-
ably. This has been accomplished using an attention-based technique. In this work, 
we describe a deep learning model that automatically learns representations and 
features for the classification of reviews using an attention-based mining approach. 
We develop a pre-processing step that conducts fundamental feature extraction 
to decrease the number of model inputs. When compared with the conventional 
methods, the proposed model produced better results. This work is organized as 
follows: Sect. 2 reviews the related work on the classification of customer reviews. 
The proposed model is then described in Sect. 3. Experimental result and discussions 
are presented in Sect. 4. Finally, Sect. 5 presents conclusion. 

2 Literature Review 

Sedighi et al. [8] proposed a deep neural networks approach combined with an atten-
tion mechanism to perform classification by constructing a model to learn and capture 
the discriminating characteristics automatically. Their model’s evaluation reveals 
that it performs noticeably better than conventional models and does not require any 
hand feature engineering. Kudakwashe et al. [9] proposed a concept called sentiment 
polarity, and it extracts the information about hotel services from reviews to automat-
ically construct a sentiment data set for testing and training. A comparison analysis 
with Naive Bayes multinomial, minimal sequential optimisation, complement Naive 
Bayes, and Composite hypercubes on iterated random projections was performed to 
determine an effective machine learning method for the framework’s classification 
component.
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Using CNN and two different bidirectional RNN networks, the authors of [10] 
created an attention-based sentiment analysis. We first employ a pre-processor to 
enhance the data quality by removing noisy data and correcting mistakes. In order 
to reduce feature dimensionality and retrieve contextual information, our model 
employs CNN with max-pooling. Thirdly, to capture long-term dependencies, two 
separate bidirectional RNNs, namely long short-term memory and gated recurrent 
unit, are used. Sagnika et al. [11] proposed a model that cleverly combines long 
short-term memory (LSTM) with a CNN model. Modern deep learning models like 
CNN and LSTM can effectively analyse textual material and spot innate relationships 
and patterns with different degrees of abstraction. The suggested approach creates 
an ensemble model that incorporates the advantages of the two models. The addition 
of an attention network improves the model’s effectiveness. 

3 Opinion Mining-Based Fake Review Detection Using 
Deep Learning Technique 

In this paper, we introduced an opinion mining-based fake review detection using 
deep learning technique that concatenates group of lexicons, a model for Word2vec, 
and an attention mechanism (AM) to express sentiment observation. AM is used to 
create sentiment data from SentiWordNet and the Liu’s lexicon. However, the context 
of the text is first determined using the Word2vec model before analysis. These 
two tasks work together to handle the linguistic problems using the deep learning 
model. Before generating the text’s sentiment features from the context, it attempts 
to comprehend the words in terms of their sentiment conflict. This process simulates 
how a person could approach this problem. As shown in Fig. 1, the system is divided 
into three primary components, and the following sections provide descriptions of 
each component. 

Fig. 1 Architecture of the proposed system
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3.1 Text Pre-processing 

In sentiment analysis, text pre-processing is one of the important step for analysing 
the information from social networks, this is an important task in sentiment analysis. 
Our pre-processing method is composed of four steps: (i) Text extraction; (ii) Text 
cleaning; (iii) Lemmatizing; and (iv) Negation marking. Language grammar and 
structure are used in this NLP-based method. By word lemmatizing with WordNet, 
downstream analysis tasks that involve matching terms from the text with those from 
lexicons are made simple. 

Text extraction 

In the text extraction, few sentences in the reviews are first divided into clauses based 
on the punctuation that is available at the clause level. 

Text cleaning 

This will change the capital letters to lowercase and eliminate any special characters. 

Lemmatization 

By using this technique, the text is changed into its stemmed form. Recent methods 
in the literature frequently apply an intelligent approach to collapse various word 
templates by seeking to remove affixes. Suffixes ending with -es (or) -s can make a 
noun singular or plural. For a verb to be in its present or past participle form, apply the 
suffixes -ing or -ed. The -est suffix allows adjectives to take comparative or superla-
tive forms. SentiWordNet searches for synsets of a particular word are, however, 
impractical because of the erroneous stemmed forms produced by these algorithms. 
In this work, we adopted the methodology from [12], in which SentiWordNet and 
WordNet lemma were used to retrieve word synsets and sentiment scores. 

3.2 Embedding of Attention Word 

One of the most important developments in deep learning research is attention mech-
anism (AM). According to word sentiment scores, the proposed technique uses lexi-
cons and AM to teach students how to concentrate on the key words in a phrase. The 
proposed method considers the word representations in the forms of either seman-
tics or sentiment by using of both lexicons and Word2vec models. SentiWordNet 
and the Liu’s lexicon are used to extract word sentiment information. To retrieve the 
sentiment information from the lexicons, the sentiment score calculation method is 
used.
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3.3 Components of Opinion Mining-Based Fake Review 
Detection Using Deep Learning Technique Approach 

Dropout 

It was suggested to use dropout as a regularization strategy for neural network (NN) 
classifiers. When training, dropout method picks neurons at random that are not used. 
The activation of downstream neurons is not influenced by these neurons during the 
forward phase, and no updation of weight is made to the neurons during the back 
propagation step. The most common method of resolving overfitting is dropout. The 
proposed approach is also useful for handling low priority levels. 

Bi-directional LSTM 

The LSTM, a particular gated RNN, was introduced to handle the issue of handling 
long-term reliance. Fundamental building blocks of an LSTM network architecture 
are input gates, output gates, forget gates, and memory cells. The memory cell travels 
immediately through the entire chain to store the information for either long or short 
periods of time. What data should be removed from the cell is determined by the 
forget gate. Which fresh information will be added to the cell’s memory is decided 
by the input gate. The output gate controls how much data the LSTM produced. The 
proposed system includes a BiLSTM to combine more data in the form of sentiment 
and semantics. 

Dense layer 

In the proposed system, the output is categorized into positive and negative opinions 
using a fully connected dense layer with a SoftMax function. 

4 Experimental Studies 

4.1 Data set Used 

An Amazon shoe review [13] data set served as the data source for our project, and 
it is shown in Fig. 2. It reflects representative collections of consumer assessments, 
opinions, and variations for how a product is viewed in various geographic regions 
and the presence of promotional bias or intent in reviews. It contains the following 
columns: marketplace, which is the Web site’s two-letter ISO 3166 country code. 
More than 100,000 consumer reviews are available as tab-separated values (TSV) 
files in the amazonreviews-PDS S3 bucket in the AWS US East Region. A specific 
review is indicated in the data file using with tab-delimited, with no quotes, and with 
escape characters.

A seemingly random number is allocated to a single author is called a customer 
ID. Each review is identified by using an unique review ID. The product ID identifies
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Fig. 2 Description of Amazon shoe review data set

the review given for the particular product. Similarly, reviews for the same product 
written in various languages can be grouped using the same product ID in multilingual 
data set. The name of the item is the product title. Product category is a big product 
category used to group reviews. Rating is having the values from 1 (lowest) to 5 
(highest). The number of constructive votes indicates the total number of votes the 
review has gotten. This review was inspired by the Vine programme. Next, verified 
purchase tells that a review is given after a real purchase. Review heading contains 
the title of the review, review body shows the review’s text, and the review date 
records the date the review was written. 

4.2 Performance Analysis 

Figure 3 shows the various performance measures of the proposed system. The 
‘0’ represents the negative reviews, and ‘1’ illustrates the positive reviews. It can 
be observed from Fig. 4 that positive reviews are clearly identified from negative 
(fake) reviews with the help of the proposed deep learning-based approach. The 
proposed model achieved the F1-score as 95% and accuracy as 92%. The graph 
showed increased accuracy for the epoch when the model was run on training and 
validation data sets. The accuracy on the Y-axis is given on a scale of 0–1. Figure 5 
shows the accuracy with which the model classified the reviews positively and nega-
tively on the training and validation data set. The accuracy also increased with the 
increasing number of the epoch. It can be observed from Fig. 5 that the presence of 
some anomalies in the validation data set, increased the value of loss function. In 
future work, the data set can be further refined, and some useless attributes from the 
data set can be eliminated.
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Fig. 3 Performance measure 

Fig. 4 Confusion matrix 

Fig. 5 Accuracy Vs Epoch
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5 Conclusion 

Recently, opinion mining-based approach gained more attention in the literature. In 
this paper, we proposed an opinion mining-based fake review detection using deep 
learning technique approach for detecting the fake customer reviews in an online Web 
site. For the same Amazon shoe review data set was used. The proposed approach used 
SentiWordNet and WordNet lemma to retrieve word synsets and sentiment scores. 
The implementation result shows that the proposed model achieved 92% accuracy. 
In future, the presence of anomalies in the validation data set can be further refined 
to improve the accuracy. 
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