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Preface 

We are delighted to host the proceedings of the ICICV 2023, which was held at Francis 
Xavier Engineering College in Tirunelveli, Tamil Nadu, from 16 to 17 February 
2023. This conference proceedings bring you the collection of articles selected and 
presented from the 5th International Conference on Intelligent Communication Tech-
nologies and Virtual Mobile Networks (ICICV 2023). The prime focus of this confer-
ence is to bring the academic scientists, researchers and research scholars for sharing 
their knowledges in future of all aspects of Engineering Technology and Innovation. 

We have celebrated our 2023 version of gathering, to strive to advance the largest 
international professional forum on virtual mobile cloud computing and communica-
tion technologies. We have received 316 papers from various colleges and universities 
and selected 67 papers based on strictly peer reviewed by the reviewers and experts. 
All the selected papers are in high quality in technical, and it exactly matches the 
scope of the conference. 

ICICV 2023 would like to express our gratitude towards all contributors for this 
conference proceedings. We would like to extend our sincere thanks to all guest 
editors, reviewers and experts for their valuable review comments on all papers. 
Also, we would like to thank our organizing committee members for the success of 
ICICV 2023.
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A DGS-Loaded Compact Super 
Wideband Antenna for Microwave 
Imaging Application 

M. Sekhar and Suman Nelaturi 

Abstract A super wideband compact antenna for Microwave Imaging (MI) is 
proposed. The antenna radiator is a truncated patch with slots and has a defected 
ground structure (DGS). The slots in the patch and truncation allowed the radiator 
to couple well with the partial ground plane loaded with DGS. This led to a super 
wide bandwidth of 25 GHz ranging from 5 to 30 GHz with a compact size of 0.27λ0 

× 0.33λ0. Initially, with a truncated circular patch, a triple wideband antenna is 
achieved. To increase the impedance matching of the antenna and realise the super 
wideband, a circular ring slot has been etched in patch and ground is also truncated. 
To further enhance the bandwidth, slots in triangular shape are etched in the patch 
and a rectangular slot is etched in ground. The proposed antenna is a compact space-
saving one. The results reveal a super wideband performance of 167% (5–30 GHz) 
with a consistent radiation pattern and peak gain of 10.2 dB in a compact area. 

Keywords Super wideband · Truncated patch · Defected ground structure ·
Slotted patch · Ring slot · Partial ground 

1 Introduction 

Around the world, cancer is now one of the leading causes of mortality. The best 
strategy to properly treat patients with a high likelihood of survival is by early diag-
nosis of malignant tumours. Current tumour detection methods use ionic diagnosis 
techniques, including as magnetic resonance imaging (MRI), computer tomography 
(CT), and X-ray mammography (MRI). Low image resolution from these proce-
dures necessitates interpretation, which could result in a tumour diagnosis that is 
incorrect. Ionising radiation is not safe for patients, though; over time, it can harm 
genetic material, which can lead to DNA mutation and cell damage. Additionally,
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these detection methods are ineffective for tumours that are buried deep within the 
body. As a microwave imaging (MI) system is created to replace the existing tech-
nologies, a non-ionisation detection technique using microwaves is proposed and 
developed to address the problems with ionisation techniques for tumour identifica-
tion. Despite the complexity of the device, MI technology can give a high-resolution 
image regardless of where the tumour is located. The MI system causes the patient 
very little harm and can be utilised for diagnostics over the long term [1]. Given that 
the input power is less than one W, attenuation is one of the main problems with 
the MI system. The MI system works well with microstrip antennas because they 
are easy to manufacture into small, portable devices with low volume and power 
consumption. High-resolution imaging of tumour cells is made possible by the vast 
spectrum of frequencies. 

Patch antennas for SWB/UWB have recently been the subject of numerous publi-
cations [2–23]. The use of substrates with extremely low permittivity, increasing 
substrate thickness, and inserting slots or DGS into the patch or ground are only a 
few of the ways for developing and widening the antenna bandwidth that has been 
described. By utilising a U-shaped feedline, a UWB antenna with a symmetric open 
slot [5] was able to obtain a resonance of 3.1–13.2 GHz. The antenna in [5] is more  
compact than a meandering ground antenna in [7] and measures 580 mm2. An antenna 
with partial ground that has several slots and a diamond-shaped patch [9], an antenna 
with a slotted ground plane and a fowl-shaped patch [10], a hybrid U slot antenna 
[11], and many others are presented in [12–23]. 

Microstrip line-fed antennas, on the other hand, do not completely utilise the area 
that is available on both sides of the substrate, which drives up the cost of production. 
Contrary to microstrip line-fed antennas, CPW-fed antennas occupy the most of the 
patch [17]. In the CPW-fed antennas, patch and ground are on the same plane. 

In [4], a UWB monopole antenna with CPW feed and exposed ground stubs was 
shown. Due to L-shaped stubs, the antenna’s working band was 3.1–12.2 GHz. [6] 
described an antenna with a CPW feed and a polygon-shaped patch. The patch in this 
design uses the fractal approach to improve bandwidth, giving it an operational range 
of 7.86 GHz. A very wide working band from 2.5 to 10 GHz has been created by 
the patch in [9] by employing fractal geometry. A meandering semi-circular antenna 
with CPW feed was described in [15]. The created antenna has a bandwidth of 123% 
and a total area of 30 by 35 mm2. On a FR4 substrate, a wideband antenna in the 
shape of a crown was built [17]. This antenna’s operational band ranges from 4.5 to 
13.5 GHz as a result of an extended U-shaped patch. A triangular patch antenna with 
CPW feed was described in [19] for use in UWB applications. The two ground planes 
are connected by a top cross loop to widen the operating band. However, its overall 
dimension is 1650 mm2. In [21], a spiral patch and coplanar strips were proposed for 
an antenna. But it is challenging to implement in portable communication systems 
because of its larger size. Telsang and Kakade [22] suggested an antenna patch that 
was semi-circular and had slots for CPW feed. However, due to its 40 × 53.3 mm2 

surface area, it is not appropriate for microwave imaging applications. Several of 
the above-mentioned antennas have enormous sizes, rendering them unsuitable for
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microwave imaging systems even if most of them have wide/ultra/super operational 
bandwidths. 

For use in microwave imaging (MI) applications, a super wideband-slotted patch 
antenna is presented in this work. The ultra-wide impedance bandwidth of 25 GHz, 
spanning from 5 to 25 GHz with a small dimension of 16.5 × 20 × 1.59 mm3, may  
satisfy the requirements of MI systems. 

2 Antenna Design 

Figure 1 shows the geometry of the proposed antenna. After being designed using 
HFSS software, an antenna with the following dimensions is constructed on a FR4 
substrate: 16.5 mm × 20 mm × 1.59 mm. The total dimensions are presented in Table 
1. The circular patch serves as the antenna’s primary radiating element. The patch’s 
top has been truncated. The partial ground plane has been truncated at both edges, 
and a rectangular slot is etched from the top side of the partial ground. The radiating 
element has a circular ring slot and periodically spaced triangular slots etched in it. 
The defective ground and slotted patch will result in the development of extremely 
super wide bandwidth. Additionally to enhancing impedance matching, they provide 
direction to the currents produced in the ground and patch. 

Figure 2 depicts the antenna’s development stages. Figure 3 illustrates the analysis 
of the impact of each antenna element on the S parameter of the antenna. Antenna 1 
is a partially grounded, truncated circular patch with microstrip feed. A triple band 
of resonance encompassing the bands of 6.6–11.0, 12.9–21.7, and 27.4–30.6 GHz 
is known for this antenna’s poor impedance matching. Although the antenna has a 
total bandwidth of 16.4 GHz, there are two intermediate notch bands and very poor 
impedance matching at many frequencies.

(a) Radiating Element    (b) Ground plane 

Fig. 1 Schematic of proposed antenna
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Table 1 Optimized parameter of the proposed antenna 

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm) 

a 16.5 f 2.6 k 9.5 

b 20 g 5 l 6.5 

c 5.6 h 2 m 2.3 

d 1.76 i 2.7 n 1 

e 2 j 1.8 o 1.5

Fig. 2 Different stages of proposed antenna evolution 

Fig. 3 Simulations of S11 at 
different stages 

In Antenna 2, a circular ring slot has been etched in the patch and the partial 
ground plane has been etched at both the ends. With this, the impedance matching 
of the antenna has improved resulting in operational bandwidth of 24.2 GHz. Both 
the notch bands observed in the antenna 1 are eliminated in antenna 2. But still the
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impedance matching at many frequencies is very low. In antenna 3 to improve the 
antenna impedance matching, triangular-shaped slots are periodically etched in the 
patch. This improved the impedance matching which resulted in a bandwidth of 
25 GHz ranging from 5 to 30 GHz. Simulations of S11 at different stages are shown 
in Fig. 3. 

3 Results and Discussion 

HFSS Software is used to optimise and analyse the proposed antenna. Figure 4 
shows the antenna’s gain. It has a peak gain of 10.2 dB, a consistent omnidirectional 
radiation pattern, and a small footprint of 16.5 mm × 20 mm. Due to the antenna’s 
small size, the gain at middle frequencies is lower than compared to other working 
frequencies. 

The notch bands between the working frequency bands of 6.6–11.0, 12.9–21.7, 
and 27.4–30.6 GHz were abolished with the insertion of circular ring slots in the 
patch and the truncation of the partial ground. The ground’s truncation and the patch’s 
slot both produced new radiating edges, which raised the associated currents in the 
patch and altered the antenna’s impedance. By adjusting the slots’ dimensions and 
truncation widths while generating new operating frequencies, the notch bands were 
reduced. The slot carved inside the patch hence boosted bandwidth by lowering the 
notch bands. Figures 5 and 6 demonstrate, respectively, how the truncation width 
and slot length in the ground plane affect antenna S11, respectively. By adjusting the 
slot length and truncation width, the antenna’s S11 is examined. Figure 7 illustrates

Fig. 4 Simulated and measured gain 
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Fig. 5 Effect of ground 
truncation width on S11 

how the circular slot radius in the patch affects antenna S11. With an increase in slot 
radius, the antenna’s bandwidth and impedance matching change. 

Fig. 6 Effect of ground slot 
length on S11 

Fig. 7 Effect of circular slot 
radius on S11
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Figure 8 shows the 2D radiation patterns of the antenna at different intermediate 
frequencies. The E and H planes both exhibit omnidirectional patterns at all frequen-
cies. The omnidirectional characteristics of the antenna, which are suitable for MI 
applications, are supported by the results.

The current distributions at 7, 11.7, 16, 20, and 27 GHz are shown in Fig. 9. 
The charts allow one to see how the patch and ground plane affect radiation at all 
frequencies.

The suggested antenna is contrasted with published ultra/super wideband antennas 
in Table 2. The gain, impedance bandwidth, and antenna profile of the proposed 
antenna are all improved.

4 Conclusion 

For microwave imaging (MI) applications, a DGS-loaded small super wideband 
antenna is described. The first step is to create a super wideband antenna with two 
notch bands using a truncated circular patch. To get rid of the notch bands and create 
the super wideband, a circular ring slot is etched into the patch, and ground plane is 
truncated. Etching a slit into the ground and triangular slots into the patch improves 
impedance matching. The outcome shows a respectable super wideband performance 
of 167% (5–30 GHz). It is compact (16.5 × 20 mm2), has a max gain of 10.2 dB, 
and radiates in all directions consistently. The antenna comprised of a slotted patch 
and a defective ground structure (DGS) has been designed on a 1.6 mm thick FR4 
material. The antenna is having a size of 0.27λ0 × 0.33λ0 at the lowest operating 
frequency of 5 GHz. The slotted patch coupled well with the DGS in the ground 
plane leading the proposed antenna to obtain a range of operational bandwidth from 
5 to 30 GHz.
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(a) 7GHz    (b) 11.7GHz 

(c) 16GHz (d) 20GHz

   e) 27GHz 
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Fig. 8 Radiation patterns (E-plane and H-plane)
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      (a) 7GHz               (b) 11.7GHz 

      (c) 16GHz         (d) 20GHz 

(e)  27GHz 

Fig. 9 Current distributions at different frequencies
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Table. 2. Comparison of the presented antenna with other ultra/super wideband antennas reported 

References Size (λ2 
0) Operating band (GHz) Bandwidth (GHz) Peak gain (dB) 

[2] 0.25 × 0.30 1.94–15.4 13.46 6 

[3] 0.23 × 0.19 3.55–12.16 8.61 4.52 

[4] 0.21 × 0.30 3.15–10.55 7.4 5.7 

[5] 0.25 × 0.25 3.0–10.85 7.85 3 

[6] 0.31 × 0.23 3.1–17.1 14 4.2 

[7] 0.22 × 0.27 2.8–11.5 8.7 5.8 

[8] 0.23 × 0.23 2.5–10 7.5 3.35 

[9] 0.25 × 0.36 3.1–12.3 9.2 6.8 

[10] 0.3 × 0.3 3.0–20 17 6 

[11] 0.31 × 0.31 3.04–11 7.96 5.1 

[12] 0.34 × 0.30 2.96–12 9.04 3.82 

[13] 0.34 × 0.40 3.42–11.7 8.28 6 

[14] 0.31 × 0.36 3.1–13.1 10 5 

[15] 0.23 × 0.33 2.18–20 17.82 4.38 

[16] 0.63 × 0.54 4.5–13.5 9 6.08 

This work 0.27 × 0.33 5–30 25 10.2
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A Study on Repeated Game Theory 
in Wireless Sensor Networks Security 

S. Sridevi, V. Veeramani, and S. M. Chithra 

Abstract The performance of mathematical analyses for the learning of ad hoc 
wireless setups yielded limited results for the transformation of movement and traffic 
patterns, the theory of dynamic games, and the connection irregularity that separates 
these networks. Inspired by various studies, this work would theoretically influence 
all other researchers, addressing game theory, and generally, it would be preferred 
to calculate the probability of networks beforehand. This article describes several 
connections in advanced wireless networks that are often designed to be readily 
available. It allows the investigation of code of conduct and management plans for 
the existing resources, as well as the creation of mechanisms that promote balance 
and encourage individual users to work generally in a fruitful manner. The modern 
literature is reviewed on situational setting research game theory, proving its compat-
ibility with power control and waveform change, mediocre input control and beat, 
and knot engrossment. 

Keywords Ad hoc networks · Repeated game theory · Nash equilibrium · Power 
control · Waveform adaptation 

1 Introduction 

The theory of repeated games has shown that as long as households do not discount 
future costs and benefits, at an expensive rate and as long as behavior is mutually
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observable, social norms involving the use of sanctions on non-cooperative behavior, 
enable cooperation to be maintained. A theoretical assessment of security consid-
erations within the Wi-Fi framework of reference networks are studied. As stated 
previously, mobile sophisticated channels are one type of network. Most security 
procedures require a password for lag channels in mobile ad networks, automo-
bile systems, Wi-Fi systems, and verification of delay-sensitive networks. So, every 
mobile phone major retailer has an asymmetry key pair, and each message is agreed 
to sign with much of the same unique key. Although the keys may not always appear 
to be protected, it will be identified by third parties in addition to learning the places 
and patterns of network nodes. Consequently, when nodes recognize each other, it 
could perhaps avoid publishing private information texts [1]. 

Renaming the nodes was performed to achieve a higher position in cyber security 
on Wi-Fi advertising networks. However, if a base station keeps changing its name, its 
private information also isn’t shielded, and the tracking system can still work properly 
in the situation. As a consequence, in this case, position data security necessarily is 
required to the help and support of neighboring network nodes. Because of these 
reasons mentioned, the integration of name adjustments has piqued the interest of 
many researchers, and various systems have been suggested. A station is used to 
synchronize name settings that were variables previously [2]. 

Furthermore, the compounding zone method is proposed to increase the security 
level. A combination zone strategic approach, in the lack of infrastructure, initially 
defines a specific area for analytical purposes. As a direct result, all connected devices 
within the area will use the renaming procedure to ensure data security. It lacks 
flexibility, however, because zoning location must be learned before trying to enter 
the node zone. Swing protocol is suggested to solve this type of problem [3]. It 
characterizes the base station entry point ahead of time in order to create a username. 
If a node’s security feature is not at risk, then this will alter its name to enhance 
position safety. However, it lacks the flexibility to integrate this same show’s name 
change with different nodes. The system of game theory was applied to the dilemma 
of renaming this entire framework. 

As pointed out before, repeated gamification can be divided into two parts. Players 
in repeated cooperative games do not seem to identify. They are ready to work with 
neighbors and friends to reach high positions safely. Players act selfishly in non-
cooperation games [4]. They are those who simply care about their privacy and don’t 
seem too willing to cooperate when their loved ones are trying to improve their 
privacy. Numerous records investigate this issue in the context of sporting events 
cooperation. On the other hand, each node on the globe acts for selfish reasons. As 
a result, the repeated game is pretty realistic. Justin Freudiger was the first one to 
scrutinize the game-theoretical facets of privacy protection on cellular operators. A 
repetitive game theory technique was used to assess in multiple cases [5]. 

Nevertheless, because of the obvious small group of players, the technique has 
some problems understanding the privacy protocol. Based on the scientific hypoth-
esis, an extreme protocol was proposed. Each node makes an attempt to fix its clas-
sification based on one’s own pay and the survival rate of its environment. As a 
consequence, in order to solve this issue for a restricted number of players, a bluffing
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strategic plan that interrupts its very own path is hired, seeking to stop the phone from 
having to follow the monitor [6]. As a direct consequence, when trying to design 
good process jobs across the world, the non-expertise are considered so that video 
game players do not need family and friends to comprehend their different kinds. 

1.1 Objective of This Paper 

• Node movement in sleep mode sensor networks increases the net lifetime. 
• Existing game theory-based protocols for lifetime control are not supplying 

sufficient. 
• This research uses Expectation Extension for lifetime security effortless sensor 

node gathering. 
• Sensor nodes are remunerated for data transmission through a community sale 

device. 
• This research produces good outcomes in simulations-based connections with the 

existing rules. 

1.2 Motivation 

In the latest days, discussions on topics like health, naval strategy, and environmental 
monitoring have predominantly employed Game Theory (GT). The overwhelming 
acceptance of the GT with wireless sensor network (WSN) served as fuel for its 
growth. There are restrictions though because the rewards are greater. In GT with 
WSNs, choosing the best cryptographic method is encryption provides all security 
forces. The code size, data size, processing time, and energy consumption of cryp-
tography techniques used in WSNs all need to be taken into consideration. When 
the necessity for environment sensing arises, WSN will undoubtedly find more and 
more possibilities given the rapid growth of both electronics and wireless technology. 
On the other hand, both the business sector and the scientific community have been 
attentive to the advances of WSN theory and systems. The usage of GT for WSNs has 
grown among many other alternative strategies; as a result, the focus of this research 
is solely on using GT for WSNs. 

2 Literature Review 

This section looks at the recent approach to the mobile user as a short-term and long-
term benefit system of the twentieth century, which aims to provide a cost-effective 
plan to encourage deliberate negotiation. Sasmita Sahoo [7] has developed a set of 
repeated game cooperative finite databases for distributed wireless sensors.
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The most widely used optimization profile in RGT is for examining distribution 
and mobile delivery Wi-Fi rates. Using RGT as a foundation, the proposed target 
line for mobile users aims to reduce costs while maximizing lifetime gains. Wu 
et al. [4] analyzed from an economic and RGT perspective. The study applied the 
most comprehensive set of game theory rules possible, using it to the furthest extent 
possible. 

Wu et al. accepted Shapley values as the combination’s payoff allocation device 
based on game theory. Wu et al. [8] made the WSN combinations on the foundation 
of WSNs and proposed the concept of attentiveness constant to size the coalitional 
outlines and then used NE to regulate the estimated data transmission plans of the 
molded coalitions [9–12]. 

Vanbien et al. [13] designed an integrated energetic range sharing organization to 
enhance the spectrum utilization and exploit the profit of operatives for cooperative 
wireless networks. Gehrmann and Gunnarsson [6] discussed how to use the WSN 
model and the resultant security structural design to gather data distribution and 
controller of safety–critical procedures. Khan and Ahmad [14] suggested that many 
IoT works are liable for driving tasks in opposite directions and making artificial 
corporeal objects difficult to use without social mediation. 

Satapathy and Sarma [15] proposed ways to protect WSNs by certifying port secu-
rity, shutting down port advancing and non-original harbors as soon as not necessary, 
using anti-malware software, firewalls, and intrusion detection systems, checking 
unsanctioned Internet rules reports and ensuring the structure is patched up and 
saved up to date. Lee et al. [15] proposed an occurrence tree liability quantification 
way based on game theory. Repeated game model theory was used to describe the 
communication between non-similar nodes and aid the trust level to exactly detect 
opponents, which effectively decreases the resource depletion [16, 17]. 

3 Mixing Zone and Level of Safety 

Numerous techniques are being used to protect the mobile data type private infor-
mation; as a consequence, the data type location data is secure, and it can be easily 
monitored by the opponent. This section explains the technology behind the name. 
The standard technique does have limitations, as backed by the professional qual-
ifications segment. So, in order to overcome these constraints, several strategies 
are implemented in a highly complicated area. The pattern of complicated areas is 
numerous hubs, which is recognized as blended zones that connect a hard-fast region. 
In this zone, participating machines exchange the same names. As a consequence, 
this same tracker could indeed equate the new name with the old one. However, there 
is still the problem of monitoring one’s time and site connections [18–22]. 

As a direct consequence, two additional approaches were developed to solve the 
initial made by mixing area strategy. First, the communication systems shut down 
their transceivers and transform the combination area into something perplexing. 
The participating devices could use a bluff strategy to reduce road deterioration and
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ensure a certain degree of safety. Consider a cellular connection largely composed of 
n mobile nodes. The node mix gets the drop-down box ‘t,’ comparable to the delete 
procedure, and a base station can introduce the name change process by transmitting 
a trigger message. If the smartphone base station needs to fill in the knowledge 
of its neighborhood, it will choose its move based on the type and distance with 
its neighbors and friends [23]. Because all opponents are in the immediate area of 
cooperative work, all terminal points included will begin to switch name directly. If 
the access points around something are cracked, then it will compute the difference 
between both itself and its cotenant. An access point will use a fake strategic plan 
if the evaluated distance is less than the selected gateway. If indeed the evaluated 
distance surpasses, it will close its transmitter and consider the next move as a history. 
At the same time, the endpoints will be unable to converse with one another [6]. 

If any node somehow doesn’t know exactly what sort of opponent it is against, it 
will change the name by forecasting exactly what sort of opponent it is up against. 
If the overall number of players in the mixing zone is much less than four, there is a 
way of measuring the gap as well as clearing the trail. The performance name switch 
tactics do not collaborate well for a comparatively tiny number of nodes since it has 
the relatively simple possibility of announcing the deficiency type to its opponents, 
and irrespective of whether or not its opponent collaborates, the level of security 
remains abnormally low. This motivates to narrow the extent of confidentiality to 
choose a bunch of players. If the name changes inside the opponent’s view, the 
opponent will start noticing that now the participating devices change the codename 
in their confined environment. It will make a comparison of the codename before 
and after the transformation, enabling it to predict connectivity with one of the most 
increasing competitiveness [18]. This same task security level of the consumer with 
whom i used to work was at the same time the most effective name change. 

Hi (T ) = −  
n(T )∑

d=1 

P(d/b) log2 P(d/b) (1) 

where H is the consumer, i is the security flat, T is the length of time in which the 
user’s binomial nomenclature has altered, and P(d/b) is a new name for message d. 
Chances of this happening has something to do with the old, shortened form b. The  
divisor of itinerant nodes at T is n(T ). The possibility to achieve image privacy has 
been defined as the total number of endpoints and the mutability of their places in 
the posse area [5]. The tail will quickly find the owner’s level of privacy when there 
is just one node as well as stops the codename, so Hi (T ) = 0. The enthalpy change 
will profit from continual odds propagation for P(d/b), and log2 n(T ) can be the 
level of security of something like the mobile cost.
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3.1 Loss of Security Level 

The level of protection of portable knots varies based on the scene and duration. As 
a consequence, the institution can be evaluated using the masterpiece affiliated with 
scene safety radical chin. The safe custody level deviance over time is declared as 
the hidden loss task βi

(
t, T l i

)
in this work, in which t is the matter of seconds and 

T l i is the moment for the most impact fake identity transition knot i. For a provided 
T l i , humans can hold 

βi
(
t, T l i

) =
{

λ ∗ (
t − T l i

)
for T l i ≤ t ≤ T l i 

Hi
(
T l i

)
for T l i ≤ t 

(2) 

In the team’s observation-based rule, anywhere and everywhere l is the tip, and i 
is the ego. l sets a limit on how quickly this same pain of loneliness propagates. The 
highly focused benefit of βi

(
t, T l i

)
just at phase from the last name change seems to 

be similar to the scene security plan, which can be seen [8]. So, with this cost route, 
the consumer node i at t’s organization is 

Hi (T ) = Hi (T 
l 
i ) − βi (t, T l i )t ≥ T l i . (3) 

4 Mathematical Modeling 

Definition 1 The strategic interaction between competing or cooperating goals when 
the limitations and compensation for efforts is being taken into account is referred 
to as a game. 

Definition 2 In a game, a player is the fundamental entity that participates in the 
game with a finite number of other players, represented by n, and is incharge of 
acting rationally for each player i represented by Ni . In a game, a player may take 
the place of a human, a machine, or a team of players. 

Definition 3 ui : N → H , which evaluates the consequence for player i influenced 
by the activities of all players, indicates the utility/payoff, which is the favorable or 
negative payoff to a player for a specific action within the game. β = ni∈N Hi , where 
the Algebraic combination is represented by the notation. 

Definition 4 A technique is a plan of action that a player can take while playing the 
game, as indicated by a strategic game ⟨N, β, ui ⟩. 
Theorem 1 An ideal sleep–wake-up algorithm for the i -barrier scope repeated game 
with the wireless sensor networks technique.
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Proof A sensor network N is considered. Let ‘m’ be the extreme number of node-
disjoint paths in the coverage graph H(N ) connecting the simulated nodes i and l: 
Additionally, a sensory node’s lifespan is maintained at one. Any S-MAC sleep– 
wake-up algorithm for the i-barrier cover game can attain a lifespan of at most 
l/i. 

It should be established that the repeated game with the wireless sensor networks 
algorithm can achieve a lifetime of the network of l/i in order to establish the theorem. 
The Stint algorithm offers i-barrier coverage for i units of time t. The proof is complete 
when n mod i equals 0. Therefore, n mod i0 is considered. The implication is that 
i < T < 2i . For  l/i units of time, they give i-barrier coverage. T = n − li  therefore 
l/i. So, for l/i units of time, the Stint algorithm offers an i-barrier covering game. 

Theorem 2 It is NP-complete to solve the Cluster Protective Covering Lifetime with 
Non-Zero Path Switching issue. 

Proof By comparing the Node-Disjoint Barrier Cover Duration with Non-Zero Path 
Switching issue to the Barriers Cover Life with Non-Zero Sensor Switching issue in 
NP, it can be proven that the barrier coverage lifetime with non-zero sensor changes 
problem is NP-complete. 

The Node-Disjoint Barrier Coverage Duration with Non-Zero Path Switching 
problem is how the partitioning problem is reduced. A sensor system is built using 
an application of the split issue as a starting point. It is assumed that the deployment 
region is rectangular, with the bottom left corner at the origin, or with coordinates 
(0; 0). The coordinates are set for the right-bottom corner (2i; 0).  Let  ∈ > 0. A sensor 
is installed at coordinates [H, (n − i)(2n + λ)] for each integer Hi ∈ N . l = ∑n 

i 
ni 
2 

and i = 2 are  set.  All  n paths connecting the two virtual nodes i and l in the covering 
graph of this sensor network are node disjoints. 

If the split problem has a ‘sure’ response, then Ti , i = 1, 2, 3 . . .  .  . . .n such that∑
i∈n Ti =

∑
l�n Ti . Now that the set of sensors can be divided into two sets according 

to Ti and 1, 2, 3 . . .  n − l, where each set provides i-barrier coverage game for l units 
of time, the sensor network may accomplish k barrier coverage for l units of time. 
As an approach, the sensors can be divided into two disjoint groups so that each 
set gives i-barrier covered game for l period of time if the sensor network provides 
i-barrier cover game for l period of time. This occurs as a sensor is turned on, and it 
remains that way till its lifetime (Tl , for some l) is over. Additionally, if the network 
delivers i-barrier coverage for l time units, each sensor has completely used up its 
lifetime.
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4.1 A Secure System 

Security is typically made an essential part of an organization’s strategy, with the 
protection offered by a separate segment. After dividing these shared keys, the modi-
fied version of the key trying to set up a path, on the other side, precludes the cumu-
lative total of the latest nodes just after lean management. Aside from the utilization 
of modern sensing devices, cryptographic protocols (such as Daffier Hellman’s flag-
ship) are an extra option. One of most major improvements is that one base station 
can see the retreat crucial with opposing base station inside the network [8]. Some 
other point of view is to reorganize the infrastructure using a single geometrical 
force held in common by each node pair, regardless of the fact that this force is not 
correctly evaluated. Each node inside n-node sensor nodes must recite the (n − 1) 
key, and

(
n(n−1) 

2

)
key should be installed inside the system. Some other alternative 

is to use shoe keys that link up to a trusted ground station. Each base station just 
wants to give one key with both the lower terminals, and the keys are installed with 
opposite stations via the lesser station. 

The lesser station continues to suffer some failure as a result of the agreement, and 
because there is just one station, the network connects harm packaging to the lower 
depot and eradicates the risk of force attack [18]. Random key redistributing wealth 
methods [2] are developed in recent years, in which an outer group of symmetric key 
encryption is selected and dispersed to a randomly selected subset of the collective 
at each sensor network. The network entities that want to interact, look for their 
organizations to see if they have public keys; if so, they utilize seeing the session 
key. Every pair of nodes does not really have public keys, but if the opportunity of 
uncovering the mystery is high sufficiently, the hubs can find buttons with a huge 
number of nodes to shape a densely integrated network. 

Correlation to a reliable base station is precluded by the key distribution automated 
system. The disadvantage of this approach would be that aggressors who interact 
on various fronts can sidetrack the strategic plan by reconstituting the whole core 
team. It is hoped to start investigating simplified arbitrary key redistributing wealth 
strategies in the long term, as well as hardware support for general core cryptography 
and much more efficient overall encryption polynomial kernel (such as elliptic curve 
cryptography). 

Finally, a secure and efficient key distribution mechanism for large-scale sensor 
networks that allows for simple key setup is preferred. Many detector application 
programs, like traditional networks, require ear bud, touchpads, and glove compart-
ment modification protection. Cryptography is a common security measure [24]. 
Because, once crypto is interconnected to sensor networks, interesting commercial 
transactions emerge for instant interaction, with end-to-end data encryption, a high 
degree of protection. The keyboards, on the other hand, have seemed to be conflicting 
with the silent ability to participate and must be assembled in smaller classes. The key 
design has been simplified and is supported by correlated encrypted communications, 
with such a network level able to share key.
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4.2 Network Security Services 

The most basic security sources to safeguard smart sensors are studied. Secure wallet 
or purse management, intercept identification, and safe data collection are just a few 
of the security tools represented. The networking and telecommunication abilities of 
each terminal in most wireless sensor nodes are restricted. However, organizations of 
nodes are utilized to collect and evaluate interesting network information. One node, 
for instance, is in control of the show’s merged tracking of a means of transportation. 
Specific knots in a bunch can change rapidly and unpredictably. Groups perform 
many of the key functions in sensor networks. The group calculation’s effects are 
typically sent to a ground station [25]. To make sure that it happened to come from 
such a capable gathering, the weekly magazine must be lawful. Wireless sensor 
networks seem to be prone to a range of threats. Traffic as well as prolonged activity 
are generally monitored and analyzed for discrepancies in wired broadband at fence 
posts apart from similar marks. It is often expensive in terms of network memory and 
power consumption, by its inherently restricted bandwidth. In terms of declaration, 
power, and memory usage, wireless sensors necessitate a highly decentralized and 
expensive reaction. As a consequence, it is necessary to comprehend inconsistencies, 
apps, and standard types of threats [11]. Recognizing how combined opponents can 
strike a scheme is critical for researchers and practitioners. The use of secure groups 
could be a hopeful way of detecting distributed intrusion. 

For example, to prevent wrong alarm systems in true action recognition, the system 
could indeed estimate the temp or humidity of the segment, or merge sensors data 
to quantify the verity and speed of an object moving, or accumulated data. Build-up 
can occur at numerous places inside the wireless sensor nodes in expectation of the 
wireless network’s setup. All points of the gathering must be shielded. For the users 
with reliable acceptance, powerful approaches are useful. Underneath the right set 
of assumptions, sampling a tiny fraction of the endpoints and deciding whether they 
must function nicely can help detect various types of attacks [5]. 

4.3 Simulation Setup 

The NS2 simulation model is being used to assess the hypothesized Power Effective 
Speed Transmission scheme. The simulation parameters are provided in Tables 1 
and 2 shows the radio power consumption.

4.4 Simulation Results 

The NS2 is used to accomplish the timetabled Strength Effective Speed MAC 
protocol. The network size is fixed for the demonstration and independent inquiry of
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Table 1 Simulation parameters 

Parameters Value 

The quantity of loops 50 

Location of the system 100 × 100 
Scope of signaling 16 m 

The preliminary electricity 2 kJ  

Hooks for transmission and reception 60 ms 

Spectrum of transmitting 20 m 

Message measurements 64 Bytes 

The restrict of power generation Eth 0.001 mJ 

Recurrence of the channel 2.4 GHz 

Prototype of propagation loss Two ray model 

Table 2 Radio power consumption 

Mode Transmit Receive Sleep Idle 

Electricity (mW) 42 29 100 µW 12.36

PELLMAC practitioners with S-MAC practitioner virtual environment boundaries. 
A modeling setup with five levels, ten endpoints in each stack, and four starts to sink 
can be used for fast S-MAC and PELLMAC consumption. This comprehensive chart 
illustrates that PELLMAC requires less power than S-MAC. As a direct consequence, 
the PELLMAC procedure uses up to 65–73% less energy than the existing S-MAC 
with regular intervals of sleep procedure. The corresponding results are shown in 
Figs. 1, 2, 3 and 4.

In Fig. 2, S-MAC’s consumption with periodic sleep is significantly greater than 
PELLMAC’s and lesser than S-MAC’s snooze method of operation. As a direct 
consequence of the S-MAC method of operation, the sensor networks have devoured 
more power and the ability to remember waking up regularly, even when there is no 
traffic congestion inside the sensor net. The PELLMAC requires less power than the 
S-MAC rules due to the spaced scheduling. Whenever the number of knots is 10, the 
suggested PELLMAC mode of operation consumes 32% less electricity and saves 
88.89% of its energy than the established S-MAC with 10% of overall responsive 
snooze. 

Due to the obvious hybrid technique used in the PELLMAC procedure, the 
capacity factor of the scheduled procedure is 71% significantly greater than that 
of the S-MAC procedure.
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Fig. 1 Comparison of energy consumption based on message interval arrival period 

Fig. 2 Comparison of energy consumption based on nodes

4.5 Advantages and Disadvantages

• Taking into account the multi-dimensional and full-scenario worldwide connec-
tion that will continue to grow in the future networks will become a new direction 
for future network planning, operation, management, and running as well as a 
crucial way to achieve network intelligence and efficiency.
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Fig. 4 Power efficiency comparisons with S-MAC

• Users will be better able to understand the network state, easily mine important 
network data, and explore cutting-edge network applications with a more amiable 
immersive interactive interface, thanks to the projected display of the real world 
and virtual interface map of the network.
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• Users may also be shown the dynamic change process, real-time status, and future 
development direction of the whole service life of the network together with the 
wireless network model. Different network elements and structure information in 
the network can be dynamically shown. 

• In order to promote the efficient repair of weaknesses in the wireless network, 
this study investigates the mining and repair of vulnerabilities based on the 
evolutionary game theory from the perspective of the lifespan network security 
vulnerabilities. 

• This work has made some advances in choosing a data security approach for 
commercial networks based on repeated game theory. In contrast, there are 
numerous random interference variables in the attack and defensive process in 
the actual network environment, such as a change in the system operating envi-
ronment that will cause a change in the game model. To further improve the game 
style, stochastic aspects should be taken into account in the future study. 

5 Conclusion 

On the basis of energy lifespan, link quality energy usage on a per-packet and per-
individual basis, and network throughput, PELLMAC, and S-MAC performance 
are assessed. The focus is on discussing PELLMAC and S-MAC’s performance in 
comparison with other network architectures. When compared to PELLMAC, S-
MAC performs better since it increases network throughput and longevity while 
using less energy. The energy consumption per packet is decreased to less than 30%, 
the throughput is raised by two times, and the network lifetime is improved by more 
than 70%. The comparison of PELLMAC with S-MAC reveals that PELLMAC 
boosted network throughput by 1.82 times, increased network lifetime by more than 
70%, and decreased energy usage by more than 30%. 
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An Overview of Information-Centric 
Network: Concepts, Network 
Architecture, Comparison, 
and Difficulties 

Antonio Cortés Castillo 

Abstract In the past decades, there have been traditional network architectures that 
were responsible for routing data between various nodes using different types of 
IP addresses through a router using different types of routable protocols such as 
TCP/IP. But these networks presented a problem with respect to the management of 
large volumes of information. Faced with this situation, the Telco industry proposes a 
network structure called Information Centered Networks (ICN), which is a part of the 
Content Centered Network paradigm. The ICN help distribute and retrieve content 
on the network once they are requested by the user, which allows independence in 
the location and storage of this cached content in its various ICN nodes. In turn, 
the ICN architectures use protocols that allow the unique assignment and sending 
of data objects when making use of the respective network. Hence, the goal of the 
ICN topology is to deliver these data objects to users located in the network, in 
contrast to networks that use TCP/IP protocols and in which communications is 
carried out between the various nodes of the network. The main objective of this 
article is to familiarize users by comparing different proposed ICN architectures, as 
well as network caching and ICN transformation. 

Keywords Information-centric networks · Information-centric networks 
topologies · Named data networks · Network caching · Information-centric 
networks transformation · Service identifier · Data-driven 

1 Introduction 

Today, people use the latest generation of networks to view content through various 
devices (e.g., mobile devices, tablets, etc.) rather than having a direct connection to 
some person, device, or server [1]. This situation meant that the network operator 
providing the service had to have a new optimized network architecture to allow

A. C. Castillo (B) 
Department of Computer Science, University of Panama, Panama City, Panama 
e-mail: antonio.cortes@up.ac.pa 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
G. Rajakumar et al. (eds.), Intelligent Communication Technologies and Virtual Mobile 
Networks, Lecture Notes on Data Engineering and Communications Technologies 171, 
https://doi.org/10.1007/978-981-99-1767-9_3 

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1767-9_3&domain=pdf
http://orcid.org/0000-0001-9654-1765
mailto:antonio.cortes@up.ac.pa
https://doi.org/10.1007/978-981-99-1767-9_3


28 A. C. Castillo

content retrieval, thus allowing the optimization and increase of the network topology 
performance [2, 3]. At the same time, the idea behind the ICN structure is that more 
users they can diversify their needs through the request of diverse massive content 
that can be stored on a server or on a content router. As such, these are considered 
within the context of the ICN as a unit, the named data object (NDO), which consists 
of a unique identifier, data, and metadata. This NDO uses name resolution, and 
its main function is to be able to send content over the ICN network, using routing, 
forwarding, and clients as participants. For example, Fig. 1, you can have two clients, 
in the first stage you run with the origin location, and then use the step to request the 
forwarding of the message, which is the name resolution system. In the second stage, 
routing through the ICN network carrying out by using the name of the content, which 
requires connecting to a content router (CR), thus allowing the storage of requests 
made by users in the form of object contents. Therefore, there are two ways to route 
the information for this content through the ICN. First, a Distributed Batch Table 
(DHT) using for routing, and the second way is to use unstructured routing, which 
is IP routing. Thus, the performance of NDO is achieving through the storage of 
the content from the closest router in the ICN network; thus, there is a variety of 
copies that distributing in the network and can share between the nodes of the net. 
The storage is done in the content router (CR) of the target node, which allows the 
ICN architecture to use its own storage method. 

On the other hand, in an information-centric network, the client manages the 
recovery of segmented NDO by retransmitting them as NDO are replicated in 
networks nodes. Also, in terms of network efficiency and optimization, content-
centric networks make peer-to-peer communication an inefficient process in an IP 
network environment, where user management of applications is proposed.

Router 1 Router 2User 1 User 2

- Request the 
forwarding of the 
message 

Content 
Router (CR) 

Content 
Router (CR)

-The name of 
the content 

Distributed Bath Table 
IP routing 

Packet of data 
behind of network 

Methods for sending the data contents through the network

- Receives data 
package from 
user 1 

Fig. 1 Named data object in the context of ICN 
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2 Related Work 

However, to efficiently utilize network resources and be able to deliver content to 
users on time, information-centric networks use network layer-level content names 
[4] and caching techniques in the network [5, 6]. In turn, these requests are made by 
the various clients and are processed and stored by a content router on the network-
centric on information, instead of using proprietary servers of companies in charge 
of storing this content. Correspondingly, content names have no link to any location 
on the network, so their management carrying out separately in the communication 
session, which allows [7] to simplify the ubiquity of the user without the need to estab-
lish new communication sessions. Therefore, instead of protecting the communica-
tion medium between two nodes [11–13], the information-centric network protects 
these content names through the user’s digital signature [8, 10]. 

So, information-centric networks allow routing based on content names, the 
storage of this content carrying out through routers that locating closer to the network 
and data security, allowing an analysis of some problems encountered in those 
networks based on IP protocols, which allows predicting a new future with respect 
to Internet Architectures [14, 15]. 

However, ICN allows for better control over the performance of network content 
flow control, as well as establishing content-oriented access methods and simplifying 
security procedures through autonomous data management and processing. Like any 
new network architecture that arises, as is the case with ICN, [16] it is still in an early 
stage and there is still aspect to consider. For example, although the storage of content 
through a router that is closer to the network helps to improve network performance 
considerably, and the techniques used for content storage present problems with 
respect to the veracity and authentication of these contents. In this same direction, 
the content that storing in the ICN in a more generalized way in the network allows 
for achieving an optimal and efficient delivery for the users. The privacy of users on 
the network where the content storing is important to considerer the integrity of data 
objects, as these data objects can be stored in content routers located anywhere in 
the network by allowing an NDO to authenticate. Likewise, it is important to have 
methods that allow validating the authenticity of named data object. Another aspect 
to consider is the name of the data object since these are identified by a unique name 
that using as an identifier of the data objects. 

Needless to say, projects related to the ICN propose some solutions to the prob-
lems that may occur at the time of construction of a network structure centered on 
information [17, 18]. 

For this article, comprehensive information is provided on the different 
information-centric network topologies, taking Named Data Networks (NDN) as 
a reference, which allow converging with various network structures using single 
data-centric network information. Information-centric networks are more secure and 
flexible since they allow eliminating redundancy now in which the client makes a 
request for the content, which is represented by means of content objects that storing 
in the closest router from the node destiny. In the context of data-driven, this type of
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model is more oriented to applications and organizational culture, where companies 
focused on applications present problems related to data replication, costs, non-real 
time, vision not integrated, departments divided by silos and partial intelligence. 
While data-centric is more focused on the robustness of the network architecture 
itself, the optimization of bandwidth and the improvements in the performance of 
the balance of data load in the network. In this way, the ICN presents a set of aspects 
that will help improve the problems of current and future networks in the context of 
Internet network architecture. 

Some of the limitations in this work are specifically presented in the use of empir-
ical data for the simulation of the proposed network architectures in the ICN field, 
which would allow us to better observe the behavior of these network models. Some 
of the free software tools used to simulate these environments involve using very 
specific versions of the Ubuntu operating system with updates to the PHP program-
ming language, which sometimes results in incompatibilities with the packages used 
to run the applications. 

Followed by the introduction, we have Sect. 2, in which essential concepts of 
information-centric networks are presented. In this same direction, in Sect. 3, some  
of the network structures most used in information-centric another issue that must be 
considered and evaluated. In addition, its networks are described. Similarly, in Sect. 4, 
an essential discussion of information-centric networks is performed. However, in 
Sect. 5, the article conclusions are outlined. 

3 Proposed Work 

3.1 Essential Concepts of ICN 

The management of large volumes of information is one of the obstacles of current 
traditional networks that do not allow offering better services to their users, so new 
alternatives to this problem are presented, such as information-centric networks that 
allow managing these contents of data in a more efficient and timely manner, making 
the network architecture more cost-effective to have more optimized bandwidth with 
better information flow as we can see in Fig. 2, aspects that current Internet IP 
network slack. In view of this situation, access to data content is proposed, through 
forwarding and storage in content routers, which allows better distribution of data 
and an improvement in the bandwidth of networks focused on information. This 
is achieved through the unique identification of data objects (a technique known 
as naming), which locates named data content in the network structure based on 
information referenced by content routers bandwidth are subsequently sent to their 
respective recipient nodes (procedure known as routing), which allows establishing 
a level of security for those data contents that travel through the information-centric 
network (which we will call security), thus guaranteeing the independent mobility 
of users through the ICN (known as ubiquity).
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Fig. 2 Essential elements of an information-centric network 

Figure 1 shows the first stage which consists of storing the data contained in the 
content router (CR). Subsequently, in the second stage, the various user requests are 
served from any node of the information-centric network, and finally, in the third 
stage, before responding to client requests, we proceed with the optimization of the 
data objects data in the information-centric network node. 

Therefore, network architectures such as information-centric networks are 
composed of a series of elements, as we will show later. 

3.1.1 Naming Data Object (NDO) 

The identification of data objects in information-centric networks, regardless of 
which content router they are in, is carried out through a fundamental component such 
as the naming data object. To identify these data objects, the route firstly uses a hier-
archical name structure and a similarly flat name structure. The hierarchical naming 
structure is related to the information that is used to route content the network, which 
helps improve performance in the various processes that are used to route content. 
To improve routing performance, hash tables are used that point to a data object such 
as a data name or data content. According to the value that these hash tables may 
have on the network, the flat name structure produces several names with a fixed 
length for each data object, thus allowing to speed up the sending of the data content 
through the network.
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3.1.2 Routing Data Object (RDO) 

To carry out the routing of the data objects, the information-centric network must 
have to its credit the resolution of names, followed by a route between the nodes 
and finally the delivery of this data object to the client. Name resolution allows the 
data object to be sent in a predetermined coverage area, while the route between the 
nodes allows the investigation of the route that the router must carry out to deliver 
the data object according to the user request. On the other hand, delivering this data 
object to the user allows the requested data object to be routed to its respective user. 
In turn, routing in information-centric networks dominate routing-by-name (RBNR) 
and location-by-name routing (LBNR). 

3.1.3 Security 

Information-centric networks to be able to store data objects in the internal memories 
of content routers see the need to validate these data objects in such a way that 
they maintain integrity and reliability in what they contain. Due to this, security 
mechanisms must be incorporated to guarantee that these data objects have not been 
previously modified by another entity. Therefore, making the data objects robust and 
reliable is a process that is considered in the ICN. If any of these security techniques 
fail, the compass is opened for DoS-level attacks to emerge in which malicious code 
is released on the network. 

3.1.4 Ubiquity 

The idea that one has with respect to the ubiquity of objects in a pre-established 
space and time is intrinsic to the mobility of users since it makes the uninterrupted 
reception of content by clients more flexible, regardless of where they are located, and 
initially without a perceptible interruption in the applications that are in information-
centric networks. In turn, the retrieval of content proposed by the receiver of the 
information-centric network allows n clients, located in different parts, not to see the 
continuous reception of content interrupted. However, if we take the idea of mobility 
to the context of servers, the scenario is a bit more complicated, because mobility 
in information-centric networks requires working collaboratively with the various 
routing process, which allows identifying data objects that bear a level of similarity 
to the data object being transmitted. 

3.2 Types of Architectures for Information-Centric Networks 

Some of the most common network structures in the context of ICNs are detailed 
below.



An Overview of Information-Centric Network: Concepts, Network … 33

3.2.1 MobilityFirst Architecture 

The MobilityFirst architecture arises as an alternative to Internet IP addressing 
networks, where communication is carried out between the source and destination 
node through a pre-established route. In this same direction, this type of network 
architecture divides the names, identified by conglomerates of data content of the 
network addresses, in which there are various access points that allow users to connect 
when they have various locations connected and reconnected to the network struc-
tures more than once (multi-homing). In turn, the MobilityFirst network uses a unique 
identifier called Globally Unique Identifiers (GUID), which allows any object in the 
MobilityFirst network to be identified. This network identifier helps attach objects, 
which come from routers, nodes, servers, content, etc. In MobilityFirst networks, the 
globally unique identifier manages network services and the service identifier (SID), 
which is used in multicast, unicast and multi-homing services. The use of the SID in 
the previously mentioned IP transmission modes is intended for the data packet to 
travel through the network in such a way that it reaches the addressee. These SIDs 
help conserve bandwidth and reduce network workload by getting data packets to 
their destination in such a way that they don’t get lost in the network and create 
unwanted bottlenecks. 

MobilityFirst network architectures route information across the network in a 
hybrid fashion, using GUIDs and Named Addresses (NA), allowing for network 
growth. It is important to mention that GUIDs manage network services through the 
network mac address, which uses an IP address assigned to the network port, which 
allows packets to travel on the network and reach their destination. In this way, the 
data that is routed in the network is stored in a Generalized Storage Aware Routing 
(GSTAR), since if the network presents problems, the data can be temporarily stored 
in the router using this GSTAR protocol, since these have the capacity to store data 
and allow caching in the router for the transmission of content, which helps to resolve 
the instability that may occur in mobile networks and avoids retransmission of lost 
data from the origin node thus avoiding network congestion. In turn, the routers that 
allow temporary storage of data have the capacity to send large data files on the 
network. In addition, routers allow the temporary storage of data, with routing tables 
that are stored in a database of the same router, in which there is the name of the 
data packet, the source and destination addresses for this packet of data and a unique 
identifier that allows the packet to reach its destination. 

In turn, the data transmission in a network structure, MobilityFirst, is carried out 
between the nodes of the network, using the hop-by-hop technique in packet routing, 
as seen in Fig. 3, and in which the distribution units of (PDU), receive and store 
at each network hop and transmit the data at the next hop, which provides better 
performance in supporting network mobility.
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3.2.2 Named Data Networking (NDN) 

The Named Data Networking network architecture is based on data, as opposed to 
IP networks, which base their data routing on the host, are responsible for managing 
name data, and in which communication carrying out using data packets and interest 
packs. Each of these packets, in turn, has a unique data identifier (UID), which allows 
the data to be identified from its name. In contrast, the packets of interest have a 
selector that allows a concise description of the packets of data that transmitting on 
the network; therefore, a random sequential number is generated that we are going 
to call Nonce, which guarantees that the data contents can be encrypted between 
users who communicate through the network. On the other hand, packets also have 
a very specific way to ensure their transmission in the network, namely by assigning 
a signature in the same packet. In network topologies (NDN), data delivery basing 
on names, while in traditional IP networks it is making up of IP addresses. These 
packets consist of addresses and names that allow the user to be identified. In the 
following figure, Fig. 4, the internal structure of a data packet and that of a packet of 
interest are shown.

In this same direction, the forwarding processes of the data packets of interest, 
stages 1–3, that carry through the routers, as shown in Fig. 4. To locate these packets, 
the FIB uses a name prefix, and packets that cannot be located are stored in the PIT. 
So, temporary data is stored in the CS, which allows users to send a packet of interest, 
after verification in the CS. If the data finding in the (CS), they are sent to the user, 
otherwise, it is verified in the table (PIT). 

At the same time, the content of the data that rests in the routers is not lost in the 
path of the network structure, so, Fig. 5, the data is returned through the corresponding 
router, steps 4–6, to the user.
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3.2.3 Expressive Internet Architecture (XIA) 

Traditional network architectures, for example, networks based on IP protocols, do 
not promote the growth and good performance of new generations of networks. Such 
is the case of networks that want to adopt IP version 6 to implement security levels, 
since it presents efficiency and reliability problems, which give rise to the fact that 
there is no standardizing and normalized way that can be adopted and that allows the 
implementation of new features in current networks, where users will have to adopt 
the IP header format, using the same version 4 or 6 of IP. Presented this problem, 
the Expressive Internet Architecture (XIA) addresses this situation using addresses 
of both IP versions that are compatible with previous versions and that make the 
information that is sent in the network reach the respective recipient node. 

Thus, the nodes use to retrieve content (CID), using a packet that we will call a 
packet in the destination network (NASTY), which is sent to the destination node and 
in which the host refers to a process that provides service, to forward it back to the 
origin node (sender). In this case, the XIA network architecture provides a pleasant 
and safe way to retrieve the content, since it is not a priority for XIA to retrieve the 
NASTY packet, since XIA uses a destination address, in which there are different 
routes or paths to travel and allows to recover the package in a satisfactory way. 
However, this type of network topology XIA collects information and thus obtains 
the identity of the service and the permission to bind it to the source of the service ID, 
on which the NASTY packet is routed, using the Service ID to reach more nodes in 
the network, making the sender use the same address to obtain the respective support 
for the service. Below are some of the essential components of the XIA network 
structure, as we can see in Fig. 6.

In the ecosystem of XIA networks, there are three essential stages. The first of 
these aspects is related to those applications that require a certain type of functionality 
to be able to process certain types of data packets since each application uses new 
types of function, which allows the introduction of new types and even before the 
structure of the network undergoes further modifications. The second aspect is that 
the XIA networks can introduce new functionality for applications. In the last stage, 
the encryption of the data contents between the various nodes that make up the 
network is considered, in which the security level must be the most reliable and 
optimal. 

A comparison between the various network architectures in the context of ICNs 
is given in Table 1.

3.3 A Critical Perspective of Information-Centric Networks 

In the ICN ecosystem, data content is an essential aspect that helps better network 
growth and performance. This situation allows for the distribution and storage of 
the data objects in the data contents of the routers. In this same address, the data



An Overview of Information-Centric Network: Concepts, Network … 37

Strong 
AuthenticationNode 

Network 

User 
Network 

Users 

Applications 

Services 

Trustworthy 
Network 

Operation 

Services Support 
Host 

Support 
Content 
Support 

Expressive 
Internet Protocol 

Fig. 6 Expressive internet architecture



38 A. C. Castillo

Ta
bl
e 
1 

C
om

pa
ri
so
n 
be
tw
ee
n 
of
 in

fo
rm

at
io
n-
ce
nt
ri
c 
ne
tw
or
k 
to
po
lo
gi
es
 

A
ttr
ib
ut
es
 o
f 

in
fo
rm

at
io
n-
ce
nt
ri
c 

ne
tw
or
ks
 v
er
su
s 

ne
tw
or
k 
to
po
lo
gi
es
 

N
am

in
g 
an
d 
ad
dr
es
s

Se
cu
ri
ty

N
et
w
or
k 
ca
ch
in
g 

st
ra
te
gi
es
 

T
ra
ns
po
rt
 o
f 
da
ta
 

ob
je
ct
 

Pr
iv
ac
y 
be
tw

ee
n 

us
er
s 

A
pp
lic
at
io
n 
pr
og
ra
m
 

in
te
rf
ac
e 
(A

PI
) 

M
ob

ili
ty
Fi
rs
t 

ar
ch
ite

ct
ur
e 

U
se

a
gl
ob
al
na
m
e
 

re
so
lu
tio

n 
se
rv
ic
e 

(G
N
R
S)
 

U
se
 a
n 
en
cr
yp
te
d 

pu
bl
ic
 k
ey
 

A
llo

w
s 
it

H
op
-b
y-
ho
p 

tr
an
sp
or
t b

et
w
ee
n 

no
de
s 

U
se
d 
fo
r 
da
ta
 

co
nt
en
t a
nd
 u
se
rs
 

U
se
d 
A
PI
 to

 a
cc
es
s 

se
rv
ic
es
 

N
am

ed
 d
at
a 

ne
tw
or
ki
ng
 (
N
D
N
) 

U
ni
qu
e 
da
ta
 

id
en
tifi

er
 (
U
ID

) 
fo
r 

th
es
e 
pa
ck
et
s 
da
ta
 

T
he
 d
at
a 
co
nt
en
ts
 

ar
e 
lin

ke
d 
to
 th

e 
na
m
e 

N
et
w
or
k 
ca
ch
in
g 

oc
cu
rs
 a
ut
om

at
ic
al
ly
 

In
 th

e 
tr
an
sp
or
t l
ay
er
 

of
 th

e 
ne
tw
or
k,
 th

e 
co
nt
en
ts
 o
f 
th
e 
da
ta
 

to
 b
e 
tr
an
sp
or
te
d 
in
 

th
e 
ne
tw
or
k 
ca
n 
be
 

he
ld
 

T
he
 s
ig
na
tu
re
 is
 u
se
d 

fo
r 
th
e 
da
ta
 c
on
te
nt
s 

in
 th
e 
sa
m
e 
co
nt
ai
ne
r 

as
 th
e 
ro
ut
er
 c
on

te
nt
s 

Fo
rw

ar
di
ng
 

in
fo
rm

at
io
n 
ba
se
 

(F
IB
) 

E
xp
re
ss
iv
e 
in
te
rn
et
 

ar
ch
ite
ct
ur
e 
(X

IA
) 

T
he
 c
on
te
nt
s 
ar
e 

id
en
tifi

ed
 b
y 
m
ea
ns
 

of
 a
 c
on

te
nt
 r
et
ri
ev
er
 

(C
ID

) 

It
 is
 im

pl
em

en
te
d 

th
ro
ug
h 
th
e 

ce
rt
ifi
ca
tio

n 
of
 

ce
rt
ifi
ca
te
s 

St
or
ag
e 
of
 d
at
a 

co
nt
en
t i
n 
ro
ut
er
s 

O
ve
r 
hy
br
id
 n
et
w
or
k 

It
 is
 im

pl
em

en
te
d 

us
in
g 
th
e 
id
en
tit
y 

se
cr
et
 

A
n 
A
PI
 f
or
 X
IA



An Overview of Information-Centric Network: Concepts, Network … 39

contents have their own identifier and attributable to the ICN. In turn, ICN outper-
forms TCP/IP network structures, in that they allow mobility (ubiquity) at the user 
level, optimization of data transfer, and the establishment of security measures that 
guarantee interaction between users from a private point of view. 

In this same direction, some authors in take some parameters related to perfor-
mance, transfer of data content, caching of data content in router containers, and 
bandwidth. Regarding the transfer of data content, these are more secure and reliable 
in the ICN, with respect to networks based on TCP/IP protocols. In the case of ICN, 
the contents of the data packets are stored permanently in the router container so 
that they can be accessed later by users, thus guaranteeing responses to user requests 
and network distribution of data contents. However, the user, through the transport 
protocol, the size for caching, the sending and receiving of data packets in the network 
and the level of popularity that these data packets can reach, allow the ICN to estab-
lish better user mobility, through its mobility, thus improving the performance of the 
network and optimizing the use of network resources, those nodes in the network 
that have the link down are omitted, as well as those redundant data contents that 
can create bottlenecks which can lead to network malfunctions. 

Some authors analyze the problem of request forwarding and data congestion in 
the network in the context of information-centric networks. An optimization model 
is proposed, based on the NDN network structure, which helps to reduce network 
costs and maximize performance at the user level, which generates a subdivision at 
the request forwarding level and management of congestion using alternate routes 
in the network. Thus, the ICN manages network congestion based on the coordi-
nation, prior to its establishment, of congestion control, where there are mecha-
nisms for forwarding data content and handling popular content and vice versa, 
allowing the performance of the network improve. The model based on an NDN 
network topology allows evaluating the behavior of the network in the face of a 
presumed demand for network data traffic, as well as different scenarios and storage 
of data contained in the router containers. In the ecosystem of the IoT, several aspects 
are considered for and against that the IoT network architectures may present and 
where users retrieve data contents from the network and not from the Internet node 
location. Therefore, the naming of data, regardless of its location, is essential for 
information-centric networks to help simplify the process of storing data content in 
router containers. On the Internet of Things, first is the service to the user and the 
sending of data, leaving in second place the interconnection between devices, so that 
the data contents are distributed by the information-centric network from the data 
packets that are generated in IoT devices, which provide data content and services, 
where labeling these content and service names is much more relevant than labeling 
the naming of the devices. The procedures used for caching can be more effective 
for IoT networks, since they have fewer resources available, such as power supplies 
and wireless bandwidth. 

About bandwidth and optimization of battery power use in the context of IoT 
networks, this content circulating on the network can be stored through data packets 
in those routers closest to the network. The MobilityFirst network allows you to 
manage data content for ICNs when considering the containers of the routers (CR).
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Simulation experiments show that caching may not be the most beneficial over edge 
caching. Therefore, if you have a basic caching system, and the routing of the data is 
done from the nearest node in the perimeter network and it is enabled, the performance 
of the network improves. 

4 Results Analysis 

4.1 Difficulties of Information-Centric Networks 

In the architectures of the Internet of Things (IoT), to identify the various artifacts 
that are interconnected, labels are used to identify each of these devices by assigning 
a name. Another aspect to consider is the size of the files, since they are larger in 
information-centric networks, unlike IoT network structures, where the size of data 
files is smaller. However, this name assigned to the file must be unique to proceed 
with the identification of the data contents. So, it is not recommended to use a very 
long file name with reference to the actual data, since the latter tends to be smaller. 
In addition, the fact that routers can cache the contents of the data that will later be 
sent to various users is useful and necessary, since it avoids congestion and loss of 
data packets in the network, unlike IoT networks that require implementation plus 
details of network storage processes. On the other hand, the security implemented 
through security keys, digital signatures, etc., requires the separation of the user from 
the provider, which becomes quite a challenge, since, in the context of the ICN, this 
is a very important factor. 

In turn, in the context of NDN networks, the security aspect is carried out through 
encryption processes that are applied to the data content and data packets that are 
sent through the network; therefore, the exchange of encrypted data using codes, for 
example, a public key, between the hosts that make up the network is not permitted. 
In any case, the issuer requests a public key using packets of interest, which are sent 
through data packets that carry a public key encapsulated within them. Similarly, 
users can use the exchange of packets of interest and data content to safeguard their 
data, using digital signatures, which allows the data content to be retrieved by name. 
Therefore, the link between the data content and the file name must be guaranteed 
to ensure secure and reliable delivery over the network. 

In ICN networks, the storage capacity of the data content in the containers of 
the routers is limited, which affects the various services that are offered through the 
providers. When something like this happens, it is more relevant to have heteroge-
neous devices where the data flow is different, according to the user’s needs and 
requirements. Another alternative solution is to be able to avoid the storage of data 
content in a certain time, which allows the router container to be released. Another 
aspect that must be considered is that caching is not cheap, so it requires extensive 
computational processing.
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Table 2 Difficulties of information-centric networks 

Parameters Difficulties 

Integration of ICNs in the IoT ecosystem File sizes in IoT architectures are smaller than ICN 
network structures where data contents are large, so 
it is recommended to use small file names with 
reference to actual data 

Security It is important to ensure security at level of data 
content rather than considering the communication 
medium through which data packets travel 

Storage mechanisms The storage capacity at the level of user requests is 
reduced in the scope of the CR 

PIT table The PIT tables have a limitation that is the storage 
capacity of the data contents that come from the CR 

However, in ICN architectures, there are tables called PIT that are responsible 
for storing various user requests sent to the server. Similarly, caching that occurs 
through router containers is limited, as the PIT tables can only store a limited number 
of requests because the router containers become saturated with requests from the 
router’s different users. To provide a solution to this problem to use packages of 
interest that allow to attend multiple requests from users, but with a higher band-
width consumption that allows sending the data packages to the users and that these 
packages of data remain in the PIT table until its execution time is exhausted. 

Below in Table 2, some of the difficulties in the context of the ICN are presented, 
taking as reference some of its parameters. 

5 Conclusion 

Information-centric network architectures provide relevant aspects to be considered 
for future research, thus allowing networks with better performance and optimization. 
One of the virtues that ICNs have is that they can guarantee the various network 
services that providers offer to their users, and where the data contents are distributed 
in the network in a satisfactory manner and the recovery of data packets is reliable 
and optimal. In the context of information-centric networks, the network structures 
related to MobilityFirst, Named Data Networking (NDN), and Expressive Internet 
Architecture (XIA) are outlined. The use of information-centric networks in the 
context of the Internet of Things is also raised, and the advantages that these can 
represent. At the same time, some of the difficulties that arise in information-centric 
networks are addressed. 

As future work, some of the previously mentioned network architectures can be 
taken and tested in a discrete event simulator such as OMNet++, NS-3, or others to 
observe the behavior of this type of network and thus obtain numerical values that 
allow validating this type of network grid structures.
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Abstract The proposed accident prevention system decreases the likelihood of acci-
dents on roads and also send its location and notify people who can take immediate 
action. The system combines detection of alcohol, driver’s fatigue, fuel level, over-
heating of fuel tank and if the appropriate conditions are not satisfied, the vehicle 
stops. Additionally, the vehicle’s speed is tracked and in case of over speeding, the 
vehicle stops automatically. In case of an accident, the Global Positioning System 
locates the geographic coordinates and using Global System for Mobile (GSM), it 
will send a message to the registered mobile number. A microprocessor and an ultra-
sonic sensor are deployed to determine the distance between two driving vehicles in 
the same lane and notify the driver coming behind the vehicle using RF technology. 
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1 Introduction 

A road accident is any injury caused by collisions that start, end, or involve a vehicle 
that is partially or entirely on a public road. By 2024, it is expected that road traffic 
accidents will rise to the third spot among the main causes of diseases that burden 
worldwide. Consequently, the road safety statistics for the year 2018 states 1.24 
million people die in motor vehicle mishaps every year, an unacceptable number 
worldwide [1]. Young persons aged 15–29 dies most frequently from traffic related 
injuries. The majority of persons who suffer and die on roads around the world 
are older people, children, pedestrians, cyclists, and children, making up the most 
vulnerable road users. 

Rapid urbanization, motorization, inadequate road engineering, low levels of 
knowledge, and a lack of injury prevention programmes have made the situation 
worse. The expensive, flashy, sporty, and massive muscle automobiles that once 
dominated the automotive industry have long since lost their lustre. Instead, the 
majority of the automobiles on the road today are distinguished by characteristics 
like safety systems and very well they can endure collisions without harming the 
driver and occupants. With some of these safety features now considered standard, 
automobile manufacturers can easily create exceptionally safe cars for anyone willing 
to pay top dollar. However, they are still very expensive. Safety has been and will 
remain a major priority for car manufacturers for as long as cars are driven on public 
roads. It has appeared to be both a gift and a blast with the advancement of tech-
nology, according to all accounts. Innovation has made daily living more enjoyable, 
but it has also come to represent a danger to human life. 

The proposed work being presented is based on Internet of Things (IoT) to locate 
vehicles and guard against accidents by sounding an alarm when something goes 
wrong. For instance, if the driver is sluggish while driving and the car is about to be 
hit, the alarm will ring, alerting the driver to his situation. Global Positioning System 
(GPS) is used by this programme to determine the location of the car. Through this, 
it is also possible to use the vehicle’s coordinates to calculate the distance it has 
travelled in ‘X’ seconds. The user must first register using the credentials provided 
upon registration in order to start sending location data to the server from his phone. 
By specifying the emergency contact numbers to which the alert message will be 
transmitted, the person’s geographical coordinates will be sent to those registered 
numbers. The suggested method’s primary goals are the detection and prevention of 
accidents. 

2 Literature Survey 

In [2], the authors claim that the primary reason for fatalities in car accidents is a 
delay in receiving medical attention. By promptly notifying the relevant authorities 
and emergency contacts, this can be avoided. The system is made up of an Arduino,
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GPS, and Global System for Mobile (GSM). Unless a crash is observed, the gadget 
maintains the sensitive value for measuring the parameters throughout the accident 
and in case of a crash, GSM is activated to send a pre-stored Short Message Service 
(SMS) to the emergency contact of the victim. 

System provided in [3] indicates that traffic accidents are one of the major causes 
of fatalities. Accident survival rates are significantly impacted by the time between 
the occurrence of an accident and the deployment of emergency services to the site. 
A vibration sensor detects a collision and GSM module sends a message to the 
emergency contact and the GPS module locates the geographic coordinates where 
the accident occurred. The Arduino, GPS, GSM, and vibration sensor are all part of 
this system. 

From [4], inattention, sleepiness, and intoxicated driving are the main factors 
contributing to traffic accidents. This article suggests developing a method to prevent 
these situations. The proposed solution here uses a night vision camera to avoid and 
manage accidents. When the automobile starts, this system watches the driver’s face, 
which mostly aids in continual observation. It has two uses: the first is to read blinking 
and the second is to detect eye blinking. Additionally coupled with a controlling 
system are automatic braking and driving systems. The suggested method warns the 
driver based on his condition and checks to see if he is sleepy. 

According to the assertion made in [5], speed is one of the most important and 
essential risk variables when driving. It increases the likelihood of crashes as well as 
their severity. Through a microcontroller chip, the GPS monitors the vehicle’s speed, 
and if an accident happens, the gadget will then transmit the GPS-assisted accident 
position through the GSM network. 

Vibration sensors, a GPS module, and a GSM module are the three primary parts 
of this system in [6]. When a car crashes, the sensor detects the impact, and Arduino 
compares it to the threshold value specified in the software. If the reading is higher 
than the threshold value, Arduino will use GPS to determine the current location 
and GSM alerts the appropriate authorities. Accident detection involves the use of a 
vibration sensor. 

In order to reduce the likelihood of an accident, authors in [7] have developed a 
system that would not only notify users of an accident and also assess whether the 
driver is feeling tired and whether he is fit to drive. The suggested device makes use 
of a smartphone with a front camera to monitor the driver’s posture. 

A system suggested in [8] uses a smartphone to determine whether a mishap 
has occurred. The suggested solution makes advantage of the phone’s GPS receiver 
to identify an abrupt, quick change in deceleration that occurs during an accident. 
Additionally, a smartphone’s accelerometer and pressure sensor are used to read the 
angle of tilt and change in pressure, respectively. The Android app would notify 
the emergency contact after identifying these three circumstances. The gadget has 
a switch that, if touched, will stop notifying the emergency contact, preventing any 
erroneous alarms. This could be helpful if the sensors give up incorrect readings or 
if the collision is small and not fatal. 

In [9], a technology is devised to avoid accidents by identifying the driver’s condi-
tion, such as if the motorist is feeling tired or is not fit to drive. The position of the
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eyes is determined using infrared (IR) reflective obstacle sensors. When the eyes are 
opened, the sensor sends to the controller a low signal, and when eyes are closed 
for 4 s or more, the sensor sends the controller a high signal. The controller receives 
the high or low signal. The sensor sends input to the Peripheral Interface Controller 
(PIC), which processes it to turn on or off the buzzer and display “Driver Slept” 
on the Liquid Control Display (LCD) if the buzzer is ON. As a result, the driver is 
informed, thereby preventing a serious accident. This technology offers a very effec-
tive means of reducing such incidents because drowsiness is a significant contributor 
to accidents. 

A GPS/GSM-based approach was proposed in [10, 11], that is used for vehicle 
tracking along with a display for the indications. A system for drowsiness detection 
was proposed in [12], with an alert technology to the driver and a similar system was 
proposed in [13] for night driving. 

A system on chip (SoC) was employed in a model in [14] to precisely monitor 
the driver’s state while driving, and upon detecting incapacity to drive, the system 
switched to auto drive mode and safely parked in the left lane. 

For quick rescue operations, real-time accident detection and location tracking 
are essential. As a result, in [15], a low-cost automatic accident prevention, post 
accidental rescue, and a black-box system have been constructed using Arduino 
UNO and nano. With the aid of this system, drivers will be able to prevent collisions. 
In the worst-case situation, if the collision is unavoidable, it will benefit the rescue 
crew by giving them a precise position of the accident site. 

An IoT-based system was presented in [16], to enable the ceaseless monitoring 
of a running vehicle’s parameters, such as vehicle speed, number of hard braking, 
and rolling, which can be a measure of the driving quality. In order to immediately 
monitor the driver’s performance from a centralized server, the parameters are sent 
to a server at every moment. This increases the driver’s responsibility to refrain from 
hazardous driving. 

3 Existing System 

There are existing methods for preventing both drunk driving and accident detection 
separately. A GPS and GSM focused accident detection system continuously records 
latitude, longitude, and the speed of moving objects in relation to time. A signal 
would be sent as an SMS using Arduino and a GSM module with the aid of the 
accelerometer when the vehicle’s velocity crosses the defined value for the specific 
geographic locations determined from a real-time Google Map. In order to warn the 
drivers of the vehicle of the hazard, an LCD display and a micro-SD card module are 
also used. If the vehicle has been in an accident, an alarm will be sent to the salvage 
crew if they don’t hear back from them in the allotted period. 

When the MQ3 sensor detects alcohol, the driver is disallowed from operating the 
car. An eye blink sensor has already been used by driver drowsiness systems. The 
driver is required to wear the eye blink sensor frame while driving, and the blink must
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last for a few seconds in order to identify tiredness. Wheel speed decreases whenever 
the steering movement varies randomly. It is possible to adjust the vibration sensor’s 
threshold and behave accordingly. As a result, if the driver nods asleep, the LCD 
shows the warning messages and the vibrator linked to the eye blink sensor’s frame 
vibrates. Depending on the situation, the wheel is either slowed down or stopped. 
In the proposed method, both the approaches are combined along with the detection 
of vehicles on same lane and whether they are about to collide by measuring the 
distance between the vehicles. 

4 Proposed Architecture 

4.1 Architectural Block Diagram of the Proposed Design 

The proposed block diagram is shown in Fig. 1 which comprises

• Arduino UNO 
• Power supply 
• GPS module 
• GSM module 
• Control switch (DC motor) 
• Buzzer 
• LED 
• LCD display 
• Accelerometer 
• Vibration sensor 
• Temperature sensor 
• MQ3 sensor 
• Camera 
• IR sensor. 

A microcontroller is a reasonably priced microcomputer that is designed specifi-
cally to carry out the functions of embedded systems. The Central Processing Unit 
(CPU), memory, serial ports, peripherals, and other components make up a generic 
microcontroller. 

GPS is an in-space satellite navigation system that delivers position and time 
information on the Earth. The most common uses of GPS receivers are for time 
dissemination, positioning, and other types of research. Satellites that orbit the Earth 
make up the GPS. With an orbital period, equal to that of the Earth’s rotation, these 
satellites are geosynchronous. The GPS calculates the distance between a GPS satel-
lite and a GPS receiver by measuring the time it takes for a radio signal (the GPS 
signal) to travel from a GPS satellite to a GPS receiver. As a result, they remain 
in exactly the same location with respect to the Earth below. The receiver and the
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Fig. 1 Proposed block diagram

satellites utilize extremely precise clocks that are synchronized so that they produce 
the same code at the exact same time in order to collect reliable information. 

A GSM modem of modem that works with a SIM card and requires a mobile 
operator subscription in order to function, much like a mobile phone. Since the sender 
is responsible for the cost of message transmission, GSM modems are an affordable 
option for receiving SMS texts. A GSM modem must support an enhanced ATtention 
(AT) command set for transmitting and receiving SMS messages, in order to carry 
out these functions. 

In order to pinpoint an object’s location in space and track its movement, an 
accelerometer monitors the acceleration forces that are acting on the object. The rate 
at which an object’s velocity changes, or acceleration, is a vector quantity. Static
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forces and dynamic forces are the two different categories of acceleration forces. 
Constantly acting forces on an object are called static forces. Dynamic forces are 
forces that are moving towards the object at varying rates. This is the reason why 
accelerometers are employed in automotive crash safety systems. The quantity and 
frequency of vibration in a system, machine, or piece of equipment are measured 
by a vibration sensor. These metrics can be used to identify imbalances or other 
problems with the asset and detect upcoming failures. A vibration sensor can either 
be wirelessly monitored or directly connected to an asset. Depending on the type 
of sensor used, it will use different methods to detect vibrations coming from the 
asset after it is in place. A temperature sensor is a device used to check whether the 
vehicle’s engine get heated or not. 

The Alcohol Gas Sensor MQ3 is a low-cost semiconductor sensor that can detect 
alcohol gases at concentrations between 0.05 and 10 mg/L. The sensitive element in 
this sensor is SnO2, a material whose conductivity is lower in pure air. Alcohol gas 
conductivity increases along with its concentration. It can tolerate smoke, mist, and 
gasoline well, but is highly sensitive to alcohol. Analogue and digital outputs are 
provided by this module. The MQ3 alcohol sensor module is simply programmable 
and may be connected to microcontrollers, Arduino boards, Raspberry Pi, and other 
devices. This alcohol sensor can recognize the presence of alcohol in your breath, 
much like a typical breathalyser. An analogue signal is produced by the sensor based 
on alcohol content. 

An electrical device that monitors and detects infrared radiation in its environment 
is called an IR sensor. A Light Emitting Diode (LED) and a receiver are the two 
components of an active IR sensor. The receiver detects the infrared light from the 
LED that reflects off an object as it gets close to the sensor. Active IR sensors serve as 
proximity sensors, and obstacle detection systems frequently employ them (such as in 
robots). Passive Infrared (PIR) sensors do not produce infrared radiation themselves; 
they only detect it when it is present. The most typical application for PIR sensors 
is motion-based detection, such as in home security systems. 

This method suggests a relatively effective method of control. Accident detection 
is the following action, though, if a collision does take place. A GSM-based accident 
detection and notification system will follow the collision with the help of deployed 
impact sensors, process the data through a microcontroller unit, and then notify the 
victim’s relatives. The microcontroller then sends a signal to the Radio Frequency 
(RF) transmitter whenever an accident is discovered. The RF transmitter then trans-
mits an accident alert message to an RF receiver in another vehicle at a distance of 
300 m and a wavelength of 0.69 m, and the RF receiver screen then indicates that an 
accident has been discovered in the specific location. A RF is any electromagnetic 
wave frequency that falls within the range of 3 kHz–300 GHz, including those utilized 
for radar signals and communications. A RF transmitter module makes up the RF 
transmitting circuit. A 12-V/1 A battery powers the voltage regulator circuit, giving 
the motor an unregulated 12-V supply, while the Arduino and the receiver module 
each receive a 5-V regulated supply. The user-set data is encoded and delivered to 
the receiver module when the RF transmitter is turned on. In order to compare the 
embedded data, the receiver module decodes the data and provides it to the Arduino.
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The Arduino uses RF wireless technology to transmit the alert message to the 
following car if the separation between the vehicles is less than the limit zone. The 
GPS uses data from both base stations on Earth and satellites in orbit to establish its 
precise location. The MQ3 sensor is used to detect alcohol. Seat belt detection uses 
an infrared sensor. By employing the camera and face recognition, drowsiness in the 
driver can be identified. 

Employing a temperature sensor to identify engine system failures. Liquid-level 
sensors calibrate the accurate amount of fuel in the vehicle’s tank and warn the 
system if the tank is empty while also showing the exact amount of fuel that is 
available. A microcontroller and an ultrasonic sensor can be used to construct a 
collision avoidance system by measuring the distance between two moving vehicles 
in the same lane and heading in the same direction, and notifying the driver whenever 
they are approaching a dangerous distance. 

Ultrasonic sensors use their sensor head to transmit ultrasonic waves while simul-
taneously receiving the reflected waves from an object. It determines the object’s 
position by measuring how long it takes for the sonic wave to travel from transmis-
sion to reception. The latitude, longitude, and speed of moving vehicles with regard 
to time are all continuously measured by the vehicle speed limit detection system. 
The speedometer enable us to determine the vehicle’s speed and when it exceeds 
the predetermined value for the specific geographic locations is determined from a 
real-time Google Map. The danger was warned to the people within the automobile 
via an LCD display. The haversine of the central angle between any two points on a 
sphere is defined as follows: 

hvs

(
d 

r

)
= hvs(ϕ2 − ϕ1) + cos(ϕ2) ∗ cos(ϕ1) ∗ hvs(λ2 − λ1) (1) 

The haversine function’s representation, ‘hvs’, is given as 

hvs(θ ) = sin2
(

θ 
2

)
= 

1 − cos(θ ) 
2 

(2) 

• d is the distance between the two points 
• r is the sphere’s radius 
• ϕ1, ϕ2 are latitudes of point 1 and point 2 
• λ1, λ2 are the longitudes of point 1 and point 2 
• d/r is the central angle, assuming angles are measured in radians 

Solving for ‘d’ by applying the inverse haversine, 

D = hvs−1 (h) = 2r arcsin
(√

h
)

(3) 

where h = hvs(d/r), should not exceed 1 and
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D = 2r arcsin
(√

hvs(ϕ2 − ϕ1) + cos(ϕ2) ∗ cos(ϕ1) ∗ hvs(λ2 − λ1) (4) 

D = 2r arcsin 

⎛ 
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√
sin2 (ϕ2 − ϕ1) 

2
+ cos(ϕ2) ∗ cos(ϕ1) ∗ 

sin2 (λ2 − λ1) 
2 

(5) 

Once the distance has been determined, calculating speed only requires dividing 
the distance by the time. Speed is determined for the proposed system every second. 

4.2 Process Flow of the Proposed Architecture 

The process flow used is depicted in Fig. 2. An alcohol sensor is activated and 
searches for the drunken state of the driver, when the key is inserted into the car. If he 
is drunk, the car’s engine won’t start. If not, the engine will start. Seat belt detection is 
performed using IR sensor. If the seat belt is not detected, the car’s engine won’t start. 
Face recognition algorithms are used to identify driver drowsiness while driving. The 
device will issue an alarm message if the driver has closed his eyes for more than 
one minute owing to fatigue, otherwise the vehicle continues its run.

A temperature sensor is be used to identify any engine failure that may have taken 
place. The mechanism will warn the driver if the fuel level in the tank drops below 
the required level. Vibrational sensors can identify accidents using vibrations. A 
vibrational sensor recognizes the vibration in the case of a mishap. 

If the value is higher than the threshold limit, the system concludes that an accident 
has happened. If the driver presses the panic button within the authorized time, the 
accident alert message won’t be sent to the registered mobile number. If not, the 
system will communicate the accident alarm message and the position coordinates 
to the registered mobile phone using a GSM and GPS module. 

Liquid-level sensor is used to detect the amount of fuel available in the tank. If it 
is less, then the system will issue the warning to the driver, otherwise the vehicle will 
continue its run. The accident detection message will be delivered to the registered 
mobile number along with the latitudinal and longitudinal coordinates with the help of 
GPS and GSM. Using the RF Transceiver and Zigbee module, this accident detection 
message will also be broadcast to the neighbouring vehicles. 

Accident prevention mechanism is implemented in this system by using the colli-
sion avoidance mechanism. With the help of this mechanism the accidents occurring 
due to collision between the vehicles will be avoided. In this mechanism, the RF 
transceiver is mounted on all the vehicles. When the following vehicle reaches the 
danger range, the first vehicle acts as a transmitter and the following vehicle acts as 
a receiver. Thus, the first vehicle will send the collision avoidance message to the 
following vehicle through an RF transmitter. The following car receives the collision 
avoidance message through RF receiver and intimates the driver to slow down the 
vehicle.
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Fig. 2 Process flow diagram

5 Results and Discussion 

It is our responsibility to control it since as the number of vehicles rises, so is the 
number of traffic accidents. Most often, drunken drivers, sleepy drivers, and over-
heating engines that catch fire seem to be the reason for accidents. The proposed 
system’s implementation will contribute to a reduction in accidents caused by the 
key reason. The technology is automatic, inexpensive, and energy efficient, making 
it simple to install in cars. Unfortunately, if an accident does occur, the system will 
detect it and use GPS to identify its exact location so that the GSM module may alert 
the emergency unit. By alerting rescuers in time, this contributes to the saving of 
numerous lives.
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Overall, this system targets normal people, is relatively economical, and is simple 
to install in all kinds of automobiles. These systems aid in obtaining medical assis-
tance as soon as an injury is discovered, but the majority of them waste a great deal of 
time and resources when the damage is minor and no medical assistance is necessary. 
The danger of an accident will be lower if the system alerts the driver to impending 
inclement weather and hazardous road conditions. The simulated results are shown 
in Figs. 3, 4 and 5. 

Fig. 3 Simulated result for alcohol detection 

Fig. 4 Simulated result for seat belt detection
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Fig. 5 Simulated result for sending messages 

This is the working prototype of the proposed model. In this model, an Arduino 
is used as a microcontroller. Alcohol sensor will be activated first when the vehicle 
engine starts. When the alcohol is detected, the input state of the alcohol sensor 
becomes high which in turn stops the vehicle engine and prevents drunken driving. 
If the alcohol is not detected, the seat belt detection system will be activated. The 
seat belt detection system using infrared sensor is activated, only if alcohol is not 
detected. When the seat belt is inserted in its buckle, then the input state of the IR 
sensor becomes high. This implies that the driver is wearing a seat belt. 

Figure 6 shows the simulated results of how the alert messages are transmitted 
between the vehicles. The accident may be located with the aid of the vibrational 
sensor by the vibrations. When an accident occurs, the GPS will find the location’s 
geographic coordinates and, using the GSM, it will send an SMS to the registered 
mobile number.

6 Conclusion and Future Scope 

This system is utilized to successfully develop a vehicle accident detection and 
tracking system using GSM and GPS. With their benefits, such as preventing acci-
dents on curvy, mountainous, and hill roads, fully automated, cheap cost, and simple 
integration into the current roads, the various technologies used in this study are inte-
grated. The GPS-derived accident location coordinates are transmitted through the 
GSM network to a user specified mobile number. Although the cost of vehicles will 
go up with the system’s installation, it is still preferable to have some level of safety
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Fig. 6 Simulated result for transmission of alert messages between the vehicles

than none at all. It has been demonstrated that the suggested strategy is quite advan-
tageous to the automotive sector. This proposed model can be modified to be used 
for traffic estimation and accident surveys throughout the nation. The primary goals 
of the proposed system are to prevent accidents and provide warnings when they do 
occur. The development of an intelligent vehicle that will drive at the safest speed 
in high-risk areas and notify the family and emergency services of any accidents 
is addressed in an efficient way. Thus, it can be inferred from the aforementioned 
study that using automatic vehicle speed control and accident alarm systems will 
significantly reduce accidental collisions. As a future work, analysis is being done 
to protect the sensors from being damaged in critical places and to decrease the size 
of the unit so that it occupies a small place and is easily kept in narrow roads. 
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Autonomous Drone Using Time-of-Flight 
Sensor for Collision Avoidance 

G. Naveenkumar, M. V. Suriyaprakash, and T. P. Prem Anand 

Abstract The most complicated problems in the field of self-driving aircraft are the 
design of a strong real-time obstacle discovery and evasion framework. The issue is 
becoming a little complex due to the size and shape of the vehicle, and it becomes a 
little complex to accomplish the mission. As a result, we will be using a Flight Time 
Sensor (TOF sensor—time of flight) which is a lightweight sensor, and it is known 
as a MicroLiDAR sensor. The man’s behavior of detecting the collision status of the 
obstacles to the approach using the time-of-flight sensor is proposed here. The control 
board has related to a time-of-flight sensor and Artificial Intelligence (AI) in order 
to recognize the obstruction and prevent a collision. During the motion of the aerial 
vehicle (UAV), the detection set of rules estimates modifications inside the length of 
the upcoming obstruction zone. The strategy primarily recognizes the characteristic 
focuses of the deterrents and after that the impediments which are likely to approach 
the UAV. Another, by comparing the obstacle surface ratio, the UAV’s position helps 
determine whether an obstacle can cause a collision. The algorithm was tested by 
doing actual flights, and the results show that it is accurate. With a focus on unmanned 
aerial vehicles, the study offers a thorough investigation of collision evasion methods 
for unmanned vehicles (UAVs); it could be a careful examination of a few collision 
avoidance strategies that are categorically characterized, besides a comparison of 
the ways taken into thought in connection to different circumstances and specialized 
contemplations. Also covered are how various sensor types are used in the context 
of UAVs to avoid collisions. It is highly accurate and collision avoidance ultimately 
happens.
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1 Introduction 

The drone is defined as any aerial craft that uses software to fly autonomously or 
that can be controlled remotely by a pilot is referred to as a drone. In addition to 
having propellers to stabilize flying patterns, many drones incorporate cameras for 
obtaining visual data. 

Drone technology has been incorporated into industries like transportation, 
agriculture, search and rescue, and cinematography. 

1.1 Types of Drones 

(1) Single-Rotor Helicopter Drones 

Single-rotor helicopters can be propelled by gas or electricity and resemble miniature 
helicopters identically. Its steadiness and ability to fly farther are aided by its single-
blade and gas-powered propulsion. The LiDAR systems, which can be used to survey 
land, study storms, and map degradation brought on by global warming, are typically 
transported by these UAVs along with heavier items. 

(2) Fixed-Wing Drones 

When the wings, rather than the rotors, provide lift, fixed-wing drones, which 
resemble regular airplanes, are particularly effective. To hover for more than 16 h, 
these drones frequently run on gasoline rather than electricity. These drones need 
runways to take off and land because of their size, which is normally much larger, and 
their design. Fixed-wing UAVs are used by the military to carry out strikes, scientists 
to transport massive amounts of equipment, and even by non-profit organizations to 
deliver food and other supplies to inaccessible locations. 

(3) Fixed-Wing Hybrid VTOL Drones 

Fixed-wing hybrid VTOL drones incorporate rotors that are affixed to the wings, 
combining the advantages of rotor-based and fixed-wing drones. 

This technology combines a fixed-wing design’s endurance with a rotor-focused 
strategy to provide consumers with the best of both worlds. 

(4) Multi-Rotor Drones 

Among the tiniest and lightest drones available are frequently multi-rotor models. 
They are not the best flying vehicles for amateurs and aerial photographers because 
of their restricted range, speed, and height.
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These drones can typically fly for 20–30 min with a small payload, such as a 
camera. 

Utilizing software-controlled flight plans in its implanted frameworks, a ramble 
could be a flying robot which will be remotely commanded or fly independently 
while utilizing onboard sensors and a worldwide situating framework (GPS). The 
ramble could be a sort of unmanned ethereal vehicle (UAV), which is an airplane 
without a human pilot, group, or travelers. 

The unmanned ethereal vehicles (UAVs) are utilized more as often as possible 
in farther detecting applications such accuracy farming, biosecurity, catastrophe 
checking, and reconnaissance as a result of their upgraded independence. 

An onboard UAV cognitive capability for comprehending and responding in situ-
ations with incorrect or deficient perceptions, for things of intrigued interior complex 
scenes. 

Are, all things considered, limited, and have not however been completely 
inspected. The suggested system architecture has a modular structure and devotes 
most of its processing resources to achieving high levels of realism in virtual worlds. 
The landing will be more exact and the destination will be reached with the aid of 
the time-of-flight sensor. 

An advanced driver assistance system called a collision avoidance system (CAS), 
regularly alluded to as a pre-crash framework, forward collision caution framework, 
or collision relief framework, is aiming to anticipate or reduce the seriousness of a 
collision. In its least difficult frame. 

A forward collision caution framework keeps track of a car’s speed, the speed of 
the car before it, and the space between the two so that it can alarm the driver on the 
off chance that the cars are getting to be as well near and conceivably anticipate a 
mishap. 

To identify a looming mischance, an assortment of innovations and sensors are 
used, such as radar (all-weather), sometimes laser (LiDAR), and cameras (utilizing 
picture acknowledgment). Through a position database, GPS sensors can distinguish 
settled dangers. 

1. The drone can approach the destination using a different path if the impediment 
is stationary since it can see a different way around it. 

2. The drone will report back to the Command Center for manual guiding if the 
obstacle’s position is dynamically changing and the route around it is very difficult 
to calculate. 

Advanced drones, including several DJI drones, have an obstacle avoidance safety 
feature. Drones with this skill may scan their surroundings and immediately identify 
any obstacles in their path. When your drone aircraft becomes aware of the obstruc-
tion, it quickly takes action to avoid. Overall working process of obstacle detection 
is shown in Fig. 1.
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Fig. 1 Overall working process of obstacle detection 

1.2 Estimation of Obstacle Position 

TOF employs travel time in two different approaches to calculate distance and depth, 
including 

(1) Using Timed Pulses 

For event, it works by to start with edifying the target with laser light and after that 
measuring the reflected light with a scanner, where the object’s partitioned is initiated 
utilizing the speed of light to completely calculate the evacuate voyage. View of TOF 
sensor working is shown in Fig. 2. 

To calculate the distance of the object: (speed of light × time of flight)/2. 

(2) TOF Time Pulses

Fig. 2 View of TOF sensor working. Source SEEED Studio(1) 
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Fig. 3 Measurements of distance and depth of the obstacle. Source SEEED Studio(2) 

When the receiver detects the return light, a timer will start as the light is departing 
and return the time when it has finished. The distance may be easily calculated using 
the method above because light travels at a constant speed, and the “time of flight” 
of the light is obtained by dividing the two times. This allows for the determination 
of every point on the surface of the item. Measurements of distance and depth of the 
obstacle are shown in Fig. 3. 

2 Methodology 

A decision tree is used to describe the implementation scheme. When the UAV 
reaches a waypoint on the trajectory, the same process is used. The drone first collects 
samples from the space to check for obstacles; if any are present, it notes its position 
for a set amount of time; otherwise, the planned course is followed. If a new obstacle 
is discovered, a polynomial regression is performed to fit the sensor readings to 
predict its future position. In addition, a security distance is established based on the 
size and speed of the object. 

The optimization algorithm is given the location of this new obstacle, which causes 
it to recalculate the new trajectory profile considering its location and utilizing the 
scheduled trajectory as a starting point for the iterative process. The operation is 
finished when the UAV reaches the last waypoint on the trajectory. Flowchart for 
obstacle avoidance process is shown in Fig. 4.

Flight controller, BLDC motor, electronic speed controller, frame, propeller, 
battery, sensor, transmitter, and receiver are the hardware requirements. 

This project utilizes the following methodology: 

Simultaneous localization and mapping (SLAM), 
Relative/differential GPS measurements, 
Path changing algorithm, 
Collision avoidance (time-of-flight sensor—TOF). 

The following capabilities have been included in the UAV:
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Fig. 4 Flowchart for obstacle avoidance process
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(1) Real-time access to TOF sensor data that provides knowledge about the UAV’s 
immediate environment. 

(2) Calculating the location of an obstacle using a UAV board’s sensor 
(3) While the UAV is flying toward the target, detecting obstacles, and creating a 

path to avoid them. 

When localizing the location of the UAV on the map, SLAM builds a map of the 
immediate area. In key frame-based techniques, the tracking and mapping procedures 
were divided into two threads. 

The bundle adjustment process causes the mapping thread to compute slowly. 
Since this mapping thread is started each time, a new key frame is added to the 
map, applying empirical to key frame selection which might speed up this laborious 
process. In filtering-based SLAM techniques, the point attributes are triangulated 
and the entire map is inspected for each frame. Point features are only added to the 
map for freshly formed key frames when utilizing key frame-based approaches and 
only after a bundle adjustment operation has been finished. Finding techniques for 
obstacle identification that are nearly real-time has advantages. 

3 Literature Survey 

3.1 A Survey of Autonomous Vision-Based See and Avoid 
for Unmanned Aircraft Systems 

McFadyen and Mejias [1] presented data fusion using simple and inexpensive ultra-
sonic sensors, an autonomous flying quad copter’s method to obstacle detection and 
collision avoidance. A self-developed quad copter was used to implement and test 
the strategy, and evaluation revealed that it was generally realizable. 

3.2 A Survey of Motion Planning Algorithm Rhythms 
from the Perspective of Autonomous UAV Guidance 

Goertzen et al. [2] presented that utilizing a monocular camera in a bio-inspired 
manner, UAVs may identify obstacles and avoid them in a manner like humans. Using 
an obstacle detection algorithm and input images from the front camera, vision-based 
navigation and guidance are the method used in this method.
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3.3 Search and Tracking Algorithms for Swarms of Robots 

Senanayake et al. [3] demonstrated combining image sensors and a colorable tracking 
system to achieve collision avoidance on a quad rotor unmanned aerial vehicle 
(QUAV). To gather depth information from flat object surfaces, two HD stereo 
cameras were selected as the stereo vision sensor. To project a high-contrast tracking 
spot for depth estimation using standard triangulation, a laser transmitter was used. 
The control algorithm was created to alter the response of the QUAV based on the 
depth estimated, and the stereo vision algorithm was created to acquire the distance 
from the tracked point to the QUAV. With the aid of the optic track motion tracking 
system, a nonlinear model was used to design an attitude and position controller. 

3.4 Impact of Drone Swarm Formations in 3D Scene 
Reconstruction 

Milani and Memo [4] presented an autonomous navigation system for creating 
settings with moving and immovable objects that avoids collisions in real time. 
The current implementation was made to allow an unmanned aerial vehicle (UAV) to 
autonomously navigate between waypoints on a predetermined flight trajectory while 
carrying out duties like inspections or keeping track of the progress of construction. It 
used data from 3D sensors to locate impediments like people or other UAVs and detect 
them, which are not logged in the initial cloud. Ifan obstruction is found, and the algo-
rithm calculates an avoidance path while taking the geometry of the surrounding area 
into account and estimates its mobility. The approach was computationally possible 
to execute onboard a UAV because execution times were measured. 

3.5 Summary of Literature 

The literature reviews on sensors and autonomous drones. Many autonomous drones 
have poor response times and limited range accuracy. Putting a time-of-flight sensor 
[TOF] in its place, it belongs to the same family as IR sensors, but the key distinction 
is that they have a range of up to 15 m, which is sufficient to do the previous action 
in response to the reaction [5–10]. This sensor is utilized in robots for object iden-
tification and navigation, and it will be employed in a quadcopter for path tracking 
and completely autonomous flight [11–15].
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Fig. 5 TOF sensor. Source 
Flyrobo website (3) 

4 Components and Validation 

4.1 Sensor 

The infrared light produced by a tiny laser used by TOF sensors (Fig. 5) is fired at  
any object, bouncing off it, and then returning to the sensor. The distance between an 
object and the sensor can be calculated using the time difference between the light’s 
emission and its return to the sensor after being reflected by the object. 

4.2 Flight Controller 

The PX4 open-hardware project created the sophisticated autopilot system known 
as Pixhawk (Fig. 6). It offers outstanding performance, adaptability, and depend-
ability for managing any autonomous vehicle thanks to cutting-edge processor and 
sensor technologies from ST Microelectronics and a NuttX real-time working frame-
work. The Pixhawk framework offers focal points like as built-in multithreading, a 
programming environment taking after Unix/Linux, completely modern autopilot 
highlights counting Lau scripting of missions and flight conduct, and a bespoke PX4 
driver layer giving exact synchronization over all forms.

4.3 Telemetry 

Data collected by a drone and delivered back to the operator or ground control station 
are known as telemetry (GCS). The drone’s autopilot, sensors like accelerometers, 
gyroscopes, and GPS, as well as other components like the aircraft’s power source 
may all provide these data. When an unmanned aerial vehicle is in operation, the 
telemetry system is used to transmit data such as position (coordinate point), altitude, 
direction, and some information that reveals the state of the aircraft in real time; both 
hardware and software make up the telemetry systems of UAVs. 

The ability of light to combine higher speed, greater range, less weight, and 
eye safety makes it the ideal carrier for TeraRanger sensors. It can ensure less signal
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Fig. 6 Pixhawk (flight 
control board). Source 
Flyrobo website(4)

Fig. 7 3DR radio telemetry 433 MHz 500mW for APM and PIXHAWK. Source Flyrobo website(5) 

interference and simpler separation from ambient light by using infrared light, which 
produces the highest-performing distance sensors for their given size and weight. A 
3DR Radio Telemetry 433 MHz 500 mW for APM and PIXHAWK is shown in 
Fig. 7. 

4.4 Transmitter and Reciever 

An electronic gadget called a drone radio transmitter sends commands to the radio 
receiver wirelessly over a predetermined radio frequency; this is related to the 
remotely operated drone.
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Fig. 8 Flysky 10-channel. 
Source Flyrobo website (6) 

Thus, the mechanism oversees translating the pilot’s commands into multi-rotor 
movement. Channels are used by an FPV drone radio transmitter to transmit orders. 
Each channel conveys to the aircraft a certain action. 

(1) Pitch—forward or backward tilt of your drone. 
(2) Roll—literally “rolls” your drone by moving it left or right in the air. 
(3) Throttle—controls how much control is conveyed to your ramble, permitting 

you to alter how rapidly or gradually it moves. 
(4) Yaw—turn your drone in either a clockwise or counterclockwise direction to 

create patterns or circles in the air. 

A radio receiver is a device that can receive instructions from a radio transmitter 
and then use that information to control the flight of an aircraft. Subsequently, it is 
significant that your ramble transmitter and recipient are congruous with one another 
in terms of recurrence and other components when choosing them. 

Moreover, it is essential that both components meet the measurements and 
highlights required for the given application. Flysky 10-channel is shown in Fig. 8. 

5 Execution and Simulation 

5.1 Dropbox for Python 

Using the Dropbox Python SDK, we have moved the object to a certain spot where it 
could recognize and avoid obstacles before making its way to the desired destination. 
We used Python Arena, the repulsive navigator, and sprites, all of which are tools for 
programming in Python, to achieve this approach. Using various pieces of Python 
code, which each plays a specific role in the simulation, such as the arena function,
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which is used to build the simulation’s background and outer layer, the repulsive 
navigator, which functions to guide the drone along a predetermined path to its 
destination, and lastly the sprites, which carry out the majority of the command 
functions such as obstacle detection and avoidance, is all represented. As a result of 
our integration with the flight control board, the flight will still make it to its intended 
destination despite the presence of several obstacles. 

5.2 Python
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Obstacle 

Flow path of drone 
Drone is reaching goal, after avoiding the entire obstacle. 
Coordination with a time-of-flight sensor and AI has been integrated into the 

control board to detect the collision. 

5.3 Arena Python 

You can define the appearance and behavior of objects in a scene or a background 
using Python programs, which take advantage of the fact that all objects in a scene as 
with the help of MQTT bus algorithm. This Python program can be used anywhere 
with the access to the MQTT bus algorithm, and it can be executed in the program 
which can be programmed by the Arena itself using ARTs. 

5.4 Repulsive Navigator Python 

If given sufficient time, graph searching methods such as a breadth-first search might 
find a path, but other methods that “explore” the graph would often get at the goal 
sooner. An illustration would be a person crossing a room in the direction of their
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Fig. 9 DRL simulator of drone and testing of obstacle collision avoidance in DRL simulator 

target, only veering off the path to avoid obstacles and keeping veers as brief as 
feasible. 

5.5 Sprites Python 

Sprites are things having many different characteristics, such as height, width, color, 
and others, in addition to movements to the right, left, up, and down jumped. In 
this post, we will discuss how to make a controllable object that readers may use to 
navigate up, down, forward, and backward by using the arrow keys. 

5.6 Simulation and Visualization 

We ran the simulation on the DRL simulator to test path planning algorithms and 
fine-tune flight control models. In a virtual setting that is more like the real world, 
high-fidelity drone simulators test UAV applications. 

To determine performance and stability, the aforementioned simulation was run 
the DRL simulation (Fig. 9). 

6 Result and Discussion 

Modern computer technology is used by drones, including analogue controls, 
microcontrollers, on-chip systems, and single-board computers. 

A digital spatial model generated utilizing aerial photographs obtained by a drone 
is referred to as a drone 3D model. Aerial photogrammetry is the process of using 
aerial pictures to create models and maps. A UAV-based independent movement
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Fig. 10 Side, top, and isometric views of drone blender model 

arranging and protest finding framework beneath instability and halfway discernible-
ness in exterior settings is displayed through this ramble DRL test system. Side, top, 
and isometric views of drone blender model are shown in Fig. 10. 

Unmanned aircraft was shown, which used TOF sensors to emit infrared light that 
eventually reflected from surfaces and objects. A Sense-and-Avoid (SAA) architec-
ture for small- to medium-sized unmanned aerial vehicles (UAVs) is proposed, with 
the system serving as one of the key non-cooperative sensors. A typical simulation 
case study was presented together with the algorithms for calculating the avoidance 
volumes related to obstacles and for creating the best avoidance trajectories. 

All potentially conflicting impediments are avoided thanks to the proven detection, 
warning, and avoidance performances, total uncertainty volumes estimation, and 
avoidance trajectory generation algorithms. 

The analysis demonstrates the demonstrated solution’s ability to fly autonomously 
and avoid collisions in a variety of situations. This work’s primary contribution is 
to debunk the misconception that only expensive sensors, such laser scanners, are 
appropriate for such a task and inexpensive range finders are not. The test revealed 
that the system can adjust its distance from barriers like walls and people in order to 
avoid colliding with them. Experimental setup is shown in Fig. 11.

7 Conclusion and Future Works 

The drone has avoided collisions with the aid of a TOF sensor, and we have restricted 
the distance to 100 cm, or 1 m, even though the particular TOF sensor we have chosen 
can detect objects up to 15 m away. As a result, the TOF sensor will shift to the left 
or right depending on the object or obstacle it detects inside its 1 m field of view. In
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Fig. 11 Experimental setup

the future, we will endeavor to prevent collisions in all 360° directions. If the drone 
is stuck in a space, it must be stable in one place and maintain its altitude until the 
way is clear before it may begin to go ahead. 
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Abstract The goal of this study is to analyze the dynamics of the collaborative 
communication model for the implementation of the Non-Cash Food Assistance 
(Bantuan Pangan Non-Tunai, BPNT) Program in Takalar Regency, Indonesia, to 
fight poverty toward community resilience. In order to go more into the subject 
issue, this study employs a qualitative exploratory methodology. Based on the results 
of the study, it shows that the implementation of the Non-Cash Food Assistance 
Program is intended to increase community resilience in the midst of a global crisis 
in Indonesia. Because outreach to the community is lacking, the implementation of 
the Non-Cash Food Assistance (Bantuan Pangan Non-Tunai, BPNT) aid program in 
Takalar Regency, Indonesia, has not been sufficiently successful. This is evident from 
a number of program targets that were missed. The distribution of the non-cash food 
Assistance (Bantuan Pangan Non-Tunai, BPNT) aid program must promote collab-
orative communication with all Takalar Regency stakeholders in order to resolve 
this issue. This will have an impact on the extent to which distribution policies and 
management will be implemented in supporting the success of the program. 
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1 Introduction 

One of the objectives of the SDGs reflects the moral principle if there is no country 
that is in a lagging position, while other countries face the welfare of each person 
and the state is responsible for playing their position in delivering the global vision 
of the SDGs [1]. The structural differentiation of countries and international systems 
is presented as a way to explain the limitations and possibilities in the eradication 
of poverty [2, 3] and global justice which later became the first goal of the SDGs 
(at Point 1), namely eliminating all forms of poverty [4, 5]. One of the points that 
is considered the most important and still entrenched in various countries is related 
to poverty. The state must be present to reduce even by presenting regulations to 
overcome the poverty that exists in its country. 

In following up on sustainable development, it is necessary to have strict regu-
lations and the paradigm of sustainable development must be the way of life of 
the Indonesian people [6–8]. In response to the Global agenda, the Government of 
Indonesia has produced The Sustainable Development Goals Implementation Presi-
dential Regulation No. 59 of 2017 [9]. To date, a mix of economic, social, structural, 
capability, and learning perspectives has been applied to understand poverty and 
planning strategies to accelerate its reduction [8, 10]. Poverty in Indonesia is still the 
main problem and a heavy burden for each government, most notably when it comes 
to the widening significant wealth gap between rich and poor. As part of the United 
Nations members, Indonesia is certainly committed to alleviating ongoing poverty 
[11, 12]. 

The impact of poverty in Indonesia is inseparable from Covid-19. The Covid-19 
pandemic has also had an impact on the poverty rate through employment. Covid-
19 has affected almost all countries on all continents around the world. Covid-19 
has caused exceptional economic and public health responses, both in Indonesia 
and many other places, as a result of its proliferation and difficulties [13, 14]. The 
estimated economic growth rate for 2020 is expected to drop from around 5% to 
between 4.2 and − 3.5% as a result of the severe economic effect [15–18]. Village 
and urban poverty rate 2018–2022 is shown in Table 1. 

Despite having a well-known track record of reducing poverty, only in September 
2014 and March 2015 did the percentage of the people living in poverty rise [18, 19]. 
In reality, despite state revenues, all countries have struggled to escape the impact of 
Covid-19. However, Indonesia is still struggling to maintain its positive economic

Table 1 Village and urban poverty rate 2018–2022 

Semester 
(year) 

September 
(2018) 

September 
(2019) 

September 
(2020) 

September 
(2021) 

March (2022) 

Urban 10,13 9,86 12,04 11,86 11,82 

Rural 15,54 14,93 15,51 14,64 14,34 

Total 25,67 24,79 27,55 26,50 26,16 

Source Processed from various sources, 2023 
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growth [20]. The economic impact of Covid-19 is assumed to have started as a 
negative supply shock [21]. During Covid-19, the poverty rate in Indonesia touched 
10.19% in September 2020. This makes the number of poor people in Indonesia 
increase by 2.76 million people when compared to the previous same period [16, 
17, 19]. Due to the prevalence of poverty in Indonesia, the government created 
the BPNT/basic food program, a non-cash social food assistance that is distributed 
to benefit families (Keluarga Penerima Manfaat, KPM) on a monthly basis using 
banking methods. The Channeling Bank will provide non-cash support kits to bene-
ficiary households (Keluarga Penerima Manfaat, KPM) in the form of electronic 
coupons (e-vouchers) (like Bank Negara Indonesia [BNI]) [22]. Non-Cash Food 
Assistance for BPNT is worth IDR 110.000/KPM per month. Meanwhile, the amount 
of the basic food program for the January–February period is IDR 150,000, but since 
the period of March–August 2020, it has been increased to IDR 200,000. The assis-
tance cannot be taken in cash, and if the assistance is not spent within the month, 
the value of the assistance will still be stored and accumulated. KPM can use the 
e-voucher to buy rice and other foodstuffs such as eggs, according to the desired 
quantity and quality in e-warong [12, 18]. 

Takalar Regency, Indonesia, which is one of the regencies in South Sulawesi 
Province, has a poverty rate of 24,600 people in 2021, while in 2020 it was 25,380 
people. Meanwhile, in 2019 the number of poor people was 25.93 people. This 
is something that is still considered positive because Takalar Regency is able to 
reduce the number of its population who fall into the poor category. Whereas 
Takalar Regency had a population of 300,447 people in 2022 [17]. In Indonesia, 
one of the districts that has a fairly high poverty rate is Takalar Regency. Takalar 
Regency is located in South Sulawesi Province which consists of nine sub-districts 
and has an area of ± 566.51 km2 with a population of 250,000 people who currently 
have a poverty rate of up to 42 thousand households or approximately 124 thousand 
people. With this data, it means that the number of poor people in Takalar Regency 
is around 65% of the total population [12, 16–18]. Because of this, the support of 
all stakeholders is needed in communicative collaborative action in overcoming the 
problem of poverty and social vulnerability in Takalar Regency. 

Based on Fig.  1, Non-Cash Food Assistance Programs (Non-Cash Food Assis-
tance, BPNT) are identified and analyzed which are distributed to the poor in 
Indonesia. The purpose of providing this assistance is to increase community 
resilience in facing social and economic vulnerabilities due to the pandemic and 
food crisis in Indonesia. This phenomenon is divided into several issue clusters. 
In the first cluster, it is explained how the implementation of programs aimed at 
overcoming the problem of poverty is related, both from the perspective of policies, 
factors that cause poverty and poverty programs. The second cluster describes the 
role of government in relation to policy, assistance, poverty, and effectiveness. The 
third cluster describes the non-cash food social assistance program (Bantuan Pangan 
Non-Tunai, BPNT), which is one of the programs in poverty alleviation, related to 
issues of implementation, effectiveness, the role of e-warong and in what form the 
assistance is provided.
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Fig. 1 Research topics related to Indonesia’s non-cash food assistance program (Bantuan Pangan 
Non-Tunai, BPNT) are identified and analyzed. Source Processed via Nvivo 12 Pro, 2023 

Based on the explanation above, this study goals to examine the dynamics of 
the implementation of the Non-Cash Food Assistance Program (Bantuan Pangan 
Non-Tunai, BPNT) in a model of collaborative communication between the central 
government and local governments in overcoming poverty for community resilience 
in Takalar Regency, Indonesia. The implementation approach in the Non-Cash Food 
Assistance Program is strongly influenced by the collaborative communication model 
carried out in the field in stimulating the reduction of community poverty levels. This 
can be achieved through support and cooperation from the central government, local 
governments, and other stakeholders to improve the community’s economy in solving 
poverty. Other approaches include distributing cashless food assistance to residents 
and providing knowledge and objectives of the program to help overcome poverty. 
The Non-Cash Food Assistance (Bantuan Pangan Non-Tunai, BPNT) Program’s 
implementation seeks to combat poverty and aid those who are less fortunate in a 
challenging economic this time. The welfare and freedom of people can both be 
enhanced by the Non-Cash Food Assistance (Bantuan Pangan Non-Tunai, BPNT) 
Program. This study helps to improve the coordination of communication among 
stakeholders in the implementation of non-cash basic food assistance program poli-
cies in Takalar Regency, Indonesia. It also seeks to increase both public and private 
involvements in the fight against poverty.
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2 Methodology/Approach 

The goal of this study is to identify how the Non-Cash Food Assistance Program 
(Bantuan Pangan Non-Tunai, or BPNT) would be implemented in Takalar Regency, 
Indonesia, as part of a cooperative communication strategy to combat poverty and 
promote community resilience. This research was conducted in Sanrobone Sub-
district, Takalar Regency in South Sulawesi, Indonesia, as an area with a fairly 
severe poverty rate in the South Sulawesi region, Indonesia, and at the same time 
implemented the Non-Cash Food Assistance Program (Bantuan Pangan Non-Tunai, 
BPNT) which is not optimal in Indonesia. This qualitative approach is intended to 
make a deep understanding, a systematic, factual, and accurate picture of an object, a 
set of present conditions, and the relationships between the phenomena investigated. 
This research complements the approach of policy implementation theory which 
focuses on policy standards and objectives/measures and policy objectives, existing 
resources, communication between organizations, attitudes of implementers, char-
acteristics of implementing agents, and what are the conditions of the social envi-
ronment, political economy in the area in a collaborative communication model for 
the implementation of Non-Cash Food Assistance (Bantuan Pangan Non-Tunai, or  
BPNT) Programs in the Takalar Regency, Indonesia. Data are gathered by obser-
vation, literary studies, and other methods, including reading and studying books, 
journals, government papers, and other pertinent sources. Data analysis through 
collection, reduction, presentation, and verification is the processes proposed by 
Miles et al. [23] that are used to evaluate and understand the acquired data in order 
to provide conclusions in the form of fresh findings that are helpful to the reader. 
Additionally, NVivo 12 Pro [24] can be used to delve deeper into the issue to reach 
the best conclusion. This study’s limitation is that it depends on the researcher’s 
interpretation of the meaning that was conveyed during the interview; therefore, bias 
is still a possibility. By cross-checking data with information from several study 
observations, the triangulation technique is used to eliminate bias. The steps of this 
research can be explained in a simple way as in Fig. 2.

3 Results and Discussion 

3.1 National Program, Local Response: Dynamics 
of Non-cash Food Assistance Program (Bantuan Pangan 
Non-Tunai, BPNT) in Takalar Regency, Indonesia 

Reducing the rate of poverty is one of the objectives for national development. 
Because poverty is one of the economic diseases, it needs to be cured or at the very 
least alleviated. Indonesia’s persistent poverty remains a major issue and a signif-
icant burden for all governments, particularly in light of the growing gap between
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Fig. 2 Data collection and analysis techniques with NVivo 12 Pro. Source processed from Woolf 
and Silver [24], 2023

the rich and the poor. As part of the United Nations members, Indonesia is certainly 
committed to alleviating ongoing poverty [11]. There are also research results related 
to the SDGs in the world showing Points 1, 6, and 7 which strongly show that poverty 
and the lack of cleanliness of water and energy are still the main problems. The 
analysis of the ranking of 17 SDGs sourced from the state group said that SDGs 
1 and 4 are very meaningful [4, 9, 11]. In line with this goal, a Non-Cash Food 
Assistance Program was created which was intended to increase food security at the 
Beneficiary Family level, as well as a mechanism for social protection and poverty 
alleviation in Indonesia [16–19]. In the Non-Cash Food Assistance Program, Hope 
Recipient Families (KPM) receive non-cash food social support from the govern-
ment every month through banking procedures under the Non-Cash Food Assistance 
Program (BPNT). The program targets is underprivileged communities intended for 
BPNT Participants/beneficiaries are Families, hereinafter referred to as Beneficiary 
Families (Keluarga Penerima Manfaat, KPM) of Non-Cash Food Assistance [25]. 
Beneficiary Families (Keluarga Penerima Manfaat, KPM) represented the popula-
tion in the implementation area with the lowest 25% of socioeconomic situations in 
2017. The Integrated Data of the Poor Handling Program, also known as DT-PFM, 
is the outcome of the Integrated Database Update in 2015 and serves as the source 
of (Keluarga Penerima Manfaat, KPM) data for non-cash food assistance [18]. The 
Integrated Data Management Working Group of the Poor Handling Program, also 
known as the Data Working Group, was established by the Decree of the Minister 
of Social Affairs No. 284/HUK/2016 dated September 21, 2016. It is responsible 
for managing Integrated Data Program for Handling the Poor and Disadvantaged
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Table 2 Beneficiary family (Keluarga Penerima Manfaat, KPM), non-cash food assistance 
(Bantuan Pangan Non-Tunai, BPNT) Program at the Village Level, Takalar Regency, Indonesia, 
from 2021 to 2022 

No. Village names in Takalar Regency Number of beneficiaries (Keluarga 
Penerima Manfaat, KPM) 

2021 2022 

1 Sanrobone Village 334 430 

2 Tonasa Village 286 449 

3 Paddinging Village 239 314 

4 Lagaruda Village 222 304 

5 Ujung Baji Village 315 413 

6 Banyuanyara Village 238 331 

Total 1.634 2.241 

Source Processed from Sub-District Social Welfare Workers (Tenaga Kesejahteraan Sosial 
Kecamatan, TKSK) Sanrobone Sub-District, Kabuapten Takalar, Indonesia, 2022 

People (DT-PFM) [12]. If the (Keluarga Penerima Manfaat, KPM) whose name is 
registered in the list of beneficiaries (Daftar Penerima Manfaat, DPM) already has 
an account for the distribution of other Social Assistance programs, then the account 
can be used to receive the Non-Cash Food Assistance Program. For each Beneficiary 
Family (Keluarga Penerima Manfaat, KPM), list of beneficiaries (Daftar Penerima 
Manfaat, DPM) contains information on the name of the head of the family, the 
name of the spouse of the head of the family, the name of other family members, 
the family’s residential address, the national identity number (NIK) (if any), and the 
unique family code. The following is Table 2 of the number of Beneficiary Families 
(Keluarga Penerima Manfaat, KPM) in Sanrobone Sub-District, Takalar Regency. 

Table 2 shows that the Non-Cash Food Assistance Program (Bantuan Pangan Non-
Tunai, BPNT) in Takalar Regency, Indonesia, has been distributed through Combo 
Cards since October 2018 by Bank Negara Indonesia (BNI) as a Channeling Bank 
appointed by the Minister of Social Affairs in Takalar Regency. There are also addi-
tional data on recipients of Non-Cash Food Assistance (Bantuan Pangan Non-Tunai, 
BPNT) during the Covid-19 pandemic [14, 22, 25]. Implementing the Non-Cash 
Food Assistance (Bantuan Pangan Non-Tunai, BPNT) Program which is based on 
the large number of poor people in Takalar Regency is a form of government concern 
from both the regional government, local government, and the Indonesian national 
government, to the large number of people who are unable to meet food needs in their 
daily lives. The following can be seen about the information network regarding the 
Non-Cash Food Assistance (Bantuan Pangan Non-Tunai, BPNT) Program scheme 
in Takalar Regency, Indonesia, to increasing food security at the Beneficiary Family 
level as well as social protection and poverty alleviation (see Fig. 3).

Based on the Non-Cash Food Assistance Program distribution scheme in Takalar 
Regency, Indonesia, the requirements are set by the Channeling Bank (Bank Negara
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Fig. 3 Non-cash food assistance (Bantuan Pangan Non-Tunai, BPNT) Program scheme in Takalar 
Regency, Indonesia. Source Processed through Nvivo 12 Pro, 2023

Indonesia, BNI) to establish an e-warong, and this is intended so that the imple-
mentation of the Non-Cash Food Assistance Program (BPNT) will run smoothly 
and be easily monitored by the Channeling Bank (Bank Negara Indonesia, BNI) so  
that nothing can hinder the distribution of the program (Non-Cash Food Assistance, 
BPNT) to the community. Distribution of the program (Non-Cash Food Assistance, 
BPNT) to the community through the Prosperous Family Card (KKS) to predeter-
mined e-warongs. Beneficiary Families (KPM) are not allowed to buy goods such as 
cigarettes; if it is known that a KPM can buy these goods, then sanctions will be given 
to the e-warong that sells them [16, 18, 22, 25]. E-warong is a shop/trader recom-
mended by the Village Government and determined by Bank Negara Indonesia (BNI) 
and as a place for transactions for the distribution of the BPNT Program. However, in 
2022 the term e-warong agent has changed to a free market and it has been handled 
directly by PT. POS means that KPM no longer has to do the shopping process at 
e-warong. A person who owns and manages an e-warong is referred to as a Bank 
Agent, in this case a BNI Agent In addition, for the duties and functions of Sub-district 
Social Welfare Workers (TKSK) and BPNT Assistants in each village/kelurahan is 
to provide socialization to KPM regarding the BPNT Program and prepare KPM 
data, as well as coordinate the place and time of BPNT disbursement to KPM every
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Table 3 Data on the number 
of e-warong villages in 
Takalar Regency, Indonesia, 
2019–2021 

Village name Number of e-warong 

Sanrobone Village 1 

Tonasa Village 2 

Paddinging Village 2 

Lagaruda Village 2 

Ujung Baji Village 2 

Banyuanyara Village 1 

Total 11 

Source Processed from sub-district social welfare workers (Tenaga 
Kesejahteraan Sosial Kecamatan, TKSK) Sanrobone Sub-District, 
Takalar Regency, Indonesia, 2023 

month so that the implementation of distribution can be runs in accordance with the 
objectives of the BPNT Program [16, 18, 22, 25]. 

Table 3 shows that there are 11 e-warongs in Takalar Regency, Indonesia, to 
support the cashless food assistance program. The e-warong was formed by the 
distributing bank with the mechanism of the stall to register its stalls to become 
partners in distributing the program to support the success of the poverty reduction 
program while increasing MSMEs in the community [16, 18, 22, 25]. In 2022, bene-
ficiaries of the Non-Cash Food Assistance Program (Bantuan Pangan Non-Tunai, 
BPNT) no longer have to make buying and selling transactions on e-warong, and 
in the end, the beneficiary communities of the assistance are free to use the money 
they receive to spend according to community needs and in accordance with technical 
instructions from the Ministry of Social Affairs, Indonesia [16, 18, 22, 25]. The Non-
Cash Food Assistance Program (Bantuan Pangan Non-Tunai, BPNT) helps improve 
the community’s economy and realizing community resilience in the time of Covid-
19. This makes it possible to reduce the poverty rate in support of the SDGs agenda in 
2030. The Non-Cash Food Assistance Program (Bantuan Pangan Non-Tunai, BPNT) 
in Indonesia is poverty alleviation as a step for implementing social welfare policies 
in society that is sustainable, to increase the consumption of both nutrition and the 
community’s economy which is still classified as poor. 

3.2 Non-cash Food Assistance (Bantuan Pangan Non-Tunai, 
BPNT) Program in Overcoming Poverty: A Collaborative 
Communication Model Toward Community Resilience 

To administer the Non-Cash Food Assistance Program (Bantuan Pangan Non-Tunai, 
BPNT) in Takalar Regency, Indonesia, effective collaboration between governmental 
and private sector players is required so that the effectiveness of program implemen-
tation is realized [7, 26, 27] through good cooperation. Each stakeholder has a duty
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to implement the Non-Cash Food Assistance Program (BPNT) policy to overcome 
poverty in the community. Therefore, good communication among stakeholders is 
very important. This can be done through collaborative communication between the 
government and the community which provides fast, interesting, easy to understand, 
and accountable information [25, 28, 29] regarding the Non-Cash Food Assistance 
Program (BPNT) and its distribution. 

The development target of Indonesia’s 2020–2024 National Medium-Term Devel-
opment Plan (RPJMN) is to create an independent, developed, just, and prosperous 
Indonesian society through accelerating development in various fields, including in 
overcoming poverty in Indonesia. The government targets the extreme poverty rate 
in the country to reach zero percent by 2024 [15, 20]. This is the government’s 
target because of the many programs that have been given by the government to 
the community in order to stabilize their economy to avoid poverty. Meanwhile, in 
Takalar Regency, the phenomenon of poverty in general can be seen through several 
indicators of poverty. First, The number and percentage of the population living 
below the poverty line. In 2020, there are still around 25.38 thousand poor people in 
Takalar Regency or about 8.44% of the total population of Takalar Regency. They 
are classified as poor because the average monthly expenditure for both food and 
non-food consumptions is still below the poverty line which at that time reached IDR 
364,378/person/month [16, 22, 25]. According to the 2020 South Sulawesi Provin-
cial Poverty Data and Information, trends of a high number of poor people in South 
Sulawesi, Indonesia, intersect with the percentage of poverty in Takalar Regency. 

Figure 4 shows the development of the number and percentage of poor people in 
Takalar Regency in 2016–2020. It can be seen that the number and percentage of poor 
people in Takalar Regency have a tendency to decline. When viewed from the 2016– 
2020 period, the number of poor people has decreased from 27.05 thousand people 
to 25.38 thousand people. In the same period, the percentage of poor people also 
decreased from 9.35 to 8.44%. This has to do with the non-cash food aid program’s 
implementation in Takalar Regency to combat poverty. The decrease in the number 
of poor people is inseparable from the government’s efforts in providing assistance 
to the community through the Non-Cash Food Assistance Program (Bantuan Pangan 
Non-Tunai, BPNT)  [16, 22, 25].

It should be underlined that a public policy will be effective and directed in its 
implementation, if all implementing parties can carry out the program according to 
the guidelines and deadlines set to strengthen the local economy and reduce poverty. 
The phenomenon related to the corruption case of the Non-Cash Food Assistance 
Program (BPNT) in Takalar Regency was caused by the implementation of policies 
that did not comply with the guidelines and communicative of each stakeholder to 
align goals in encouraging effective and efficient program distribution that had not 
been carried out properly. Support from the government, both central and regional 
governments, as well as other stakeholders for the implementation of this program 
can increase citizen participation. This can overcome the problem of corruption in the 
distribution of the Non-Cash Food Assistance Program (BPNT) in Takalar Regency, 
because it in communicative, collaborative, and transparent actions will create an
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Fig. 4 Trends in the level of poor people in Takalar Regency, Indonesia. Source Regency/City 
Poverty Data and Information 2016–2020, 2023

attitude of responsibility and adherence to policies and implementation guidelines 
[10, 13, 16, 22, 25, 27–29]. 

Based on the research findings in Table 4, the results of the analysis of the results 
of this study with reference to the policy implementation approach of Van Metter 
and Van Horn [30] show that through the aspect of “standards and policy objec-
tives/targets,” the Non-Cash Food Assistance Program (BPNT) in Takalar Indonesia 
has not yet been implemented quite effectively because the beneficiaries of BPNT are 
still constrained in terms of uncertain distribution schedules, including communica-
tion between stakeholders (National Government, Local Government, and program 
implementing agencies, and the community) which is still not optimal [28, 29, 
31]. Based on the “resource” aspect, implementing the Non-Cash Food Assistance 
(BPNT) Program in Takalar Regency, Indonesia, from a resource perspective (human, 
infrastructure, and financial) has not been effective. In the aspect of “character of the 
implementing agent” as the capacity of all implementing agents has been given educa-
tion and understanding related to the BPNT program both in terms of regulations and 
technical guidelines in its implementation. In the aspect of the “attitude of the imple-
menters” of the implementation of the BPNT program, the implementing agent has 
carried out their duties well. From the Takalar Regency Social Service, Sub-District 
Social Welfare Workers (Tenaga Kesejahteraan Sosial Kecamatan, TKSK), Village 
Government, e-warong owners and beneficiaries of the BPNT program. In the aspect 
of “social environmental conditions, political economy,” the presence of the Non-
Cash Food Assistance Program was very well responded by the local government 
in Takalar Regency, Indonesia, and the aspect of “communication between organi-
zations” communication between organizations in the Non-Cash Food Assistance 
Program (BPNT) in Takalar Regency, Indonesia, was seen communication between 
these organizations is already going well. This is evidenced when there are obstacles 
in the field, the Sub-District Social Welfare Workers (Tenaga Kesejahteraan Sosial 
Kecamatan, TKSK) will directly review and will coordinate this matter to the Social
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Service, Empowerment of the Poor, Takalar Regency, Indonesia. Based on the policy 
implementation approach, it can be seen that there is a gap in the implementation of 
the Non-Cash Food Assistance Program (BPNT) in Takalar Regency, Indonesia. 

Table 4 Goals and successes of the non-cash food assistance program in Takalar Regency, 
Indonesia (Bantuan Pangan Non-Tunai, BPNT)  

No. Indicators Achievements 

1 Policy standards and objectives/objectives Based on the aspects of standards and policy 
goals/objectives in the non-cash food 
assistance program (Bantuan Pangan 
Non-Tunai, BPNT) in Takalar Regency, 
Indonesia has not been running effectively 
enough because the obstacles experienced by 
(Bantuan Pangan Non-Tunai, BPNT) 
beneficiaries are still constrained in terms of 
erratic distribution schedules. In fact, this 
makes KPM-BPNT even wait 2–3 months to 
be able to disburse the aid funds that will be 
spent on e-warong. When viewed from the 
accuracy of the target, it has been classified as 
effective, and it is because the village 
government is in direct contact to record its 
underprivileged communities to be proposed 
for assistance 

2 Resources In running the non-cash food assistance 
program in Takalar Regency, Indonesia, in 
terms of resources (human, program 
infrastructure, and finance), it has not been 
running effectively. The support of good 
resources can make it easier for the 
community to disburse and spend the 
assistance obtained, so the channeling bank 
will appoint e-warong which will be a partner 
of 11 e-warongs and will be controlled by the 
sub-district social welfare worker (Tenaga 
Kesejahteraan Sosial Kecamatan, TKSK) of 
the existing sub-district of Takalar Regency. 
The provisions for recipients of the (Bantuan 
Pangan Non-Tunai, BPNT) program in 
spending the assistance obtained are only 
valid until 2021. Regulations changed in 2022 
that beneficiaries of the BPNT program do 
not have to spend the assistance they get on 
e-warong. It is just that it is not socialized to 
the public, so people still make transactions 
in e-warong even if the recipient wants to buy 
something that not all e-warong has

(continued)
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Table 4 (continued)

No. Indicators Achievements

3 Characteristics of the executing agent In this study, it was found that in capacity all 
implementing agents have been given 
education and understanding related to the 
BPNT program both in terms of regulations 
and technical guidelines in its 
implementation. The field of empowerment 
of the poor and assistant for sub-district 
social welfare workers (Tenaga 
Kesejahteraan Sosial Kecamatan, TKSK) of 
Takalar Regency is very pro-active in 
providing direction to both e-warong and 
beneficiaries. This is evidenced by the regular 
holding of meetings every month. Monitoring 
of the distribution carried out by Dinsos and 
sub-district social welfare workers (Tenaga 
Kesejahteraan Sosial Kecamatan, TKSK) has 
been maximized 

4 Attitude of the policy implementing agent In field observations, it was found that the 
implementation of the BPNT program was 
that the implementing agent had carried out 
their duties properly. Starting from the 
Takalar Regency social service, sub-district 
social welfare workers (Tenaga 
Kesejahteraan Sosial Kecamatan, TKSK), 
village government, e-warong owners, and 
beneficiaries of the BPNT program. It is just 
that it is still considered not optimal because 
the price of staples in e-warong is considered 
not transparent. This is because BPNT 
beneficiaries are only allowed to take the 
packages that have been provided. The 
estimated price of staples in e-warong is also 
when compared and calculated by the 
beneficiaries, the price is higher than the price 
in the ordinary and market markets 

5 Social, economic, political environment The presence of the non-cash food assistance 
program was very well responded by the local 
government in Takalar Regency. The majority 
of people’s jobs in Takalar Regency, 
Indonesia, are farmers and fishermen, with 
the number of unemployed people 1858 
people in 2020. With this assistance, the 
economic condition of the community begins 
to be helped and that is what will improve the 
community’s economy and will reduce 
existing poverty

(continued)
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Table 4 (continued)

No. Indicators Achievements

6 Inter-organization communication Based on the data in this study, the 
communication aspect between organizations 
in the non-cash food assistance program 
(Bantuan Pangan Non-Tunai, BPNT) in 
Takalar Regency, Indonesia, it can be seen 
that communication between these 
organizations has been running well. This is 
proven when there are obstacles in the field, 
the sub-district social welfare workers 
(Tenaga Kesejahteraan Sosial Kecamatan, 
TKSK) will review directly and will 
coordinate this matter with the social service, 
empowerment of the poor of Takalar 
Regency. The same thing when the village 
government proposes that its people who are 
classified as underprivileged will be followed 
up responsively. Socialization is also still 
running to BPNT beneficiaries so that they 
can use the assistance wisely and not spend 
the assistance on things that are not in 
accordance with the provisions. But, this is 
different from the communication of the 
e-warong owner to the (Bantuan Pangan 
Non-Tunai, BPNT) recipient which is 
categorized as not optimal. Because in the 
implementation of the (Bantuan Pangan 
Non-Tunai, BPNT) program, beneficiaries are 
still required to spend the money they get in 
e-warong. The food products provided have 
also been packaged by the owner of the 
e-warong for (Bantuan Pangan Non-Tunai, 
BPNT) beneficiaries 

Source Processed by authors from various sources, 2023 

This is due to various problems such as non-synergistic working relationships 
between the central government and local governments in Takalar Regency. There 
are misaligned policy gaps at each level between the central and regional levels. 
The tasks of the program implementing agents at each central and regional level 
sometimes overlap, until communication between the central and regional govern-
ments does not go well so that this research finds that a collaborative communication 
model is needed between the Indonesian national government that synergizes with the 
local government of Takalar Regency in implementing an effective and targeted Non-
Cash Food Assistance (BPNT) Program. This is in line with research from Schultz 
and Evans [29] and Mohr et al. [28] which mentions that collaborative communi-
cation in organizations is key to effectivization, control, and strategy in achieving
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organizational goals. Based on the results of this study, shows that the implemen-
tation of the Non-Cash Food Assistance Program (BPNT) is intended to increase 
community resilience in the midst of a global crisis in Indonesia. Because outreach 
to the community is lacking, the implementation of the Non-Cash Food Assistance 
(Bantuan Pangan Non-Tunai, BPNT) aid program in Takalar Regency, Indonesia, 
has not been sufficiently successful. This is evident from a number of program targets 
that were missed. The distribution of the non-cash food Assistance (Bantuan Pangan 
Non-Tunai, BPNT) aid program must promote collaborative communication with all 
Takalar Regency stakeholders in order to resolve this issue. This also has an impact 
on the extent to which policies and programs will be implemented in supporting the 
success of the program. 

4 Conclusion 

The results of this Non-Cash Food Assistance Program’s deployment have been 
positive. But because community socialization is still regarded as being subpar, the 
implementation of the non-cash food aid program based on standards and policy 
goals/objectives, resources, inter-organizational communication, and the imple-
menters’ attitudes has not been sufficiently effective. This is a result of a lack of 
effective communication processes that encompass the dimensions of information 
transformation, transparency, and consistency, as well as a lack of monitoring and 
supervision of the actions and duties of each policy implementer. Policy objectives 
will also be impacted by the impact of policies and programs whose degree of imple-
mentation is subpar due to late delivery. The non-cash food assistance aid program 
is being implemented in Takalar Regency with the help of the local administra-
tion as a way of showing care for the less fortunate. During the social, economic, 
and health challenges brought on by the Covid-19 pandemic in Indonesia, this is 
meant to strengthen community resilience. Therefore, the Ministry of Social Affairs 
of the Indonesian National Government and the Takalar Regency Government must 
develop and improve collaborative communication to carry out programs in achieving 
community welfare. Local governments are also capable of carrying out the govern-
ment’s socialization program to ensure its long-term viability. In order to combat 
poverty in the regions through effective implementer communication, this research 
advises local governments to implement a non-cash food assistance (Bantuan Pangan 
Non-Tunai, BPNT) aid program. Problems with the implementation of the (Bantuan 
Pangan Non-Tunai, BPNT) program in overcoming poverty in Takalar Regency, 
Indonesia, are caused by actor communication and supervision that are not optimal. 
Therefore, it is necessary to increase supervision and monitoring from both the 
government and other institutions in the implementation process to be the key to the 
successful implementation of this program throughout Indonesia.
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Abstract In this article, a review on the use of unmanned aerial vehicles (UAVs) 
for retransmission has been conducted. The description of the basic network archi-
tecture and the main characteristics of communication channels are given. Various 
types of data transmission using UAVs, an approach to the organization of commu-
nication using unmanned aerial vehicles—short-range repeaters, which allows for 
information exchange in emergency situations, are considered. The general prin-
ciples of UAV operation when used for weather monitoring, forest fire detection, 
traffic jam tracking, cargo transportation, use in rescue operations, etc., are analyzed. 
The advantages and disadvantages of such use of UAVs, the general architecture of 
communication systems and the place of the UAV in it, as well as the general char-
acteristics of communication channels and types of data transmission are described. 
The technology was implemented using the example of establishing communication 
between separate units during training in a mountainous area using a low-flying UAV 
of the DJI Mavic Pro 2 type with suspended equipment for retransmission of radio 
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1 Introduction 

Currently, various services that ensure the national security of the Russian Federa-
tion are showing great interest in complexes of aerial surveillance and monitoring 
of natural environment and technical facilities using small-sized unmanned aerial 
vehicles (UAVs). 

Due to the high degree of mobility and low cost, UAVs have been widely used in 
various fields over the past few decades [1–3]. First of all, UAVs have always been 
used in the military industry, performing various tasks in hostile territory and reducing 
losses among pilots. With a decrease in the cost and miniaturization of their compo-
nents, small-sized UAVs (with a mass usually not exceeding 25 kg) have become 
available for wider use for civil and commercial purposes: weather monitoring, forest 
fire detection, traffic jam tracking, cargo transportation, rescue operations, retrans-
mission of communication signals, etc. [4]. Unmanned aerial vehicles can be divided 
into two categories: aircraft and helicopter type. Each of them has its advantages and 
disadvantages. For example, aircraft-type UAVs have high speed and are capable of 
carrying a lot of weight, but they must maintain constant forward movement in order 
to retain altitude. As a result, they cannot be used for a number of tasks, such as a 
thorough inspection of the terrain. Helicopter-type unmanned aerial vehicles, on the 
contrary, have a limited degree of mobility and portable weight, but are able to move 
in any direction, as well as to stay at one point for a long time. Thus, the choice of 
an UAV depends on the purpose of its application. 

Among the various areas of UAV application, their use as repeaters in wireless 
communication systems is one of the most important (Fig. 1) [5–7]. Communica-
tion systems using UAVs have the most important advantage—unlike ground-based 
signal relay systems, their operation cannot be hindered by shading from urban or 
mountainous terrain or damage to the communication infrastructure caused by natural 
disasters [8, 9]. 

It is worth noting that in addition to the use of UAVs, an alternative solution for 
providing wireless communication is the use of other objects, for example, balloons. 
They usually function in the stratosphere, which is about tens of kilometers above 
the earth’s surface. However, UAVs (usually operating at an altitude not exceeding 
several kilometers) have a number of advantages over similar systems and their

Fig. 1 Use of UAVs for signal retransmission 
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terrestrial and satellite counterparts. Firstly, their use is associated with lower costs 
and faster preparation, which makes them a suitable option for short-term use. In 
addition, the operation of UAVs for such purposes often provides direct visibility 
of communication facilities for UAVs, which leads to an increase in the quality of 
communication. 

In addition, the high degree of maneuverability of such devices is also reflected 
in the improvement of communication due to the ability to adapt to the peculiarities 
of the terrain in which they operate. Moreover, such an option of UAV functioning 
is possible, when the quality of communication signal can influence the process of 
their flight. For example, if there is a stable connection with ground objects, the 
flight speed of the device will decrease to ensure the transmission of more data. 
Thanks to these advantages, UAVs can become an essential component of wireless 
communication systems in the future. 

2 Areas of Application 

Recently, UAVs have been used in many areas that involve the use of the device 
as a repeater in rescue operations, extinguishing forest fires, aerial photography, 
protection of territories, logistics, and many others. In all such applications, UAVs 
perform tasks in places remote from the ground communication infrastructure, which 
requires the presence of one or more devices performing relay functions. 

The use of UAVs in rescue and search operations can significantly reduce the 
search time and reduce the number of victims in disasters and accidents. Unmanned 
aerial vehicles, due to their maneuverability, speed, and autonomy of actions, are 
able to perform tasks that cannot be performed by manned vehicles (Fig. 2). In the 
most typical scenario, UAVs are sent to a given territory, and data on the number of 
detected victims are collected using photo and other types of shooting and transmitted 
to rescue teams or signal relay systems, which can be presented by another group of 
UAVs.

Unmanned aerial vehicles have already proved their effectiveness in this field 
by helping rescue teams to narrow down the search area while avoiding possible 
dangers. In 2006, when searching for victims after the Hurricane Katrina, two UAVs 
were used to detect people trapped under the rubble. 

Another promising option for using UAVs is to perform various tasks when extin-
guishing fires. Fire services highly appreciate the potential of using UAVs. Upon 
arrival of the fire brigade to the place of ignition, UAVs can be used to thoroughly 
examine the fire area, while reducing the risk for fire service workers. Unmanned 
aerial vehicles can be equipped with heat-resistant cameras which allow them to 
detect fires. In addition, such factors as smoke and poor visibility cannot interfere 
with their work. Also, these devices can use flashlights and spotlights to help the fire 
brigade when extinguishing a fire in low visibility conditions. After extinguishing 
the fire, UAVs are able to facilitate the assessment of fire damage. In addition,
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Fig. 2 Use of UAVs during the search operation

UAVs are able to detect forest fires at early stages, which facilitate the task of extin-
guishing them. So, in 2017, the UAV was used by the Los Angeles Fire Department 
to extinguish huge forest fires raging near the city [10, 11]. 

When extinguishing fires in remote places, it is also necessary to use relay systems. 
In the absence of appropriate infrastructure on the ground, the use of UAVs for these 
purposes is the most rational solution. 

3 Basic Architecture of Signal Transmission 

Figure 3 shows the general architecture of wireless communication with the use of 
UAVs, consisting of two types of information exchange channels—control and data 
transmission channels [5, 6].

Control channel. This communication channel is necessary for the successful and 
safe operation of the UAV. Such channels should provide reliable and secure two-way 
transmission of information with low latency, since the information transmitted with 
their help is critically important for the operation of the UAV. At the same time, the 
exchange of such information can occur both between different UAVs and between 
the UAV and the ground control point. The information transmitted via this channel 
can be divided into three main categories: commands transmitted by UAVs from 
ground control points, reports on the status of the device sent from the UAV to the 
ground, and information about obstacles and dangers transmitted between UAVs. 
Control channels are necessary even in the case of using autonomous unmanned 
aerial vehicles capable of performing work using on-board computers without the 
need for constant monitoring by the operator, as in emergency cases, there is still a 
need for manual control. 

Since the information transmitted through the control channel is critically impor-
tant, it must be transmitted using protected frequency spectra. To date, two frequency 
bands are used—the range L (960–977 MHz) and the range C (5030–5091 MHz) [12,
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Fig. 3 General architecture of communication using UAVs: 1, 2, 3—control channels: main, 
additional, and data transmissions, respectively

13]. It is important to note that despite the fact that UAVs are controlled primarily 
from ground stations, satellite systems are also used for this purpose, which increases 
reliability and quality of communication. Another key issue is security of control 
channels. The lack of effective security mechanisms can lead to the so-called “ghost 
control” of the UAV—a situation in which the control of the UAV is carried out 
by an unauthorized operator. As a consequence, reliable authentication methods are 
needed to gain access to UAV control systems. 

Data transmission channel. These channels, on the contrary, are designed to 
transmit information related to the tasks performed by the UAV. Information is 
transmitted to ground terminals, which, depending on the task, can be ground 
stations, mobile terminals, data storage nodes, wireless sensors, etc. Data transmis-
sion channels must support the following communication modes: direct communi-
cation between UAVs and mobile terminals in cases of overload or failure of ground 
stations; communication between UAVs and ground stations and between UAVs and 
data storage nodes, as well as communication between two UAVs. Data transfer rate 
requirements depend on the target and can range from several kB/s for transmission 
between UAVs and sensors to tens of GB/s for communication between UAVs and 
data storage nodes. In comparison with control channels, data transmission channels 
do not have such strict requirements for possible delays and transmission security. 
As for the frequency range, it usually depends on the specific tasks of the UAV. 
For example, when providing cellular coverage, UAVs use LTE band frequencies. 
However, it is also possible to use other frequency ranges, for example, the millimeter 
wave range to ensure stable communication between two UAVs [14, 15].
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4 Characteristics of Communication Channels 

There are two types of information transmission: UAV–ground and UAV–UAV. 
Both types have characteristics that distinguish them from the transmission between 
ground systems. 

UAV–earth transmission. This type of transmission is somewhat different, in 
comparison with the transmission of information to ground objects from manned 
aircraft [6, 8]. Unlike similar devices that transmit signals to ground stations located 
in an open area and have powerful antenna systems, UAVs are forced to transmit in 
areas where such infrastructure is usually absent. Despite the advantage of being able 
to establish a line of sight from the transmission object, various obstacles in the form 
of terrain, buildings, or the UAV frame can make transmission difficult. In particular, 
studies show that if a UAV maneuvers, the delay in data transmission caused by the 
appearance of an obstacle in the form of the UAV frame can be up to tens of seconds, 
which should be taken into account when planning UAV tasks. In the case of using 
low-flying UAVs, communication can also be difficult due to refraction, scattering, 
and reflection of the signal from mountains, the earth’s surface, tree foliage, etc. 
When the UAV performs its tasks over the desert or the sea, only reflections from 
the surface interfere with signal transmission. At the same time, the resulting atten-
uations can be described by a Ricean attenuation model that characterizes the effect 
of the scattered component of the signal on transmission in the presence of a line of 
sight between transmission objects. Depending on the conditions of the area where 
the communication facilities are located and the frequency used, the degree of impact 
of the Ricean factors may vary. Thus, the ratio between the transmitted signals and 
their scattered components can take a value of about 15 dB for the L range and 28 dB 
for the C range when the UAV is operating in hilly terrain [15]. 

UAV–UAV-type transmission. When transmitting data between UAVs, the trans-
mission objects are most often in line of sight. Despite the fact that the reflections 
of the signal from the surface can cause attenuation to some extent, their effect is 
much weaker than when transmitting from a UAV to the ground or when transmit-
ting between objects on the ground. However, in this case, there is a much stronger 
influence of the Doppler effect than when transmitting a signal between a UAV and 
ground objects, due to the high values of the relative speed of the UAV. These factors 
must be taken into account when choosing the frequency range for communication 
between UAVs. On the one hand, due to the almost constant presence of a line of 
sight between transmission objects, it is possible to use the millimeter range in order 
to ensure stable communication between UAVs. On the other hand, when using this 
range, a high degree of Doppler frequency shift can be observed due to the high rela-
tive speed of the UAVs. Due to its peculiarities, this type of transmission is currently 
the subject of many studies aimed at finding effective methods of its application.
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5 Organization of Communication When Using 
Short-Range Unmanned Aerial Vehicles as Repeaters 

Joint actions of search teams and short-range (SR) UAVs make it possible to reduce 
the risks of losses when searching for missing people in hard-to-reach areas. At the 
same time, the key aspect is to ensure the required quality of information exchange 
between the members of the search expedition through the use of airmobile commu-
nication networks (ACNs) of the SR UAV. In this regard, the field of research related 
to aeronautical radio communications using UAVs is relevant. The basis of the infor-
mation exchange between UAVs is the communication technologies which are being 
developed and constantly improved in Russia and abroad. The paper [9] presents 
the theoretical and practical results of research in the field of UAV application as 
repeaters of non-tethered and tethered types (aerostats and helicopter-type UAVs). 
The use of single UAV repeaters has become a new step in the development of radio 
communications and allows to quickly provide communication services in condi-
tions where it is impossible or inappropriate to use other means of communication. 
The effect of using such repeaters on SR UAVs is an increase in the communication 
range. 

Single relay platforms are further developed to form regional communication 
networks using UAVs, which are considered as an addition to the ground part of 
the communication system, as well as independent systems for relaying informa-
tion flows. It is possible to single out a separate particular case when there is a 
need to ensure the information exchange between UAVs and interacting objects over 
long distances. In this case, the resources of single UAVs may not be enough, and 
the deployment of zonal communication networks is redundant. In this regard, it 
is required to develop methods of organizing communication using UAV groups in 
selected information directions, which make it possible to increase the possibilities of 
relaying. The main correspondents are participants in search operations with the use 
of SR unmanned aircrafts. The disadvantages of this method of organizing commu-
nication are the high vulnerability of the data transmission system to the failure of a 
single UAV repeater and insufficient communication range. 

A typical situation that may arise while using of a group of UAVs may be the loss 
of radio communication with a separate group of UAVs or the ground control point 
(GCP) of the UAV. To solve the problem of restoring radio communications, it is 
proposed to use a method in accordance with which a radio link is built using UAVs 
as elements of the ACN. The radio link is a set of technical devices and a medium 
for the propagation of radio waves that ensure the transmission of messages from a 
source to a recipient. 

The way to organize a radio link using UAV repeaters is to perform the following 
sequence of actions to solve a number of typical tasks: 

(1) determination of the Azimuth to correspondent No. 2, relative to correspondent 
No. 1; 

(2) launch of the UAV 1 in the direction of correspondent No. 2 under the control 
the operator;
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(3) flight toward correspondent No. 2 carried out within the zone of reliable recep-
tion of radio signals via two channels: a command-telemetry radio link (KTR) 
from the UAV’s GCP and an information exchange channel from correspondent 
No. 2 (receiving equipment is located together with the UAV’s GCP); 

(4) during the flight, the on-board communications of UAV 1 constantly search 
for correspondent No. 2 on the air to establish radio contact. If it is possible 
to establish communication with correspondent No. 2 within the zone of reli-
able radio reception between UAV 1 and GCP, the loitering zone is optimized 
taking into account the provision of the required communication quality in the 
sections of the radio link of GCP (correspondent No. 1)—UAV 1 and UAV 
1—correspondent No.2; 

(5) in the case when it is not possible to establish radio contact with the second 
correspondent within the zone of reliable radio reception of the GCP-UAV 1, 
UAV 1 proceeds to loitering at the maximum distance from the GCP in the 
direction of correspondent No. 2 and the launch of UAV 2 in the direction of 
UAV 1 is done; 

(6) during the flight of UAV 2, its on-board means constantly search for correspon-
dent No. 2 on the radio to establish radio communication and maintains contact 
with UAV 1, as UAV 2 approaches UAV 1, the KTR and information exchange 
channels of UAV 2 connect with the GCP and correspondent No. 1 via UAV 1; 

(7) after the establishment of a radio exchange of UAV 2 with GCP and correspon-
dent No. 1 through UAV 1, UAV 2 is flown toward correspondent No. 2 within 
the zone of reliable reception of radio signals from UAV 1. 

The inclusion of new UAVs in the process of establishing radio communications 
continues until radio communications are established between correspondents No. 1 
and No. 2. To determine the trajectory parameters of UAV repeaters, it is proposed 
to use geometric relationships taking into account the effect of wind disturbances, 
as well as radio engineering parameters of the communication equipment of control 
points, remote UAV repeaters, ground correspondents, and on-board equipment for 
relaying signals from UAV repeaters, such as directional diagram and antenna gain 
power, power of the receivers and transmitters, signal-to-noise ratio. 

The developed method provides for the organization of communication between 
the correspondents by deploying a radio link in a limited period of time (the period 
of time required to search for people in hard-to-reach areas) in areas that are not 
equipped with respect to communications, areas in which it is difficult to deploy and 
use ground-based communications (difficult terrain, swampiness, fires, impassable 
water and mountain areas, forest blockages, etc.). 

The transfer of information between the correspondents is carried out via a 
composite channel organized with the help of standard devices located on the UAV. 
The advantage of the proposed method is the possibility of information exchange 
between the correspondents who are outside the line-of-sight zone in the required 
period of time.
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6 Adaptation and Practical Testing of Methods of Using 
UAVs for Relaying Communication Signals 

The methods of using UAVs presented above are adapted for relaying communication 
signals and were applied during military exercises, the main purpose of which was 
to check the degree of readiness of the leadership and military management bodies 
of the joint strategic command of a military district, the command staff of mili-
tary contingents, tactical (operational) groups to manage groups of troops (forces), 
formations and units in the course of joint operations to localize and resolve armed 
conflicts related to countering terrorism. 

The main part of the exercises took place in a mountainous area. The presence 
of mountainous terrain often makes it difficult to use traditional communication 
schemes, since mountain structures are usually an obstacle in the way of radio waves. 
In such conditions, the use of UAVs for these purposes is the most rational step 
(Fig. 4). 

During the tests of UAVs, the task was to establish communication with the 
units on the other side of the mountain range. Attempts to establish a connection by 
traditional methods did not bring any significant results. Obviously, the reason was in 
the mountain structures reflecting and scattering radio waves. For this reason, a low-
flying UAV of the DJI Mavic Pro 2 type with attachments for relaying SURECOM 
SR-112 radio signals was used. 

Such a step ensured the successful completion of the task—stable and clear 
(speech intelligibility 100%) radio communication was established between the units 
separated by the mountain range. 

An experimental evaluation of the proposed method of communication using 
standard radio communication channels of the SR UAV was also carried out for the 
case of restoring information exchange with a remote search group in hard-to-reach 
areas. The experiment was carried out under the following meteorological conditions: 
wind speed at different height levels from 3 to 25 m/s with gusts up to 28 m/s; the 
minimum air temperature is − 9 °C. Heavy icing was observed on one of the UAV 
relays.

Fig. 4 Using UAVs to relay signals in mountainous terrain 
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The implementation of the developed method provided reliable communication 
using the SR UAV at a distance of several hundred kilometers in adverse weather 
conditions. The experimentally measured communication range is at least 2.5 times 
higher than the range of a standard SR UAV communication channel. 

Thus, the result of applying the method of organizing communication based on 
composite communication channels built using UAV repeaters can be the implemen-
tation of an additional possibility of carrying out information exchange of subscribers 
in the required period of time (the period of time required to perform a search opera-
tion in hard-to-reach areas) in areas not equipped for communications, as well as in 
areas where it is difficult to deploy and use ground-based communications, as well 
as in case of emergency restoration of communications with UAV groups. 

7 Conclusion 

The general principles of the operation of UAVs when they are used for weather 
monitoring, detection of fires in forests, tracking traffic jams, cargo transportation, 
rescue operations support, etc., are analyzed. The advantages and disadvantages of 
such use of UAVs, the general architecture of communication systems and the place 
of UAVs in it, as well as the general characteristics of communication channels and 
types of data transmission are described. 

One of the promising areas of UAV use is the retransmission of signals during 
data transmission. The methods of using UAVs described above are adapted for 
relaying communication signals and have been tested when establishing communi-
cation between separate units during training in a mountainous area. Further research 
in this subject can ensure the improvement of wireless communication systems and 
more efficient use of UAVs in such systems. 
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Evaluative Aspects of Wireless Sensor 
Networks Reliability Model: A Case 
Study 
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Abstract Reliability (information management) and lifetime (energy management) 
are the two most important factors for the real-time application of WSNs. The reli-
ability and lifetime must be managed properly as there are on-demand individual 
networks, subnets, extended networks, and other real-time applications of WSNs. 
The overall reliability of a wireless sensor network (WSN) depends on its life-
time, which in turn depends on battery-powered nodes, node-sink distances, and 
traffic near the sink. The referred literature proved that energy efficiency and energy 
balancing depend upon optimized node-sink distances that are obtained by a proac-
tive heuristic ACO (ant colony optimization) routing algorithm. This algorithm also 
finds the minimum value of average nodal energy consumption. The efficient and 
balanced energy paths lead to good packet delivery. The majority of the referred 
literature uses a programmed random node deployment strategy and a clustered 
WSN model. This work uses a programmed manual node deployment strategy with 
uniform and random procedures and a simple sectored network model. The perfor-
mance comparison results are placed with respect to different strategies such as node 
deployment planning, different transmission planning, different routing methods, 
different network sizes, different energy levels, and iterations (rounds). This compar-
ison paves the way for futuristic applications of WSN. The applications include 
subnets, extended networks, real-time patient monitoring systems, and driverless 
cars. 
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1 Introduction 

Reviewing the initial article [1] that claimed proactive methodology was not appro-
priate for WSN due to the numerous nodes that necessitate a corresponding routing 
table with memory, and the most recent articles [2, 3] that created an algorithm 
to enhance WSN’s performance based on prior observations. Moving further and 
reviewing articles [4–6], this paper establishes the fact that, using efficient and 
balanced energy concepts, the proactive method performs better by employing 
programmed manual node deployment with uniform and random procedures. The 
network has a number of nodes and a single sink with unlimited energy resources. It 
collects the aggregated data and then transmits it to the external network. The idea 
is to apply the proposed protocol to a single individual network, and then the idea 
can be extended to other networks to get greater scalability, stability, reliability, and 
network lifetime for the overall network configuration. Going by the referred litera-
ture [2–6], a disk-shaped network model (Fig. 1) having a radius R, uniform nodal 
density, nodes with limited energy, and a single stationary sink with enough power 
acting as a base station. Each model can be further divided into a sectored model 
having N disconnected concentric coronas with width w = R/N. The angle θ = 30° 
can be seen dividing the area into sectors Si, S2, SN [2–6], resulting into a simple 
sectored model. 

Nodes are assumed to have initial energy ε0 and self-generating data of ϕ bits. 
Multiple stationary nodes are located on the network with finite battery power. Nodes 
are supposed to have a maximum transmission range which is divided into K levels 
with a unit range corresponding to corona thickness ω. Self-generated data volume 
of the nodes is computed, which is assumed to be the same for every sector. An ant

Fig. 1 Network model 
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is assumed to be placed in every sector and the movement of the ant is in accordance 
with a specific probability. The farthest ant moves first and the movement stops with 
the last ant’s last hop. Every hop is assessed for less energy use, thereby setting an 
optimal transmission distance d of x hops. The energy-efficient and energy-balanced 
distances (EEAEB), for every sector, are estimated to minimize the total energy usage 
along the transmission path. If all the nodes use the same transmission distance, then 
the overall energy usage will be reduced. Total data volume is estimated which is 
comprised of self-generated data volume [4, 5] and received data volume [4, 5]. 
The average value of energy consumption per node (ECPN) [4–6] is evaluated for 
every sector. Pheromone intensity is estimated on every path and it is updated after 
each iteration. And the final result will be a path having minimum value of average 
maximum value of ECPN which governs the optimal path leading to maximization 
of network lifetime. 

Efficient communication represents the maximum information delivery that is 
possible if energy is handled properly for the intended distances. The problem of 
having an optimum path from source to sink is solved by using the ant colony 
algorithm. The spread of pheromones is an ant’s natural intelligence and depending 
upon pheromone intensity and visibility, the ant lays a path that will be optimized in 
its own way. The basic ant colony algorithm (7) is suitable for smaller networks but 
suffers over the larger network area, and thus a proposed heuristic approach [7, 8] is  
used which is suitable for extended network areas. 

For efficient running of WSN and to have a better network lifetime [9–11], energy 
conservation of sensors is a must, such as to have reliable delivery of detected infor-
mation to the destination. The transmission and traffic handling mechanisms are to 
be handled favorably in order to achieve energy efficiency, load-traffic balancing, and 
network lifetime. Distances and areas of the network do matter the most as traffic 
is seen more near to the sink as compared to the farthest part of the network. Many 
passive methods are used to address these issues. The distance-based approaches such 
as single-hop (SH), a direct transmission scheme, and a multi-hop (MH), with fixed 
transmission distances, are presented in [12, 13], and a clustering-based low-energy 
adaptive hierarchy (LEACH) is presented in [14]. These algorithms are designed to 
address the network load, energy consumption, residual energy, and packet colli-
sions. Some of the methodologies take into account secondary cluster head selection 
using residual energy and minimum average differences, thereby distributing the 
load for better efficiency and the lifetime of the network. Addressing the clustering 
problem, a hybrid energy-efficient distributed clustering approach (HEED) [15] is  
presented which uses a hybrid methodology comprising the node’s residual energy 
and its closeness with the neighbors and sink. Lifetime is improved by data aggre-
gation. Ant colony optimization (ACO) addresses the multi-objective optimization 
problem of WSN [15]. An energy-aware ACO protocol (EAACA) is presented in 
[16], in which the transmission is in accordance with the nodal average energy and 
residual energy. The energy-efficient ant-based routing (EEABR) algorithm [17] 
establishes forward and backward trails of ants using pheromone probability and 
sets up an optimized route tree. All these are the passive methods and lag the traffic
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handling mechanisms [18]. The distances between the source node to the sink, trans-
mission range, and traffic matter the most in addressing the network lifetime. The 
proposed methodology addresses nodal energy consumption, energy efficiency, and 
traffic balancing through efficient and balanced energy distances and improves the 
overall network lifetime. 

Main contributions and innovations of this paper include the following aspects: 
(1) The works lays a foundation for futuristic aspects such as WSN-Cloud integra-

tion (driverless cars, real-time patient monitoring), subnets, and extended networks. 
(2) Information transmission and reception are based on a simple sectored-based 
approach instead of a clustered approach. (3) Node and base station distances are 
optimized using ACO, resulting in topology optimization and energy reliability. 
(4) Programmed manual nodal deployment strategy is used and compared with 
the default programmed random procedure. (5) Networks lifetime is maximized 
by preserving the data flow (self + incoming) and optimized energy routes. (6) Each 
node is assumed to be delivering the same amount of information at any given time. 

The rest of the paper layout is as follows: Sect. 2 presents the mathematical 
modeling with relevant equations, Sect. 3 validates the results, and Sect. 4 concludes 
the work with a note on future aspects. 

2 Network Model 

Four mathematical aspects, viz., transmission model, distance model, energy model, 
and routing model lead to network lifetime maximization. Finding the optimized 
distances through ACO and thereby finding the minimum value of maximum average 
nodal energy consumption (ECPN) are the algorithmic needs. The circuit and network 
parameters used in the modeling and simulations are assumed, viz., network radius 
range 25–35 m, no. of nodes 100, nodal density 5, initial nodal energy 10 J, unit 
transmission range 5 m, evaporation rate 0.05, and control parameters α = 5, ß = 5. 
The nodal energy required (consumed) to transmit and receive m bits of information 
at a distance d with path loss γ is given by [4, 5, 19, 20]: 

ET x  (m, d) = mεelec + mεampd
γ (1) 

ERx (m) = mεelec (2) 

where 1elec (50 nJ/bit) is the energy consumed in information transmission involving 
coding, modulation, filtering, etc. 1amp (13 pJ/bit/m2) denotes energy consumed by 
transmitting amplifier [4, 5]. The energy model can be had from Eqs. (1) and (2) that 
gives, the average value of the energy consumed per node (Ei ) for a communication 
of sector Si:
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Ei = 
ERx (Φi ) + ET x

(
Ξi , di j

)

Ci 
(3) 

Ei = Φi εelec + (Φi + Ξi )εelec + (Φi + Ξi )εamp[(i − j )ω]γ 

Ci 
(4) 

where Ci is the sector node number, Ξi is the initial data volume, and Φi is the 
incoming data volume and dij is the distance of sectoral movements of ants from Si 
to Sj that sets up a trail T (i, j) and is expressed as: 

di j  = (i − j )ω (5) 

where ω is the corona width. 
The distance model can be arrived at by assuming the values of εelec, εamp, γ , 

ω, σ , θ, and article [3–5], and the equation for the energy efficient (Eq. 6) and 
energy-balanced distances (Eq. 7) for every sector are given by: 

d = γ

√
2εelec 

(γ − 1)εamp 
(6) 

di j  = γ

√
Ci ϑ − (2Φi + Ξi )εelec 

(Φi + Ξi )εamp 
(7) 

where ϑ is the nodal energy consumption in every sector and is given by: 

ϑ = Φi εelec + (Φi + Ξi )εelec + (Φi + Ξi )εampd
γ 
i j  

Ci 
(8) 

In the routing model [4, 5, 21], the movement of the ant starts with the farthest 
ant first and then terminates with the last ant’s last hop. The data is transmitted from 
the source node toward the sink and the algorithm utilizes heuristic information [8, 
21], pheromone intensity, and probability of transition in order to find a best routing 
abstraction. In the referred methodology, the pheromone and the heuristics are related 
to data volume and transmission range. The transition probability of the ant for its 
movement from sector Si to sector Sj after ith iteration is given by: 

Pi j  (t) = [Ii j  (t)]α[Hi j  (t)]β∑
Sr∈DI  S j 

[Ii j  (t)]α[Hi j  (t)]β (9) 

where I ij(t) is the pheromone concentration, Hij(t) is the heuristics (visibility) of 
the trail T (i, j). α is the pheromone control parameter, β is the heuristics control 
parameter, ψ1 and ψ2 are the energy-efficient, and the energy-balanced distance 
controllers and constants λ1 > 0 and λ2 > 0 ensure each denominator is not zero.
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The network evaluation is performed by assessing the average energy consump-
tion per node, which is the ratio of initial energy to the maximum average energy 
consumption per node. The network lifetime is usually expressed in terms of the 
ratio of the sum of the total initial energy and average nodal energy consumption. 
Mathematically given as: (after ith iteration) [4, 5, 7]: 

f (t) = ε0 

max{Ei (t), i = 1, 2, ...M} (10) 

where ε0 is the initial energy, Ei (t) is the average energy consumption per node [4] 
of a sector Si, and max (Ei (t)) is the maximum average energy consumption per 
node [4] for different sectors. 

2.1 Algorithmic Steps 

The algorithmic steps are given below and the respective results are got by running 
the m-script. 

Set the physical and network parameters 
Initialize the parameters 
Set the sector model and the network model 
Deploy the nodes 

Get simulate values for the energy- efficient and energy-balance distances 

Move the ants 

Get simulated transmit data volume 
Get simulated received data volume 
Get simulated total data volume 

Get simulated transition probability 
Get simulated nodal energy consumption 
Get simulated overall network lifetime 
Get the simulated graphs 

End 

3 Simulation and Validations 

Having the algorithmic mathematical aspects and the circuital network parameters 
in hand, the simulations are done with respect to node deployment and transmis-
sion strategies. The simulation results are with respect to energy consumption, 
network lifetime, throughput and number of live nodes. MATLAB-2014b is used 
for simulations running the m-script.
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 (a) Energy consumption                    (b) Network Lifetime  

Fig. 2 Simulation results to show impact of node deployment strategy. a Energy consumption. b 
Network lifetime 

3.1 Case 1—Impact of Node Deployment Strategy 

Most of the literature [2–17, 19, 20, 22–24] is based on conventionally programmed 
random nodal deployment but, this work opts for programmed manual deployment 
in which nodes are placed manually at the stroke of a mouse. The comparative 
results consider energy consumption and network lifetime. The comparison plots 
for energy consumption and network lifetime are shown in Fig. 2a, b. As can be 
seen from the plots, the programmed manual node deployment performs better than 
the programmed random node deployment because it follows the optimum energy-
efficient and stable paths that are arrived at during the considered iterations (rounds), 
whereas energy consumption is comparatively higher in programmed random nodal 
deployment due to repetitive iterations. These iterations are for optimum path find-
ings. This impacts the overall network lifetime, as shown in Fig. 2b. The programmed 
random strategy has a shorter lifetime as compared with the manual random node 
deployment strategy. 

3.2 Case 2—Impact of Routıng Methods on Network 
Lıfetıme and Energy Consumptıon. 

The literature finds routing protocols classified as direct, flat, and cluster based. The 
protocols considered for the validation, in this case, are single-hop (direct) [12], 
EAACA (flat) [16], and LEACH (clustered) [14], and the respective comparative 
plots are shown in Fig. 3. Figure 3a shows an initial five-sectored model [4, 5, 24], 
and as per the algorithmic insights brought out in introduction part, Fig. 3b shows
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manual placement of nodes. Figure 3c, d show movements of the ant with the farthest 
ant’s first move and last ant’s last hop which terminates the movement, respectively.

The distance estimation parameters such as θ, γ , σ , ω, ϕ, μ, εelec, and εamp (Eqs. 9 
and 10) applied are same for all the protocols but, the difference is with respect to 
estimation of the distance from source to sink. The proposed algorithm establishes 
the path with the application of ACO, which gives out the optimal path with the help 
of the ant’s intelligence (pheromones and heuristics), whereas the path in the other 
protocols is established by using nodal residual energy, which differs along the path. 
This difference in energy along the path creates an energy-hole problem, and thus 
the network cuts off. The simulated distance estimations are shown in Table 1, which 
shows that the value of the balanced distance is the lowest for the proposed protocol, 
resulting in less energy consumption and a longer lifetime.

It is a known fact that the overall network lifetime is the ratio of sum of the 
initial energy to the total energy dissipated in one round. The initial energy is kept 
uniform and the average energy consumption per node is evaluated. Table 2 presents 
the overall network lifetime.

The derived fact is that the transmission power is proportional to the square of 
the distance [4, 5] and it can be seen from Fig. 3e, SH (from 1.2 × 103 to 8.5 × 
103 J) [12] has more energy consumption due to long distance, basic LEACH (from 
3.2 × 103 to 1.5 × 103 J) [14] and EAACA (from 2 × 103 to 2.5 × 103) [16] 
also perform below the proposed protocol due to unbalanced energy resulting into 
unbalanced traffic handling capacity near the sink. The proposed methodology gives 
balanced energy consumption (from 1.5 × 103 to 1.5 × 103 J) and better lifetime 
(Table 2) because of balanced energy all along the transmission path. If all the nodes 
follow these balanced distances to send information, then energy consumption will 
be minimum resulting into a greater network lifetime (Fig. 3e, f). 

3.3 Case 3—Impact of Dıfferent Energy Levels (K) 

Figures 4a–d illustrates the impact of change in energy levels from minimum (K 
= 5 J) to maximum (K = 12 J) levels on the network with a manual nodal layout. 
Figure 4d illustrate that the proposed algorithm consumes less energy and shows 
balanced energy consumption as compared to other algorithms. This balanced energy 
consumption of the proposed algorithm predicts a load balancing in the network 
which eventually gives greater network lifetime as shown in Fig. 4d. The simu-
lated graph in Fig. 4d depicts lifetime for different transmission methodologies at 
different network radius. The comparison is with respect to transmission strate-
gies such as single-hop (SH) [12], LEACH [14], EAACA [16], and the proposed 
protocol. The simulated graph shows that, as the network radius increases, lifetime 
decreases because of increase in traffic load. At a network radius of 100 m, the 
proposed protocol reaches a network lifetime of 8.92 × 103 s and others reaching 
1.5 × 103 s (SH), 3.2 × 103 (LEACH), 3.8 × 103 s (EAACA), thus proving that the 
proposed strategy performs far better than the rest. The fall out of other transmission
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 (a) Five sectored network model           (b) Manual node deployment 

 (c) Farthest ant movement                 (d) Last ants last hop movement  

 (e) Energy consumption                 (f)  Network lifetime comparison 

Fig. 3 Comparative plots for different routing strategies. a Five sectored network model. b Manual 
node deployment. c Farthest ant movement. d Last ants last hop movement. e Energy consumption. 
f Network lifetime comparison



114 D. Lingamaiah et al.

Table 1 Average of best efficient and balanced distances for 5 sectors 

Energy efficient Distance Average of balanced energy distance 

SH LEACH EAACA Proposed 

2.7735 3.58 3.13 2.68 1.43

Table 2 Overall network lifetime 

Protocols Network lifetime 

SH 1.5 1.2 1 0.9 0.8 0.6 0.5 0.4 0.3 0.2 0.1 

LEACH 3.2 2.8 2.4 1.8 1.5 1.3 1.1 0.9 0.8 0.7 0.6 

EAACA 3.8 3.5 3.2 2.8 2.4 1.8 1.5 0.9 0.8 0.7 0.6 

Proposed 8.9 7.5 7.0 6.3 5.5 4.7 4.2 4.0 3.8 3.3 3.1

strategies is because of long distanced communication (SH), less load balancing in 
LEACH, EAACA. The proposed algorithm works on optimum distances both for 
energy efficiency and load balancing.

3.4 Case 4—Impact of Number of Rounds 

To analyze the effect of rounds on live nodes and throughput, an initial simple energy-
efficient routing protocol (SEER) [1] is added in the comparison domain. SEER is 
a simple, scalable, and source-initiated routing protocol. Routes are selected as per 
the distances to the base station and on the residual energy of nodes. SEER is an 
event-based protocol because of which transmissions are reduced and, so, energy 
consumption. Comparisons are made with SEER, LEACH [14], EEACA [16], and 
the proposed one. 

Figure 5 demonstrates why energy consumption and its management are necessary 
for a small and extended WSN. As can be seen from Fig. 5a, for the proposed protocol, 
the first node dies at the 650th round and sees a progressive fall in the number of 
nodes till all nodes die at the 1600th round. The rest protocols SEER [1], EEACA 
[16], and LEACH [14] consume more energy because of which nodes die quickly. 
As seen from the plot, the nodes die completely at 750 for SEER, at 900 for LEACH, 
and at 1200 for EAACA. These protocols are residual energy based and have traffic 
handling problems. Thus, the proposed method gives a prolonged lifetime because 
of an optimum energy-efficient and energy-balanced path and uniform load-energy 
distribution.

The network throughput is shown in Fig. 5b. Initially, the throughput is less for 
all the protocols because the initial stage is for finding a probabilistic route. The 
throughput and hence the message delivery ratio (no. of received packets/ no. of 
transmitted packets) tends to stabilize after certain iterations (rounds). The proposed
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(a) Energy Distribution at K=5         (b) Energy Distribution at K=8J 

 (d) Energy Distribution at K=12J    (d) Overall Network Lifetime 

Fig. 4 Impact of energy levels on network lifetime. a Energy distribution at K = 5. b Energy 
distribution at K = 8 J.  c Energy distribution at K = 12 J. d Overall network lifetime

protocol follows the optimum path because of which there is effective data transmis-
sion. The proposed method achieves transmission stability early as compared to other 
protocols. The network has total number of nodes: 100, initial energy of nodes: 10 J, 
nodal density: 5/m2, no. of iterations: 10, deployment area of 100 m × 100 m (width 
× height), and radius considered is 25 m. Table 3 compares the various protocols 
with respect to different network aspects.

The case studies established the design requirements for the proposed 
programmed manual node deployment using a simple, sectored network model. The 
case studies are for an individual network, but the same can be applied to extended 
networks, subnets, and time-bound networks as well. Also, the established facts of
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(a) Number of Live nodes              (b) Network Throughput 

Fig. 5 Number of live nodes and network throughput. a Number of live nodes. b Network 
throughput

Table 3 Parametric 
comparison of protocols 

S. No. Parameters Proposed 
Algorithm 

Other 
Algorithms 

1 Stability High Low 

2 Lifetime High Low 

3 Energy 
Consumption 

Minimum Maximum 

4 Throughput High Low

the case studies can be applied to the WSN-Cloud integration system applications 
(driverless cars and real-time patient monitoring). A detailed real-time patient moni-
toring system is under consideration, and the challenges like, bandwidth, traffic load, 
hop count, cost and worst case delay, coverage, etc., are considered for the work. 
The results of the work will be published in due course of time. 

4 Conclusion 

This work lays the foundation for futuristic application aspects of WSN, such as 
the WSN-Cloud integration, subnets, and extended networks. Energy and packet 
delivery are the factors that define the overall reliability of WSNs. This work finds 
efficient and balanced energy routes using a proactive ACO algorithm. The work 
applies to an individual single network and investigates the proposed and the basic but
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best-in-field routing protocols with respect to various performance metrics and vali-
dates the effectiveness of the proposed algorithm. The literature is full of direct, flat, 
and clustered protocols, but the work proposes a simple sectored network topology. 
The algorithm considers a programmed manual nodal deployment with uniform and 
random distribution and a fixed nodal density. The optimized sector network model 
enables the nodes to communicate with their counterparts. The ACO algorithm is 
designed to construct an optimal and efficient path between the nodes to minimize 
the total number of transmissions. The proposed protocol aspects can be applied 
to any network that needs improvement. The applied aspects not only extend the 
life cycle of WSN but also effectively improve network congestion and minimize 
the average delay. Finally, the effectiveness of the suggested approach has been 
validated through numerous performance comparisons. Additional futuristic aspects 
may include a non-uniform nodal density model, applicability for IoT platforms, and 
energy harvesting techniques. 
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Implementation of 3D Object Models 
for Mobile Applications in UI/UX Design 
Using SceneView API 

Daniel Ryan Sunjaya, Adbul Samad Bin Shibghatullah, 
and Shaik Shabana Anjum 

Abstract The improvement of mobile application has improved over the years with 
the number of libraries and APIs that are shared for the developers. Resources such 
as APIs and libraries will brings more items that developers can use and utilized in 
their software projects mainly mobile applications. Right up to this moment, finding 
a complete documentation of integrating a 3D object model to a mobile application 
is very difficult. This brings up the question on to “why developers are not using 
3D models to be used in their mobile applications?” It is a valid question because 
developers will always try and use the newest and latest thing on the market to build 
their mobile applications, for a 3D object model not included in that category is 
surprising. For this paper, a deep dive into 3D visualizations API called SceneView 
will be conducted to see if the 3D model technologies for mobile application is 
relevant for the current style of mobile application design and understand on what a 
3D model can do for a mobile android application when used correctly. 

Keywords 3D object · 3D visualization · User interactions · SceneView · Android 

1 Introduction 

In this phase of technology evolving in mobile application design, there are not much 
mobile application that incorporates a 3D model. Many of the known software brands 
are not adopting the use of 3D model in their design. Understanding on the base of
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what makes a great UI is the fact that user interactivity between the software and the 
user is required, thus why a UX is part of the design on a mobile application. 

A SceneView API is an API that focuses on the usage of 3D object model rendering 
on android mobile application. This includes the use of 3D model in Augment Reality 
(AR) and 3D visualization. SceneView API provided the developer with many tools 
that they can use to produce a unique set of android mobile applications. One of the 
most used functions of SceneView is the integration of using “.glb” files for their 
3D object assets. This opens up a wide variety of designing tools that are available 
today, such as Blender. 

Using Blender to design a 3D object is confusing at first as for most people who 
are not familiar with designing tools will finds it hard to use. Other popular software 
such as Unity can also be used to render a 3D object model. Understanding this, 
developers that are able to utilize the use of 3D object model can take advantage of 
SceneView API, that gives the developer all of the tools required to integrate their 
3D model from various 3D designing tools to their android mobile application. 

SceneView also offers the flexibility on 3D objects that we have rendered in 
our mobile application. The addition of ARCore can further boost the usability of 
SceneView in the field of UI/UX design of mobile application. With all of it is 
benefits, there seem to be a lack of usage from developers in using SceneView API 
for their projects. One of the problems is the lack of documentation that SceneView 
have. In order to kick start a project based on SceneView, developers have to go 
through a big list of raw codes in a GitHub page to properly understand how they 
can use the API is for. 

This paper will discuss on the reason that developers nowadays should adopt a 3D 
object model to their mobile application. We will also look at the things that can make 
SceneView such an exceptional API to have by all developers who are interested in 
incorporating 3D object model in their android mobile application. In this paper, we 
will also see how to add SceneView to a personal android mobile application project 
with few simple lines of codes. At the end of this paper, we can also see how a mobile 
application, such as Event Hotspot Management System, can utilize SceneView and 
3D object model to meet the user’s needs and boost the UI/UX design of the mobile 
application. 

2 Related Works 

With the help of ArcGIS, many people can utilize them to fit the needs of the user. 
Some are able to use ArcGIS to model the buildings of their campus and make a 3D 
map, while others use the technology to replace other technologies such as LIDAR 
or using air-borne vehicles, such as drone [1]. ArcGIS gives the developer an easier 
time when building 3D models of an area, compares to other technologies. This gives 
the developer the flexibility for them to use the ArcGIS or GIS according to their 
needs [1, 2].
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The Yunnan Normal University has been using an outdated mapping system used 
for camping and the university navigation. It lacks crucial information and not accu-
rate. The paper takes on the project to build an android application where it will 
give a real-time update and a more accurate map [3]. They incorporated ArcGIS as 
the tools to make the map layout as it is accurate and gives more detail informa-
tion; this includes the ideal route between university and camps, bus lines, nearby 
buildings, and crossroads. The aim is to build a mobile application that will help 
students, teachers, and visitors. Compared to the previous system in the university, 
their functions are better navigation, nearby search, vehicle navigation, and location 
search. The use of ArcGIS is to build the overall map layout of their university area 
and ArcGIS will acts as the storage server for all of the map assets [4, 5]. 

ArcGIS plays a role in the making of the 3D map as well as the hosting service of 
the assets. This allows the student and lecturers to access their campus map using their 
browser. This means that there is not much processing done through the smartphone 
as it is all done through the web and the ArcGIS hosting service [6–11]. ArcGIS is 
very useful in small applications, such as small area like university. But it is also 
mostly used to cover a much larger space, where the terrain of the area is taken into 
account for certain applications. This is one of the reasons that ArcGIS is widely 
used for any application that involves the use of a map [12–14].  The city  map is a  
large map that can span up to thousands of kilometer squares [15]. One of the uses 
of a city map is to accurately mark territories, and this requires a high accuracy map 
where ArcGIS, with it is large database, can come in handy for this kind of project. 
The project was undergone in the aim of precisely mark the area of the city. This will 
consider the land elevation, terrains, and other aspect of the land. ArcGIS provides a 
powerful tool to 3D render a high precise map of the terrain, which allows the user 
to clearly see the changes in elevation or area of the city [16]. 

Improvement in technology is inevitable, making it mandatory for a system to 
adapt and adopt their system with the new technology. This is true in the case of 
map. Nowadays, 80–90% of system have not yet adopt and change their map from 
2 to 3D [17]. One of the reasons of the slow adoption is due to the lack of support 
since back then, smartphone is still unable to process complex 3D models and it is 
ineffective for companies to redirect their goals and forcing a change [1]. Compared 
to this current day, smartphone is becoming more and more powerful as the hardware 
improves and the software is supporting wider technologies [3, 15, 18, 19]. 

The 3D Campus Map is a steppingstone for the current system to adopt new tech-
nologies. In their paper, their goal was to recreate a 3D map model of the UPNM 
campus in the hope that it can replace the current traditional 2D map [20]. Comparing 
a 2D map with 3D map can be categorize to 3 aspects: information load, functional-
ities, and performance. In terms of information load, 3D map is able to capture and 
give a more accurate information as there is a vertical height given to each building 
rendered in the map. This allows them to add specific point of interest on the building, 
while it is impossible for them to do when using a 2D map. A 3D map also opens the 
door for more functionalities, where additional functions such as locating a specific 
room in the campus is possible with the help of 3D map. Lastly, in terms of perfor-
mance, based on the paper, it is possible for people with current smart devices to run
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the application as their application is running using a web through ArcGIS online 
[20, 21]. 

2.1 Limitations 

To summarize, there are 3 main factors that should be taken into consideration when 
creating the user application: Utilizing 3D map models, user interaction with the 
model, and all of it can be access through a mobile application. One of the main 
limitations of some of the existing work is that the integration of mobile application 
and the 3D model is not fully utilized. The other limitation of the current systems 
implementation is that they are not interactive and uses a 3D model for the user to 
interact with as shown in Table 1. Based on the system mentioned above, there are 
some advantage and disadvantage from each of the system, where Event Hotspot 
Mobile Application System will come in is to incorporate all of the technologies 
and create a more improved version of the current mobile map application. The goal 
of making this project to develop a mobile application that incorporated a 3D map, 
where user can interact with it and view the information displayed. 

3 Proposed Work 

SceneView API has brought many possibilities for the developer too use. Incorpo-
rating a 3D object model is a very neat way of giving the user on a 3D visualization 
of the object. Developers should also take some important things that SceneView 
and 3D object model can bring into the table when it comes into UI/UX design of 
an android mobile application. There are 3 main reasons on to why SceneView is 
such a powerful API that developers should take notes: Functionalities, quality of 
life (QoS), and UI/UX design [18].

Table 1 System comparisons System name Fully 3D map Interactive Type of 
application 

Camps 
navigation 
system 

No Yes Mobile 

A-mobile 3D 
city map 

Yes No Web 

3D campus 
map 

Yes Yes Web 
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3.1 Functionalities 

SceneView 3D object model can give developer some functionalities that the user 
can interact with. One notably function is when an object it tapped. This can present 
the user with additional information. Since SceneView will listen to each individual 
3D object, the developers can add multiple 3D objects into a mobile application and 
have the user tap on different 3D object to display or run a certain function based on 
the clicked/tapped object. 

Being able to use 3D object model in a mobile application will bring some quality 
of life for the user where depending on the 3D object that is rendered. In the case 
of using a 3D map as the object, the user is able to get a clear visualization on the 
map that the developer wants them to see. A complete 3D view of the building or a 
landscape can be rendered with SceneView for user to interact with. The ease of use 
when a map is shown in 2D or 3D visualization makes a big difference in how user 
will use and interact with the map itself. 3D object provides the additional quality of 
life where user can interact directly with the map rather than interacting with a static 
image/2D. 

Incorporating 3D object model to a mobile application will also add into it is appeal 
and stand out more than other mobile application that uses a conventional 2D assets. 
Since the 3D object can be interact with by the user, it adds to the user experience 
and can give a much better user interactivity. As we know that user experience also 
consists of the UX, which is where user can interact with the mobile application 
more personally. 

3.2 Using Blender to Make a 3D Model 

In this step, we can start designing the 3D objects that we wish to integrate into an 
android mobile application. The view of Blender and it is toolbox is shown in Fig. 1.

By using Blender as our 3D designing tool of choice, we are able to make any 
3D object that we wish for. For this case, we will be rendering UCSI University, 
complete with each individual building. We want to make sure that the 3D model 
can be individually clicked for our case. To do this, we will have to manually save 
each single building to their separate asset file in “.glb”. 

3.3 Integrating 3D Object Models into Mobile Applications 

After the 3D objects are ready, we can then move onto Android Studio, where we will 
start making out mobile application and integrating SceneView API. To add a 3D 
object into the view of a mobile application, we can simply use the Builder function
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Fig. 1 Blender application on windows

given to ModelRenderable under SceneView API and refer the path of our 3D object 
assets as shown in Fig. 2. 

Figure 2 is basically to prepare the 3D object for it to be rendered. In Fig. 3, we  
will then set any attributes that the 3D object will be holding. In here, we can set 
the size of the 3D object, the name of the 3D object, and it is location on the screen 
of the user’s device. Setting everything up correctly will result in a well-placed 3D 
object as shown in Fig. 4. In the 3D object configuration, we will also need to set a 
listener to listen for any tap from a user. A set of function within it will be run when 
the user tapped on one of the 3D objects.

Clicking one of the 3D objects of UCSI University building will show a dropdown 
menu with the list of events that is held in that place. One of the neat features of 
SceneView in android is the fact that user is able to rotate and zoom-in using their 2 
fingers. We can see the result of this in Fig. 5. As we can see that the list of events is 
shown here when the user taps on one of the 3D objects.

With this, we have completed a simple mobile application that fully utilize the 
SceneView API. The Event Hotspot Management System (E.H.M.S) runs properly

Fig. 2 ModelRenderable for the given “.glb” assets 
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Fig. 3 Creating a node for each individual 3D object

and follows all of the functions that we have placed in it. The result can be seen in 
Figs. 4 and 5. 

4 Result Analysis 

By understanding the benefits of using a 3D object model in a mobile application, 
we can now start implementing the 3D object to an android mobile application. 
Android Studio will be used as the primary IDE for this case. The other reason is 
that SceneView now supported android mobile application. The other tool that will 
be used any 3D designing tools in this case is Blender. Blender is chosen because of 
it is wide popularity by many developers and it is 3D object asset compatibility with 
SceneView. 

For this example, we will be building Event Hotspot Management System 
(E.H.M.S) mobile application. This is the application that will be used for the UCSI 
University students to check on the list of events in the specific area of the UCSI 
University. This will make it easier to locate and pinpoint the exact place of the event, 
hence the name. The 3D object will be used to represent all of the UCSI University 
buildings. We want to make sure that whenever the student clicked on one of the 
3D objects on their mobile device, the correct information of the event list in that 
particular building is displayed. 

The ability to see the 3D model in real time through the simple use for our mobile 
device and improve many tasks that involved the need of 3D model. There are many 
application that can utilize the use of 3D object models such as maps, architectural
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Fig. 4 Main page layout of 
E.H.M.S

rendering, and model showcase. With many use cases, the development of this kind 
of technology and innovation is necessary and could improve many quality of life 
things in the use of our mobile device and helps many professionals in their respective 
field of work. 

5 Conclusion 

With everything wrapped up, we have come to the conclusion for this paper. From the 
introduction, the existing of SceneView as an API for android mobile development is 
very useful and sought after. This allows the technology to be used in a more diverse 
way and developers are able to utilize it is functions and features. In this current day 
and age, improving and experimenting on ways to attract more user to use a mobile 
application is a skill. Utilizing SceneView to it is maximum potential can greatly 
boost the usability of a mobile application and allows it to stand out more from the 
rest. Throughout the paper, we also discussed on the benefits of integrating a 3D
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Fig. 5 Dropdown menu of 
the list of events

object model to a mobile application. The main thing to understand that more of then 
than not, the usability of a mobile application is the most important. 

We have also seen that using the SceneView API for android mobile development 
is as simple as adding a few lines of codes and a 3D object model can be rendered 
into a mobile application. SceneView being able to use the “.glb” format as the 3D 
object is huge as developers can now use a popular designing tool like Blender do 
design their object and displaying them into a mobile application. 

To conclude this paper, 3D object model visualization for android mobile devel-
opment is a nice feature that developers should look into it further and experiment 
with the usability of it. An improved documentation on SceneView as an API is also 
important to attract more developer in using the API. In the future, we hope that 
improvements in updates for SceneView or other much better API or library for 3D 
object rendering in android mobile application can make 3D visualization in android 
mobile application much more accessible.
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Latest Trends in Wireless Network 
Optimization Using Distributed Learning 

A. Vasuki and Vijayakumar Ponnusamy 

Abstract The demand for machine learning (ML) algorithms in wireless commu-
nication have increased over the last decade. Anyhow to enhance the prediction 
quality in complex problems, a significant amount of training is needed. ML requires 
centralized training which consumes more processing power. İn the case of massive 
networks, consequently, it is necessary to train and test the algorithms in a distributed 
manner, which results in distributed learning. Recent development and methodolo-
gies used for distributed learning in network optimization of wireless networks are 
presented in a comprehensive manner in this paper. 

Keywords Machine learning · Distributed learning ·Wireless networks ·
Optimization 

1 Introduction 

Real-time interactive services and advanced applications like the Internet of Things 
(IoT) have increased network traffic significantly in next-generation wireless commu-
nication [1]. Therefore, advancements in next-generation wireless communication 
(6G) have become inevitable [2]. At the same time, machine learning (ML)-based 
algorithms have been applied to solve/simplify the processes like channel estimation, 
interference cancelation, resource management, and signal detection thereby main-
taining the quality of service in the wireless networks. Most ML algorithms require 
training in a centralized manner. That is, the gathered information has to be trans-
ferred to the central data processing unit and examined. Due to the restricted available 
resources, it is hard to examine all gathered information from various devices at a
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single point and analyze it for large networks. Therefore, the deployment of conven-
tional ML algorithms becomes impossible in such situations. Even so, some emerging 
wireless applications such as device-to-device communication, cognitive radio, and 
self-automated services are working in a distributed manner. Moreover, the beyond 
5G (B5G) or 6G applications require a minimal delay, and fast and appropriate 
decisions, which could not be achieved in a centralized manner. 

Thus, a distributed learning mechanism [3] is more suitable to address these 
enormous challenges like reliable communication, delay issues, and protecting the 
data. It uses proper optimization methods based on the communication network 
requirements in an intelligent manner. Devices in the network have the capability to 
train the gathered data by creating a model in a distributed structure. In the recent 
communication era, distributed learning mechanisms are recognized as promising 
tools in industry and business. 

This paper provides a thorough overview of the most recent research on 
performance optimization based on distributed learning in wireless communication. 

2 Conventional Machine Learning and Distributed 
Learning 

2.1 Types of Distributed Learning Models 

The ML model could be divided into training and prediction stages [4]. In general, 
the training stage requires a huge amount of training data to generate appropriate 
training data. During the prediction stage, the generated training model is deployed 
in practice. The implemented model generates an output in response to new input 
called prediction. In the case of distributed learning, as illustrated in Fig. 1, the  
problem could be solved by dividing the data or machine, termed data-divide and 
machine-divide methods.

Data is split and applied simultaneously to the nodes in the machine. The nodes 
then process different data by applying the same algorithm. The machine will be the 
same for all nodes. In the machine-divide method, entire data is handled by the nodes 
in different parts of the machine. Then the machine can sum up all parts of the model. 
This method could not be applied to all ML algorithms, since the machine parameters 
cannot be divided. The distributed ML system’s topology is the final architectural 
choice. The distributed system’s various nodes must be connected using a particular 
architectural design to successfully complete a task. The pattern chosen affects the 
role a node can play, the level of communication between nodes, and the failure 
resilience of the deployment as a whole.
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Fig. 1 a ML model, b data parallel model, c model parallel

2.2 Structure of Distributed Learning Model 

The structure shows how the model nodes are organized and interconnected. The 
different possible structures are illustrated in Fig. 2. 

Fig. 2 a Ensemble, b tree, c parameter server, d distributed servers
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A centralized model uses a structural method to accumulate at a common location. 
In the case of the decentralized model, neutral retrieval methods are used in replicated 
models were collected data changes frequently as it becomes available at all nodes 
in the tree, or in a split model distributed across multiple servers. A fully distributed 
system has a network of independent nodes that coordinates the result cooperatively. 

A combination of edge computing and artificial intelligence (AI) technolo-
gies brings resource-rich computing servers closer to the edge network to support 
advanced applications. Recent developments in distributed learning-based wireless 
networks are analyzed comprehensively [5]. Merits of hybrid distributed learning 
architectures are proposed. In the proposed hybrid distributed learning algorithm, the 
users are classified into active and passive users based on their abilities to use either 
conventional learning or federated learning. Passive users send their local datasets 
to the parameter server to make use of them for training the ML model. At the same 
time, the active users upload the locally calculated gradient information based on 
their datasets. The proposed hybrid algorithm has a limitation in which the active 
users need to wait for the passive users to finish their data transmission. To tackle 
this, a sequential dataset transmission method is proposed, where the passive users 
are split into smaller blocks thereby maintaining both users to perform gradients and 
data transmission during the same communication round. 

3 Recent Applications of Distributed Learning in Wireless 
Networks 

This section discusses different applications in various stages of wireless networks. 

3.1 A Distributed Learning-Based Virtual Reality Framework 

An appealing application of 5G network is virtual reality. This has a congestion 
problem while rendering service. Using a distributed learning approach, an adap-
tive virtual reality framework is used to maintain the scalability and transformation 
capability in millimeter Wave (mmWave) wireless networks [6]. The proposed work 
combines deep reinforcement learning for offline training and a game theory approach 
for the online phase. Better scalability is achieved by allowing each user to forecast 
the utility from every action with different states.
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3.2 A Distributed Learning-Based Self-Organized Wireless 
Networks 

This section discusses different applications in various stages of wireless networks. 
Independent controls of mobile devices are used in modern applications like the 
internet of things and mobile edge computing. The next-generation wireless network 
has a primary limitation in managing independent devices. These networks undergo a 
critical deployment issue that requires different levels of cooperation among devices. 
To tackle this issue, the work [7] recognizes distributed procedures among self-
organized devices, such as dispersed estimations and communication principles 
to manage random intercommunication configurations. The neural network design 
grasps wide intercommunication policies for self-organized models. Energy-efficient 
connectivity is an essential parameter in massive IoT networks. Distributed learning 
is applied with self-coordination. 

3.3 Distributed Training Over Wireless Networks 

The amount of information gathered and transferred in wireless networks is 
increasing exponentially with the increase in mobile devices. The transferring of 
the video content influences data traffic, which is also deliberated for machine anal-
ysis. The application of intelligence in IoT devices is to offload all related informa-
tion to a cloud server with proper training with all available datasets and processing 
power. This centralized solution is not suitable because of the introduced latency. This 
problem could be solved by collaborative training [8]. This article applies distributed 
ML algorithms, and the local data is available on every device. 

The article [9] provides efficient distributed learning communication frameworks 
in different applications. This work illustrates how communication efficiency is 
enhanced by optimizing types of payloads, transfer techniques, scheduling, and ML 
architecture. The role of distributed learning in different scenarios like communica-
tion energy reduction, enhancing convergence speed in a dynamic network, reduc-
tion of communication overhead, predicting future mmWave channels using received 
signal strength, etc. 

3.4 Distributed Learning-Based Computational Offloading 

Technical challenges in integrating wireless communication and multi-access edge 
computing are addressed in [10] using distributed learning. It utilizes a multi-agent 
Markov decision process to solve the computational offloading problem. The poten-
tial benefits of distributed learning are presented in the proposed framework as shown 
in Fig. 3.
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Fig. 3 Proposed multi-agent Markov decision process 

3.5 Distributed Learning-Based Secure Network 

The requirements to protect the information in multi-agent using distributed learning 
are studied in [11]. A distributed algorithm is proposed to achieve differential privacy 
by concerning both states and directions. Each agent should preserve its objective 
from other agents and eavesdroppers in a multi-agent network. The work achieves 
differential security by perturbing states in the proposed algorithm. With the step 
size of 19, the maximum-security level of 14 is achieved. 

A privacy-preserving distributed architecture is presented in [12] for telecom 
networks in the 6th generation to secure the user’s data. The quality of transmission 
is estimated in optical networks, wherein no user information is shared with the 
network. The secure framework is illustrated as shown in Fig. 4.

3.6 Distributed Learning Based on IRS-Aided Wireless 
Networks 

Distributed learning is introduced and analyzed in IRS-aided wireless networks [13]. 
The parallel processing in wireless networks is obtained with the alternating direction 
method of multipliers. In the proposed method, users in the system update their 
learning model in the global model. The network base station takes care of user 
scheduling and broadcasting the updated information to all users.
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Fig. 4 Distributed learning-based secure network

3.7 Distributed Learning Based on Dynamic Spectrum 
Access 

The paper [14] examines the dynamic access to the spectrum in the practical envi-
ronment. The interlinkage among users in the dynamic system is considered a non-
cooperative game, thereby achieving effective capacity. The problem is considered 
a multi-agent problem to reach the Nash equilibrium condition. 

3.8 Convergence of Distributed Learning 

In the distributed network, multiple nodes need to interact and compress the informa-
tion into bits for transferring over a digital channel. The design of quantizers for these 
types of communication for these networks is illustrated in [15] thereby maintaining 
linear convergence. The communication time of the distributed learning algorithms 
is characterized as a function of the available rate. 

3.9 Energy-Efficient Low-Complex IoT Network 

Energy efficiency is an essential parameter to enable large-scale IoT networks. The 
wide network mainly depends on coordination, energy consumption, and exponential 
growth of IoT devices, making centralized learning unsuitable for next-generation 
networks. In [16], a low-complex distributed learning algorithm is analyzed for IoT
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networks to enable self-coordination through learning from past communications. A 
learning solution that adapts the environment parameters to ensure energy efficiency 
and reliability. Low-power, low-data rate faraway transmission is made possible with 
LoRa technology. The chirp spread spectrum modulation is used, which transmits 
and receives the signals concurrently with different spreading gains without causing 
any discrimination. 

3.9.1 Hybrid Distribute Learning Approach 

The combined effect of distributed, federated, and split learning is implemented 
to reduce transmission overhead while transferring large datasets [17]. A hybrid 
architecture is introduced by gaining parallel model training mechanism of federated 
learning and split learning. This approach trains part of the users with federated 
learning, and other parts of users with the base station are trained using split training. 
The performance summary of the discussed article in this section is listed in Table 1.

4 Future Scope 

Since the industry is particularly concerned about the accuracy of the distributed 
learning model, distributed learning must create privacy-enhancing strategies that 
do not give up accuracy to provide tight privacy guarantees. Another important 
concern is to examine the distributed learning convergence to assess the optimality 
of distributed learning solutions as well as the time and effort expended in training 
distributed learning algorithms. 

5 Conclusion 

In this study, we have provided a comprehensive study on distributed learning-
enhanced wireless communication systems in recent research works. We have 
discussed various algorithms, architectures, and frameworks utilized in wireless 
network applications to optimize performance compared to ML techniques. We 
have also highlighted the performance comparison of distributed learning with the 
conventional machine learning algorithms in the different categories of wireless 
applications. As a promising technique, distributed learning gets more attention and 
progress in research for optimizing the performance parameters such as energy effi-
ciency, security, system capacity, and transmission quality in large-scale wireless 
networks.
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Table 1 Performance summary on the recent application of distributed learning 

Ref. No. Application Parameter analyzed Obtained results 

[6] Wireless virtual reality 
framework 

Latency Achieves 14.4 and 29.2% 
more average latency than 
Q-learning and greedy 
algorithms with 100 users 

[7] Self-organized wireless 
networks 

Sum-throughput Gains 3.4 nats/s/Hz at 
20 dB SNR 

[8] IoT networks Latency The proposed method 
obtains 5–7 times fast 
processing than 
conventional federated 
learning 

[9] Wireless networks Test accuracy 95% test accuracy is 
achieved with 0.8 GB data 
transmission in distributed 
learning, wherein stochastic 
gradient has 55% accuracy 
for 2 GB data transmission 

[10] B5G networks Average transmit and CPU 
energy 

Requires average energy of 
12 J at a 3.9 Mbps data 
arrival rate, whereas the 
queue-aware method needs 
13 J 

[11] Multi-agent systems Security Achieved secure level: 14 
Step size:19 

[12] Optical networks Quality of transmission The proposed method 
achieves 89.31% 
transmission quality 

[13] IRS-aided wireless 
networks 

Learning efficiency Achieved optimal weighted 
sum 4.5 at 6 number of 
users with 60 number of 
reflective elements 

[14] Time-varying network System capacity Achieves 90% performance 
in about 500 iterations 
Achieves 5 more capacity 
of packets/slot with 20 
channels than the random 
approach 

[15] Wireless networks Convergence behavior With b = 12 
bits/dimension, got almost 
the same convergence rate 
as without quantization 

[16] IoT networks Energy consumption The proposed algorithm 
consumes 0.03 J/packet less 
energy than the 
conventional method

(continued)
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Table 1 (continued)

Ref. No. Application Parameter analyzed Obtained results

[17] UAV networks Accuracy The proposed method 
obtains 90% test accuracy 
within 50 communication 
rounds
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Malware Classification in Local System 
Executable Files Using Deep Learning 

Pagadala Ganesh Krishna, S. Kranthi, and Ande Vijaya Krishna 

Abstract One of the biggest and most severe risks on the Internet today is mali-
cious software, generally known as malware. Attackers are producing malware that 
has the ability to change its source code as it spreads and is polymorphic and meta-
morphic. Furthermore, the variety and quantity of their variants seriously compro-
mise the effectiveness of current defences, which frequently rely on signature-based 
techniques and are unable to identify malicious executables that have not yet been 
detected. Variants from different malware families have behavioural traits that are 
indicative of their function and place in society. Utilizing the behavioural patterns 
obtained either statically or dynamically, deep learning techniques can be utilized to 
discover and classify novel viruses into their recognized families. In this digital age, 
security failures brought on by malware attacks are on the rise and pose a serious secu-
rity concern. Malware detection is still a strongly contested academic topic because 
of the significant implications that malware attacks have on businesses, governments, 
and computer users. For the real-time identification of unknown malware, the efficacy 
of current malware detection techniques, which entail the static and dynamic analysis 
of malware signatures and behaviour patterns, has not been shown. For classifying 
malware, we mostly utilize CNN and ELM deep learning algorithms. 
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1 Introduction 

Malware binary is a malicious application that could damage computer operating 
systems. It typically has a file name extension of “.exe” or “.bin.” It occasionally 
may have numerous variations with frequently recycled fundamental designs. This 
suggests that malware binaries may be divided into a number of families (classes), and 
that each variation would inherit the traits of its own family. Therefore, it is critical 
to accurately identify malware binaries and understand potential variations. This is 
difficult but not trivial. A digital grey image can be used to represent a malware 
binary file. After visualization, the detection of malware binary transforms into a 
deep learning issue of multi-class image classification [1]. 

The objective of this study is primarily focuses on:

• Developing CNN and ELM models that can categorize malware images.
• Comparing and evaluating the performance of both models.
• Constructing a CNN-ELM model by hybridizing the CNN and ELM algorithms.
• Reviewing the effectiveness and performance of three models. 

2 Related Work 

This section primarily focuses on the resources that helped us understand the philos-
ophy behind the field of research on malware detection and classification approaches. 
The research publications went into great detail about the many algorithms and frame-
works that may be used to categorize malware data. In this study, we discovered that 
more modern approaches, such as the ELM-CNN ensemble, outperform CNN and 
ResNet-50 in terms of performance and that the ELM can be trained in less than 30% 
of the time required by the fastest CNN architecture. We must therefore develop a 
model that performs better while requiring less training time every epoch [1–15]. 

Jain et al. [1] primarily concentrates on convolutional neural networks (CNNs) 
and extreme learning machines as two machine learning models (ELM). Surprisingly, 
we discover that ELMs can attain accuracy levels comparable to CNNs while using 
less than 2% of the time to train an equivalent CNN. Although ELMs have numerous 
critics, the experimental findings strongly suggest that they can, at least in certain 
circumstances, compete in the malware realm. 

By applying deep CNN and ResNet-50 to their data set, they were able to clas-
sify malware samples with 96% and 97% accuracy, respectively, using their models 
[2]. Recent methods like the ELM-CNN ensemble outperform CNN and ResNet-
50 in terms of performance. Both data sets are trained and tested using deep CNN 
and ResNet-50 models. Additionally, packed and previously undiscovered malware 
samples are used in the studies, laying the groundwork for further research. 

Marastoni et al. [3] demonstrated how two deep learning models (a CNN and an 
LSTM) perform in a classification test on two data sets of actual malware as well as 
a produced data set. The models were developed with the goal of classifying images, 
and they were then refined using a specially created data set of programmes. The
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results unmistakably demonstrate that the LSTM model outperforms other studies 
in the state of the art, with an average accuracy of 98.5% on a hold-out set of the 
Malimg data set. They were able to confirm that the characteristics learnt from each 
data set may be utilized to classify malware from the other using the accuracy of 
both of these classifiers created using transfer learning. 

Abolaji et al. [4] explain malware’s origins, classifications, methods of obfusca-
tion, methods of detection, and suggestions for protecting all computer users from 
malware events. The proverbial saying goes, “Prevention is better than cure.” By 
taking deliberate corrective actions, malware infestation can be consistently reduced 
or entirely avoided. It is obvious that the virus problem will not go away anytime 
soon as new malware joins the ones already in existence every day. This document 
provides guidelines for reducing malware events for all computer users while also 
describing the history of malwares and their types, obfuscation tactics, detection, 
and history. 

Pinhero et al. [5] have demonstrated the capability of CNN-based MDS to quickly 
and accurately classify malware files while being resistant to repeated API injections. 
Malware files can be effectively represented as images by using a straightforward 
byte to-pixel method, and tests have shown that greyscale images are more resistant 
to redundant API injection. Our network can accept images of any size as input 
thanks to Spatial Pyramid Pooling, but because of physical memory limitations, 
large files must be handled carefully and the “divide and conquer” strategy fails 
horribly. As a resizing technique, however, straightforward bi-linear interpolation 
yields an encouraging outcome. It would be fascinating and instructive to investigate 
this topic in more detail. 

Falana et al. [6] created a system called Mal-Detect for analysing and categorizing 
malware because malware authors continue to use a variety of evasion strategies. 
First, RGB pictures were used to represent both malicious and good files. In order 
to stop the adversarial attack, new malware was then created using DGAN using 
train malware data sets. The model was trained using both the generated malware 
samples and the original malware data set from train samples. For training and 
classifying malicious and benign features into several malware families, DCNN is 
used. Finally, Mal-precision Detects were evaluated against other current state-of-
the-art malware visualization tools. The outcomes demonstrated that Mal-Detect 
increases the precision and effectiveness of every trial. 

Qiang et al. [7] presented a reliable and efficient deep learning-based malware 
detection method. Without the requirement for laborious feature extraction, they 
used the instruction-level control flow traces as the feature set and transformed the 
traces into behavioural byte sequences as the input of the neural network. High-
level information can be captured in local settings using the suggested CNN-LSTM 
and CNN-BiLSTM architectures while maintaining their semantic relationships. The 
evaluation findings demonstrate that our method has good flexibility to the evolution 
of malware and can accurately detect hidden samples with a 94.6% detection rate. 
Additionally, we discovered that our method based on control flow traces is more 
reliable than the one based on API call sequences, which is not as reliable as popularly 
believed.
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Fig. 1 System architecture 

3 Proposed Work 

We found that the ELM can be trained in less than 30% of the time needed by the 
quickest CNN architecture. Therefore, we must create a model that produces better 
results while yet requiring less training time every epoch. So we are going to propose 
a hybrid model of CNN and ELM algorithms which can be trained quickly and can 
perform classification task efficiently. CNN-ELM model can be able to perform both 
feature extraction task as well as classification task. 

4 System Architecture 

System architecture of the proposed work is shown in Fig. 1. 

5 Design Methodology 

In this research, we propose a hybrid model combining CNN and ELM algo-
rithms that, when compared to separate CNN and ELM models, produced optimum 
outcomes. The ELM classifier receives the features taken from CNN’s convolution 
layer as input, and ELM classifies the output based on the characteristics retrieved
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from the images using CNN. Later, we can categorize an executable file as malware 
or not using that model. 

Two algorithms, CNN and ELM, are used in the construction of our hybrid model 
as shown Fig. 2. Convolution and pooling layers in CNN are responsible for feature 
extraction. And the retrieved features are supplied to the ELM algorithm’s input layer 
as input. The ELM algorithm has three layers: input, hidden, and output. It uses these 
layers to classify the features that are sent to it as input.. Exe to Image converter is 
shown in Fig. 3. 

With this technology, an executable (.exe) file is transformed into binary image 
format. When we train our model with transformed photos later, identifying whether 
a file is malicious or benign will be a simple image classification task for us. This 
converter is a java-based application.

Fig. 2 Design methodology 

Fig. 3 Exe to Image converter 
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6 Data Set Description 

The data set used for training and validation of our proposed model is described in 
detail here:

• Source: Malimg data set
• Total no. of classes: 25
• Total no. of images: 9339
• No. of images used for training: 7472
• No. of images used for validation: 1867. 

We take into account malware classification using the Malimg data set [1]. In 
this data set, there are more than 9339 greyscale images from 25 different malware 
families. Several earlier research studies based their findings on this data set as shown 
in Fig. 4. 

Fig. 4 Data set description
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7 Implementation and Results 

In the phases that follow, we’ll show how we implemented our proposed system. The 
hyperparameters for the models we implemented are as follows:

• Train-test split ratio—4:1
• Optimizer—Adam optimizer
• Activation Function—ReLu
• Loss function—Categorical cross entropy
• Number of epochs—30
• Batch size—32
• Image dimensions—(180, 180) 

7.1 Phase-1

• We trained our CNN model with the entire data set during this phase.
• After that, we calculated accuracy to assess our model’s performance.
• We also got a 97.38% accuracy from evaluating our model on validation data.
• The input data set was successfully used to train the CNN model, and each epoch 

lasts up to 700 ms. 

7.2 Phase-2

• We trained our ELM model with the entire data set during this phase,
• After that, we calculated accuracy to assess our model’s performance.
• We also got a 96.04% accuracy from evaluating our model on validation data.
• The input data set was successfully used to train the ELM model, and each epoch 

lasts up to 125 ms and it is faster in every epoch and requires less training time.
• The plots after plotting training and validation accuracy are as follows: 

7.3 Phase-3

• We trained our CNN-ELM model with the entire data set during this phase.
• After that, we calculated accuracy to assess our model’s performance.
• We also got a 98.18% accuracy from evaluating our model on validation data.
• The input data set was successfully used to train the ELM model, and each epoch 

lasts up to 280 ms.
• The CNN-ELM had given optimized performance when compared to individual 

CNN and ELM. The plots after plotting training and validation accuracy are as 
follows.
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Fig. 5 Plotted results of CNN 

In three phases from Figs. 5, 6 and 7, we can observe how accuracy was getting 
improved and loss getting decreased in every epoch. Also CNN-ELM (Fig. 7) model 
was getting trained in less time when compared to individual CNN (Fig. 5) and ELM 
(Fig. 6) models. We also found that whereas the accuracy of our ELM model was 
96.04% that of our CNN model was 97.38%. Additionally, we found that although 
ELM takes 125 ms for each epoch, CNN takes roughly 700 ms. In order to achieve 
better results, we integrated the layers of both models to develop the CNN-ELM 
model, which delivered 280 ms for each epoch and 98.18% accuracy (Table 1).

From above table, we can easily observe that the CNN-ELM model was providing 
optimized performance in accuracy as well as training speed. Hence, we can say that 
our proposed method of CNN-ELM model is obviously a better performer than many 
existing methods. 

7.4 Test Case Results 

Now we must determine how effective our model is at predicting new data. So, we 
took a few test cases and created a model to predict the disease’s class.
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Fig. 6 Plotted results of ELM

Test case-1 

Expected output: Fakerean. 
Actual output: 

Test case-2 

Expected output: Wintrim.BX. 
Actual output: 

Test case-3 

Expected output: Instantaccess. 
Actual output: 

Test case-4 

Expected output: VB.AT. 
Actual output: 
Figures 8, 9, 10 and 11 show that the binary images extracted from exe files are 

classified in to their respective malware family and also it shows the confidence per 
cent. If the confidence per cent is high, then the exe file is can be considered as a 
malware file and belongs to one of the malware family of our data set or else it may 
be benign.
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Fig. 7 Plotted results of CNN-ELM 

Table 1 Performance 
comparison of CNN, ELM, 
and CNN-ELM models 

Model Accuracy (%) Speed/epoch (ms) 

CNN-ELM 98.18 280 

ELM 96.04 125 

CNN 97.38 700

8 Conclusion and Future Work 

Images extracted from malware samples were classed by our model. The finished 
item is highly competitive. The ability to view viruses as images has been a significant 
achievement. Many researchers have used this technique in order to recognize and 
categories malware. However, additional research has shown that this method is easily 
vulnerable to adversarial attack and can produce false positives. By incorporating 
new malware classes into the data set and enhancing the framework and procedures 
employed in this study, we can expand it in future and produce more accurate and 
effective findings. Future work will focus on developing effective new deep learning 
techniques. As is common knowledge, 560,000 new instances of malware are found 
daily. There are currently more than one billion malware programmes available, 
thus this area of security has a lot of potential. Modern techniques can also be used
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Fig. 8 Fakerean 

Fig. 9 Wintrim.BX

to improve procedures like the conversion of executable files to images. Addition-
ally, hybridization is important in creating a model with numerous computational 
advantages. Therefore, we continue to develop effective algorithms that will provide 
optimal results in performing image classification task.
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Fig. 10 Instantaccess 

Fig. 11 VB.AT
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New Generation 3D Optical Switch 
for Free Space Optical Networks 

Mehman Hasanov, Khagani Abdullayev, Ali Tagiyev, Gulnar Gurbanova, 
and Nadir Atayev 

Abstract The technical problems during the application of the optical satellite 
communication network (FSON) in free space were analyzed, with the aim of creating 
new optical photon network switches for the construction of the optical commu-
nication network between nanosatellites and terminals in ground stations (GS) of 
the FSON nanosatellite-nano-satellite and nanosatellite-ground terminals, whereas a 
new generation 3D optical photon switch (OS) is proposed for switching optical chan-
nels between transmitters, and the principle of its operation at different wavelengths 
is explained appropriately. Based on the working principle of the new generation 
3D optical switch, which is intended to be installed on nanosatellites and optical 
terminals, the reliability indicators of its elements were calculated and the sustained 
operation period was investigated. 

Keywords Optical satellite communication network · Optical switch ·
Nanosatellite · Sustained duration · Optical terminal 

1 Introduction 

The wide range of optical satellite communication network (FSON) application 
areas in free space, including broadcasting of satellite-to-satellite, terrestrial Internet 
and other multimedia services, conducting remote sensing, application in radio 
astronomy, restoration of natural and other disaster areas, mobile and stationary mili-
tary application in technologies and fields, research of oceans and seas, application
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of 5-6G technologies due to fast broadcasting and broadband spectrum capabilities 
and high-speed transmission, organization of reception, reliability, high economic 
and technical indicators in alternative to radio frequency satellites and radio wave 
frequencies, having a small mass, energy efficiency, having broadband and high 
transmission capacity, resistance to external interference and obstacles, ensuring 
information security, at the same time organizing communication between several 
nanosatellites and terminals of stations on the surface of the earth, etc., reaching 
inaccessible also difficult communication places it creates valuable scientific and 
applied interest points for the organization of multimedia services [1]. 

At the same time, the use of the radio frequency (RF) spectrum is limited, but by 
using new wavelength division multiplexing techniques, optical operators have an 
attractive role for high throughout and capacity [2–7] applications without requiring 
a spectrum licensing process. The application of the FSO network in the next gener-
ation of 6G mobile GSM networks has great prospects [8]. The free space optical 
communication network (FSON) is designed in the wavelength range (500–2000 nm) 
and uses the propagation and reception of a laser beam as a carrier signal that provides 
wireless communication between the transmitting optical terminals of the satel-
lites and the ground station terminals using the spectral compression method [2, 
3]. Other advantages of the FSON communication network include easily scalable 
and reduced segment network sizes, lightweight, and compactness [9–15]. Based on 
the analysis, the development of space technologies and the creation of new complex 
space service areas open new perspectives for optical space communication. High-
speed data processing between spacecraft, the creation of broadband optical trans-
mission medium architecture (inter-satellite, satellite-ground-satellite) in FSO is of 
great interest to researchers [16]. 

Challenges ahead. Ahead problems: Currently, in order to expand and accelerate 
the application of FSO, the study and application of the composition of the mate-
rials used in the preparation of nanosatellites, the problems of monitoring optical 
beams, the study and creation of devices that switch optical beams in nanosatel-
lites and ground stations, located at different distances from each other theoretical 
study of atmospheric parameter changes and turbulence affecting the effective indi-
cators of optical signals during the application of FSON for the wavelength range 
(500–2000 nm) between nanosatellites, nanosatellite-ground-nano-satellite, between 
terminals of ground stations, studying the optical properties of new materials creation 
of optical devices with parameters, training of specialists in this field, etc. The lack 
of standards for nanosatellite parameters and indicators, the investigation of techno-
logical shortcomings to increase the service life of nanosatellites, the application of 
alternative energy sources in nanosatellites, the investigation of management prob-
lems in full FSO optical networks, the application of FSO technologies in 6G mobile 
network projects [15, 16], monitoring of FSO networks, intermediate receiver and 
creation of transmitting optical transponder beacon systems, implementation, and 
organization of PON system of passive optical networks over FSO, etc., problems 
have not yet found their solutions. 

Objective. Until now, only two missions have successfully flown optical commu-
nication systems: NICT’s SOTA (Small Optical TrAnsponder) and DLR’s OSIRIS



New Generation 3D Optical Switch for Free Space Optical Networks 155

(Optical Space Infrared Downlink System). These systems are still not suitable 
for CubeSat platforms, but they have been the closest successful attempts in this 
direction, with only satellite to ground communication application. 

With that in the near future, there is a great need for the establishment of 
FSON in low earth orbit using long-lived, stable nanosatellites, the creation of new 
optical network switches for the establishment of an optical communication network 
between nanosatellites and terminals in ground stations that meet the requirements 
of space conditions [17, 18]. In this regard, this paper proposes the application of 
FSON whereas a new generation 3D optical switch (OS) for nanosatellites, terrestrial 
receiver, and transmitter terminals in LEO. 

2 Arrangement of Optical Communication Between 
Nanosatellites and Nanosatellite-Ground Station 
Terminals 

Figure 1 shows the arrangement scheme of optical communication between 
nanosatellite and nanosatellite-ground station terminals through optical switches. 

Fig. 1 Constellation scheme 
of optical communication 
between nanosatellite and 
nanosatellite-ground station 
terminals
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As can be seen from Fig. 1, for the organization of the FSON, the application 
of the topology of the communication between the terminals of the ground station 
and the number of nanosatellites at an altitude of H (H = 500 − 2000 km), Nn (N = 
N1−Nn)n the optical switch LEO is envisaged. The receiver and transmitter terminals 
of each nanosatellite, located at different distances L1 − Ln from each other, are 
provided with an optical switch, and the incoming optical information stream for the 
reception and transmission of an optical laser beam is transferred to the wavelengths 
λxx

(
λ, 
n

)
of optical channels with a capacity of n×m according to the switching carried 

out by the pre-program. With each nanosatellite, the ground terminal interacts with 
the corresponding FSO channel of λ1 to λn wavelengths. 

2.1 The Working Principle of the Optical Switch (OS) 

In this regard, we developed a new switch for use between nanosatellites located in 
LEO and the terminals of the ground station. As shown in Fig. 2, the optical photon 
switch has input/output λ1 to λnm . input and output optical ports. Because wavelength 
multiplexing is used, each optical port has the ability to perform input and output 
functions. 

The optical part of the optical switch that can interact in space receives signals 
from n number of optical channels with a wavelength of λnm , which are compressed 

according to the spectrum. 
m∑

n=1 
λnm = λ11 + λ12 + λ13 +  · · ·  +  λ1n + λ21 +  · · ·  +  

λ2n +  · · ·  +  λ31 +  · · ·  +  λ3n +  · · ·  +  λnm from the optical channels entering from 
the 8-optical waveguide, choosing the other 9-required λnn , , 3-freely interactive 
microelectromechanical part to direct to switched optical output channels and 5-
micromotors (attached to electromechanical parts of the joint cross) based on the

Fig. 2 Optical-photon switch 
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appropriate command given by the software control system attached to microelec-
tromechanical with 6-scanning laser 3D axis movement in space inclined to the inter-
section of the necessary channels and is directed to the 11-semitransparent mirrors 
(SM) of the 2-hemispherical switching surface through the 7-lens. With the help 
of the 11-semitransparent mirror located at the intersection, channels are switched 
and the optical information stream is transmitted to the switched 9-output optical 
channels. The structural block diagram showing the working principle of the new 
generation 3D optical switch is shown in Fig. 1, and the working principle is the 
same as in the devices described in [17, 18]. 

Each 11-semitransparent mirror that switches optical channels can be in two states. 
One of the states is the initial or passive state of the 11-semitransparent mirrors. In this 
case, the semitransparent mirror-11 does not block the optical light stream and the 
optical beam enters the channel. In the second case, the 11-semitransparent mirror 
is raised in the upward direction. In this case, the 11-semitransparent mirror cuts 
the front of the optical stream and directs the optical beam into two perpendicular 
directions to separate optical fibers. 11-the active working parts of the semitransparent 
mirrors are covered with a layer capable of reflecting and transmitting a part of the 
optical light stream. The state of the semitransparent mirror-11 is controlled based 
on the command given by the control system with the program-10 corresponding to 
the state of the optical signal entering the network from different directions. 

In order to increase the number of switching channels of the presented optical 
switch, the surface of 2 half-spherical switching is equipped with k moving 11-
semitransparent mirrors located at the intersection of n vertical rows and m horizontal 
columns in the form of a matrix. In this case, it is possible to switch the number of 
channels corresponding to the combination 2 · (

2n−1 − 1
) + 2 at the n × m output 

of the switch, and the direction of the incoming optical input stream can be changed 
in different directions, including the opposite direction (wavelength selection and 
control according to the program) will be able to direct. The light diode of the switch 
moves in microns by choosing the closest and optimal distance up and down and right 
and left or at different angles and provides n × m optical channel switching. Semi-
transparent mirrors of the optical switch channels are all monitored and controlled 
by a 10-program control system from the ground station. 

The structural block diagram showing the working principle of the new generation 
3D optical switch is shown in Fig. 3, and the working principle is the same as in the 
devices described in [17, 18].

In the new model of the presented OS, 1-micromotor provides rotation of the 
2-micromotor for 360° around the central axis of the system. Micromotors 1 and 2 
direct the optical signals from the optical input/output channel onto the SM through 
the directional laser and the head of the light-emitting diodes. SM is made in the form 
of a matrix, and each matrix is calculated for one of the wavelengths λ1n ÷ λnn , and 
optical signals separated by wavelengths in separate vertical and horizontal directions 
are directed to the output/input optical channels. In the reverse process, it is carried 
out according to the same rule. To reduce channel switching time, SM is placed 
on 7-hinges, and SM is moved by 3-micromotor to direct the optical beam to the 
required channel. Control of all micromotors and regulation of the state of the SM is
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Fig. 3 Structural block diagram of a new generation 3D optical switch

carried out with the help of a 10-automatic control system that provides OS software 
and operation through a feedback loop. 

The new generation 3D optical switch prototype has the following advantages 
compared to other optical switches: 

• Depending on the number of light sources, laser light sources and light diodes 
can be placed together or separately in the 360° rotating head, compact assembly 
of lasers and light diodes, thereby reducing their size to a minimum, reducing the 
amount of material used and the final OS dimensions and financial cost; 

• Controlling the heads of final OS lasers and light-emitting diodes by means of 
a high-precision micromotor, the switching time of optical signals is increased 
many times, which includes controlling the movement of lasers and light-emitting 
diodes in the programmed direction; 

• By means of the control and measurement system integrated into the switch, the 
possibility of permanent remote monitoring of the optical switch and the effective 
diagnosis of the problems that have arisen. 

Assume that all the active elements of the 3D optical switch shown in Fig. 2 
belong to non-recoverable systems [9]. Let us denote the probability of unrejected 
operation of the elements by generalizing similar elements (micromotors) from P1 

to P8. Here let us take P1 as—automatic control, P2 as—optical input/output, P3.
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as—micromotor 1, P4 as—micromotor 2, P5 as—MP, P6 as—optical output/input, 
P7 as—joint, P8 as the probability of unrejected work of 3rd micromotor. 

If we denote the probability of continuous operation of each element in time t by 
Pi (t), i = 1, 8 and the intensity of rejection by λi (t), i = 1, 8 

Pi (t) = e
− 

t ∫
0 
λi (τ )dτ 

, i = 1, 8 (1)  

then this can be written for each element [9, 10]. This will be the case if the rejection 
intensity of the elements is constant 

λi (t) = λi = const (2) 

and in this case, 

Pi (t) = e−λi t , i = 1, 8 (3)  

it will be written as formula (1). 
According to Scheme 2, we can write for the probability of unrejection operation 

of the device as a whole—P(t) according to the method of connection of each 
element in the device. 

P(t) = [1 − P1(t) · P7(t) · P8(t)] · [1 − P1(t) · P5(t)] 
· [1 − (1 − P2(t)) · (1 − P3(t)) · ((1 − P4(t))) · (1 − P2(t) · P3(t)) · (1 − P2(t) · P4(t))] 
· [1 − (1 − P6(t)) · (1 − P7(t)) · (1 − P7(t) · P8(t))] (4) 

In this case, it will be calculated as the average time of unrejection operation of 
the proposed device. 

Tc = 
∞∫

0 

P(τ )dτ (5) 

The work case of unrejection dispersion will be calculated as follows: 

Dc = 2 
∞∫

0 

τ P(τ )dτ − T 2 c (6) 

It will be calculated as the probability of unrejection operation of the device in a 
limited time interval (t1, t2). 

P(t1, t2) = 
P(t1) 
P(t2) 

(7)
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There will be a probability of unrejection operation of the device within the (3) 
condition. 

P(t) =
[
1 − e−(λ1+λ7+λ8)t

]
·
[
1 − e−(λ1+λ5)t

]

·
[
1 − (

1 − e−λ2t
) · (

1 − e−λ3t
) · (

1 − e−λ4t
) ·

(
1 − e−(λ2+λ3)t

)
·
(
1 − e−(λ2+λ4)t

)]

·
[
1 − (

1 − e−λ6t
) · (

1 − e−λ7t
) ·

(
1 − e−(λ7+λ8)t

)]
(8) 

If we assume that all elements have the same rejection intensity, 

λi = λ, i = 1, 8 

then formula (8) will be simplified to show the following: 

P(t) = 6 · e−2λt − 2 · e−3λt − 22 · e−4λt + 11 · e−5λt + 29 · e−6λt 

− 14 · e−7λt − 23 · e−8λt + e−9λt + 26 · e−10λt − 23 · e−12λt 

+ 9 · e−13λt + 6 · e−14λt − 5 · e−15λt + e−16λt (9) 

If we take into account the formula (9) in (5), the average duration of the unrejected 
operation of the proposed device of the variance of the unreject operation is: 

Tc = 
0.636 

λ 
(10) 

The work case of unrejection dispersion will be: 

Dc = 
1047 

λ2 
(11) 

Assume that all elements of the optical switch have the same non-rejection duty 
cycle. The period of operation of the experimental elements is assumed to be 10 years. 

As illustrated in Fig. 4, the probability of system failure increases until the average 
working time of the elements reaches its maximum value of 0.5. Increasing the 
unrejected operation time of the elements does not affect the maximum probability 
of unrejected operation. Since the unrejected operation process for each element 
occurs with the same constant rejection intensity, the reliability indicators of the 
system will vary only depending on the way how these elements are combined. The 
obtained results prove that the proposed new switch is suitable for FSON (with a 
lifetime of nanosatellites is about 3 years).

The results of the calculations show that the maximum value of the probability 
of fail-safe operation of the presented switch takes a relatively different value than 
if the reliability indicators of the elements are the same. This confirms the above-
mentioned idea once again, as the fail-safe operation time of the system determines
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Fig. 4 Graph of the probability of failure of OS if the warranty period of the elements of the 3D 
optical switch is 10 years

the dependence of the method of their combination in the switch, rather than the 
fail-safe operation times of the elements separately. 

3 The Result 

Technical problems during the implementation of the free space optical satellite 
communication network (FSON) were analyzed, and new optical network switches 
were created for the design of the free space optical communication network (FSO) 
between nanosatellites and between terminals in satellite-ground stations (GS), 
FSON receiver and transmitter were created. A new generation of a 3D optical 
switch for terminals, and its principle of operation at different wavelengths is justi-
fied. Based on the working principle of the new generation 3D optical switch, which 
is intended to be installed on nanosatellites and optical terminals, the reliability indi-
cators of its elements were calculated and the uninterrupted operation period was 
investigated. The maximum value of the probability of non-failure operation of the 
proposed commutator is relatively different from the case where the reliability indi-
cators of the elements are the same, and it has been confirmed that the non-failure 
operation time of the system is more dependent on the method of their connection 
in the commutator than the time periods of the individual non-failure operation of 
the elements. But currently, analyzed research paper relies on only computational 
mathematic and modeling aspects with early determined parameter values, which 
limits some determination characteristics. After all detailed computational analyses
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initial prototype model of CubeSat platform will be developed and its appropriate 
real-time implementations are to be detailly determined. 
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Terrain Dimensions and Node Density 
Analysis of MANET Using NS2 
and BonnMotion 

Satveer Kour, Manjit Singh, Himali Sarangal, and Butta Singh 

Abstract Different reasons make data packet to be lost in Mobile Ad-hoc Networks 
(MANETs) over wired networks, in which packet loss is typically brought on by 
network congestion. Packet losses in MANETs can either be attributed to the dynamic 
character of such networks or to the wireless communication situations (fading, 
interference, multi-path routing, link failures, network partitioning). This latter issue 
might be brought on by the node’s mobility or by its battery running out. Terrain 
dimensions, speed, and density of nodes are the important features that set apart 
MANETs from wired networks. The major objective is to reduce packet loss and delay 
and improve packet delivery ratio and throughput. In this paper, we have implemented 
MANET by using AODV, DSR, and DSDV and simulated on network simulator. 
The significance of terrain areas and node density is analyzed over reactive and 
proactive routing protocols. The expansion of terrain dimensions and node density 
is analyzed through simulation experiments by using NS2 and BonnMotion tools. 
The comparative outcomes are analyzed with a pictorial evaluation of five QoS 
performance metrics through node density under various terrain dimensions. 
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1 Introduction 

Since the 1970s, wireless network technologies have been able to give mobile users 
access to pervasive computing without worrying about their location [1]. A computer 
network employing wireless data links among network nodes is stated as a wireless 
network. The cell phone networks, wireless local area networks, wireless sensor 
networks, satellite communication networks, and terrestrial microwave networks 
are some examples of wireless networks [2]. A wireless network covers with two 
types including infrastructure and no infrastructure. The concept of guided media is 
existed in wireless infrastructure networks to make communication between the fixed 
connected base stations with other fixed base stations. A cell defines as the commu-
nication range of a base station. The moving nodes existed in the cell communicate 
with the nearest base station. If a moving node leaves the previous base station’s 
range, it connects to the subsequent base station. This circumstance qualifies as a 
handoff. There are no fixed base stations in the network with no infrastructure. The 
nodes do communicate with one another and are mobile in nature. The system’s 
organization and management are entirely under the control of a terminal. The entire 
system is portable, and each terminal is free to travel however it pleases [3]. For 
making communication with long distance users, the multi-hop property is used. A 
network device will serve as a router during the construction of a route. Any moving 
objects, including boats, cars, trucks, and planes, can serve as a node [4]. Besides 
the homogenous and heterogeneous types, some of the advantages of MANETs 
are cost, convenience, mobility, productivity, easy setup, expansion, security. Some 
performance issues like distributed operation, loop freedom, demand-based opera-
tion, security, topology change, terminal problems, and traffic patterns also affect 
the performance of MANETs. The process of routing [5] is performed to discover a 
path between mobile nodes. The node-by-node utilizes the MANETs current routing 
protocols. The path establishment and path maintenance are two main functions of a 
routing protocol. MANET routing protocols are classified into three categories: reac-
tive (AODV, DSR), proactive (DSDV, WRP, CGSR), and hybrid (TORA, ZRP) [6]. 
Ad-hoc On Distance Vector (AODV) creates a link on demand only due to its reactive 
property. It creates the concept of sequence number which is accommodated with 
packet’s header. It assures the cycle-free links through these sequence numbers. The 
path with the lower sequence number is considered as the fresh path. An entry for the 
terminal node’s single path can be found in a node’s table. The address of a target, its 
sequence number, its neighbors, all of its neighbors, its lifetime, and any flags are all 
contained in the specified row of the table [7]. Transmission is done using the origin 
routing idea by Dynamic Source Routing (DSR). The whole path must be discovered 
first before initiating the transmission. The route making procedure is similar as to 
AODV (means path discovers on need only) [8]. The mobile node has its own cache 
memory to save the links. Transmission will start if the path is already found in the 
routing table, else, route discovery will start. The Destination Sequenced Distance 
Vector (DSDV) algorithm is built on the Bellman–Ford algorithm. The technique 
states that each node holds a next neighbor entry in its routing table. The table also 
holds the entry for all reachable nodes. It has the concept of duplex link instead of
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simplex links. Just to make the network cycle-free, it also applies the concept of 
sequence numbers. A terminal node creates the sequence number. At the periodical 
intervals, DSDV floods advertisement message of the advertising node. This flooding 
procedure helps to keep routing information accurate and stable [9]. 

The research work is based on the comparative study of proactive and reactive 
MANET routing protocols. On the basis of previous research work, we have chosen 
two reactive protocols (DSR and AODV) and one proactive routing protocol (DSDV). 
The most of the research works related to MANET routing protocols are restricted 
to 100 nodes only. We try to explore the congested scenario (up to 300 nodes) and 
further analyze the performance of the network. 

2 Algorithm and Work Flow of Proposed Work 

As per the node’s movements concern, Algorithm 1 is showing the actual node 
movements. The designed scenario is executed for n seconds (i.e., 100 s). Initially, a 
source node and a destination node are selected. The iterative process starts in step 
2 with a counter variable, i. The selected mobility model is random waypoint model 
which selects speed for a specific node 0 and max. The moving node travels with 
a selected speed. After every interval (i.e., specified by i), the new location is find 
out and new location is compared with the destined location. If the new location is 
the destined location, then the moving source node pauses for a while. For the next 
iteration, it will again select a new destination. The selection of a new destination 
depends upon the value of flag parameter. 

Algorithm 1: Node Movements 

Select a source and destination node. 
Initially, set flag = 0. 
For i = 0 to n-1  do  
{ 
If flag = 0 then 
{ 
Choose speed from 0 to max (as per random waypoint model) 
Set flag = 1. 
} 
Travel to destination node with chosen speed. 
Update the current location with new location for time interval i. 
If new location is the destination location then 
{ 
Take a pause. 
Select a new destination node. 
Set flag = 0. 

} 
}
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Pseudo Code for Sender: 
S 

1. Network Establishment Process. 
2. Is Network Establishment successful? Then send the packet. 

Else continuously checking for a network establishment. 
3. Is the network still alive? Then again send the packet. 

Else stop. 

Pseudo Code for the Receiver Side: 
R: 

1. Routing Control: Establish Network. 
2. Is network establishment successful? Then receive the packet and stop. 

Else checking for establishing a network. 

Pseudo Code for Forwarder Node: 
F: 

1. If a packet available, then receive the packet. 
a) Is this the nearest node to the sender/receiver? 
i) If yes, the pause transmission; forward the packet. 
ii) If no, then find out the nearest forwarder node to the sender/receiver; the 

pause transmission; forward the packet to the forwarder. 
Else waiting for the packets from the receiver side. 

Fig. 1 Pseudo code for sender, intermediate, and receiver nodes 

A pseudo code for data transmission at sender side, at intermediate node, and at 
receiver side is given here in Fig. 1: 

3 Simulative Tools and Setup 

3.1 NS2 

All types of networks (having different topologies) can be simulated on NS2 to 
examine the routing protocols. C++ is used as a programming language in NS2, and 
for making simulation interface, this scripting language is used. NS2 primarily uses 
UNIX as a platform, but a virtual machine named as VMWare Workstation is created. 
For the experiment, VMWare Workstation is run on Fedora20 operating system. The 
actual movements of nodes are shown on Network animator (NAM). Some buttons 
like next, run, exit/stop, and pause are existed in NAM as shown in Fig. 2. NS2  
gives facilities to use different protocols like CBR, FTP, HTTP, TCP, and UDP. It 
embeds Object-oriented Tool command language (OTcl) and C++ languages. The 
components of NS2 are depicted in Fig. 3 [10].
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Fig. 2 NAM file 

Fig. 3 Components used by NS2 

The tcl files are created in Tcl and C++ languages in NS2 because C++ language 
carries simulative facilities like algorithm implementation, manipulation of byte, 
packets processing as shown in Fig. 4.

3.2 BonnMotion 

The mobility scenarios are created and analyzed through BonnMotion tool which 
is Java software. The movements of a mobile node can be recorded in.bm file of 
a specific chosen model. Further, this.bm file is exported (embedded) with the tcl 
file. The generated scenarios can also be compatible with other simulators like ONE, 
QualNet, COOJA, NS3, etc. A VMware Workstation machine is initiated on Windows 
10 operating system. Fedora20 is acted as a dual-mode operating system on virtual
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Fig. 4 tcl file creation in NS2

machine. NS2 and BonnMotion are operated on Fedora20 for this research. BonnMo-
tion tool is started and compiled through bm package [11]. The BonnMotion-3.0.1 file 
structure is shown in Fig. 4. There are a total of 24 mobility models in BonnMotion-
3.0.1. The file structure of BonnMotion is shown in Fig. 5. A command line input or 
a file input are both acceptable methods of input. Because settings are also preserved 
when using a file approach, parameter values can be changed without causing any 
changes. 

The syntax of movement generation in BonnMotion tool is: 
$simulator_interface at time "$node_numbersetdest X Y speed”. 
Here, ns_ is simulator interface, node_(0) is the node number, setdest is the loca-

tion of destination node (in X, Y coordinates) to which it is traveling, and speed is the 
generated speed by mobility model. The below statement is showing as an example 
of speed generated by the tool: 

$node_(0) set X_ 924.0 
$node_(0) set Y_ 319.85461187918474 
$ns_ at 0.0 "$node_(0) setdest 924.0 324.2429657630937 1.7805484663717528" 
# $ns_ at 2.464607937828937 "$node_(0) setdest 924.0 324.2429657630937 0.0" 
$ns_ at 3.4384419477476342 "$node_(0) setdest 924.0 329.2429657630937

Fig. 5 File organization of BonnMotion-3.0.1 
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Fig. 6 Initial node distribution and node’s movements during simulation 

2.4542655358129593" 
The movements (before and after) of nodes are shown in Fig. 6. 

4 Results and Discussions 

The different QoS performance metrics (packet delivery ratio, packets delay, dropped 
packets, throughput, packet overhead) are studied on four different networks: (1) a 
network with 25 nodes in 900 m × 50 m, (2) a network with 50 nodes in 1966 m × 
100 m, (3) a network with110 nodes in 5300 m × 800 m, and (4) a network with 300 
nodes in 15229 m × 1300 m. Table 1 is covered the list of parameters used.

The mentioned simulator NS2.35 is used for simulative experiments. The exper-
iment is performed for 100 s for the node density for [900 × 50]m (one node per 
1800 m), for [1966 × 100]m (one node per 3932 m), for [5300 × 800]m (one node 
per 38,545 m), and for [15229 × 1300]m (one node per 65,992 m). The number of 
used mobile nodes is 25, 50, 100, and 300 acted over random waypoint mobility 
model. The queue is Drop Tail queue for AODV and DSDV protocols and CMU 
Priority queue for DSR routing protocol. The buffer capacity of mentioned queues 
is 5. 

4.1 Packet Delivery Ratio (PDR) 

PDR is the value of received packets over the total sent packets (represented in 
percentage) [12]. DSR has an excessive PDR followed by AODV and DSDV in lower 
node density and terrain area as shown in Fig. 5, because DSR permits many paths 
to any target and permit each sender to select and control the paths used in sending 
its packets. But, its output is diminished when it works in a huge territory (with high 
density) because every node must spend more time to obtain the path information 
even if it is not the respective receiver. Hence, AODV and DSDV are consistently
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Table 1 Description of variables 

Variable Value Detail 

Simulator NS2.35 Network simulator 

Experiment time 100 s Experiment time 

Terrain dimensions [900 × 50]m, [1966 × 100] m, 
[5300 × 800]m, [15229 × 1300] m 

X and Y directions for movements 

Node density 25; 50; 100; 300 Total number of nodes in defined 
terrain area 

Node arrangement Grid Grid topology 

Mobility model Random waypoint Movement method 

Connections 15; 31; 61; 156 Number of links 

Routing protocols DSDV, DSR, AODV Path finding 

MAC protocol 802_11 MAC Protocol for wireless 
communication 

Queue CMU Priority, Drop Tail Types of used queues 

Length of a queue 5 Queue capacity 

Antenna Omni Omni-directional antenna 

Propagation method Two-ray ground Propagation model

Table 2 Packet delivery ratio, average end-to-end delay, and throughput analysis 

Packet delivery ratio Average end-to-end delay Throughput 

Nodes AODV DSDV DSR AODV DSDV DSR AODV DSDV DSR 

25 89.823 92.182 97.718 35.227 24.476 79.306 242.18 291.59 243.63 

50 91.286 93.083 98.373 24.378 29.482 9.1336 495.84 546.68 472.05 

100 93.374 94.964 98.276 10.226 10.133 27.854 969.09 1268.37 769.31 

300 89.612 93.853 10.904 12.943 14.924 202.77 907.07 1591.15 2.1

playing better in all cases, because AODV does not add any extra workloads on data 
packets. DSDV is quite suitable for creating ad-hoc networks with lesser nodes. The 
performance of AODV and DSDV is slightly degraded when number of nodes is 300 
due to congestion on the network and this thing takes more delay for transmitting 
packets. The quantitative and graphical results of PDR are depicted in Table 2 and 
Fig. 7, respectively. 

4.2 Packets Delay 

Packets’ delay is the time difference of two times of packets, i.e., received and 
sent times of a data packet over the total packets [13]. DSR has a longer delay in 
comparison with DSDV and AODV. AODV is acting better in all scenarios due to
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Fig. 7 Packet delivery ratio

Fig. 8 Packets’ delay 

its suitability in dynamic nature of MANET. It has continuously decreasing delay 
values up to 300 nodes (from 35 to 9 ms), whereas DSR has the extensive delays (in 
low-density networks) because the route maintenance cannot repair a damaged path 
and the delay is more than in table-driven protocols. The delay value is increased 
for DSR when the number of nodes are more than or equal to 100 nodes. DSDV is 
consistently performing better in all networks because it is quite suitable for creating 
ad-hoc networks with lesser nodes and needs a periodical update of its routing tables 
(consumes power and a little amount of bandwidth). The delay value for DSDV is 
continuously decreased up to 300 nodes (from 24 to 10 ms) as shown in Fig. 8. 

The quantitative results of average end-to-end delay is depicted in Table 2. 

4.3 Throughput 

Throughput is the successful transmission of packets from origin to target node in 
per second [14]. For DSDV, throughput is raised when the node density is increased
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Fig. 9 Throughput 

up to 100 (from 291 to 1268 kbps). But, its throughput value is decreased for 300 
nodes due to its suitability for implementing ad-hoc networks with lesser nodes. 
The outcome of AODV is also upgraded with respect to node density, and terrain 
area increased (from 242 to 969 kbps) up to 100 nodes. But, the performance is 
degraded when the number of nodes is more than 100. DSR is performing well in 
short network (243–769 kbps), but its output drastically degrades when node density 
and area are increased due to higher connection setup delay. The quantitative and 
graphical comparison is shown in Table 2 and Fig. 9, respectively. 

4.4 Packet Overhead 

Packet overhead is the summation of packets generated for rerouting and data packet 
[15]. DSDV is generating more packets because it requires a periodical checking for 
its routing tables and it consumes a battery power, whereas DSR has less genera-
tion of packets because a node proceeds a HELLO message only if the destination 
address is not existed in the header part of the message. It reduces the count of route 
requests’ spreader in the environment. The packet overhead rate is increased in case 
of AODV up to 100 nodes (from 12,440 to 48,737 packets). But, packet overhead 
rate is decreased when it is more than 100. The same conclusion has been made for 
the DSDV routing protocol. The value is increased up to 100 nodes (14,724–61,521 
packets), but decreased for 300 nodes. The packet overhead rate is increased for DSR 
up to 100 nodes, but decreased for 300 nodes due to connection setup delay as shown 
in Fig. 10. The quantitative comparison of packet overhead is shown in Table 3.
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Fig. 10 Packet overhead 

Table 3 Packet overhead and packet loss analysis 

Packet overhead Packet loss 

Nodes AODV DSDV DSR AODV DSDV DSR 

25 12,440 14,724 12,009 1266 1151 274 

50 25,258 27,747 23,114 2202 1919 376 

100 48,737 61,521 36,270 3229 3098 625 

300 46,759 79,373 1073 4857 4879 956 

4.5 Total Dropped Packets 

Total dropped packets depict the loss rate of packets because of congestion or unavail-
ability of routes [16]. The packet drop rate has been raised by protocols if the network 
size is fall off or substantial with 25, 50, 100, and 300 nodes except DSR. Due to 
on-demand route finding ability, AODV performs worst in all scenarios. It did not 
investigate path in periodic times, so transmission of data is taking more delay. Same 
as, performance of DSDV is also degraded because it requires a regular checking of 
its routing tables (consumes bandwidth). The performance of all routing protocols 
for drop packets is degraded up to 100 nodes, but improved when the node density 
is equal to 300 as shown in Fig. 11. The quantitative comparison of packet loss is 
depicted in Table 3.

5 Conclusion 

As the results shown, a packet delivery ratio is raised for DSR, when there is reduc-
tion in nodes and areas. Overall, DSDV and AODV are playing superior in all 
scenarios. DSR’s delay rate is longer as compared to other two protocols. In metric
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Fig. 11 Dropped packets

throughput, DSDV played better and DSR performed worst when the density and 
area are increased. In dropped packets’ ratio, DSR played well and poorly performed 
by AODV. We observed that DSDV is supercilious in the packet delivery ratio than 
other two protocols. 

The influence of variation in terrain and node density in MANET is clearly inves-
tigated and compared over routing protocols. The results vary due to congestion 
when variation comes in node density. A stable path may have broken; the finding of 
an expiry time is laborious. We can try to analyze the energy-efficient and mobility-
efficient factors in future. We can try to decrease the ratio of dropped packets and 
packet overhead. Only one-side linking routing scheme is applicable in this scenario 
for making links between nodes. In future, we can apply multicasting scheme also. 
In future, we can try to analyze the load balance and power consumption factors. We 
can attempt to minimize the delay and packet overhead. As mentioned, unicasting 
routing scheme is followed by all the connected nodes. 
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Toward Secure Fault-Tolerant Wireless 
Sensor Communication: Challenges and 
Applications 

Radhakrishna Bhat and K. N. Pavithra 

Abstract The wireless sensor network (WSN) is gaining huge importance these 
days. It forms the backbone of IoT systems, a cutting-edge technology. As the appli-
cations are rapidly increasing, it is important to address the security concerns around 
this network. The fault-tolerant algorithms form an integral part of the wireless sen-
sor distributed network. These algorithms make the wireless sensor network act as 
fault-tolerant, thus making the sensor readings more reliable. Even today, many sen-
sor nodes are transmitting the data within the network in a wireless mode, with 
inappropriate security mechanisms in place. To overcome this gap, elliptic curve 
cryptography (ECC) and its variants are integrated with fault-tolerant sensor com-
munications recently. In this study, we focus on presenting the challenges involved in 
implementing ECC-based secure sensor communication in the existing systems and 
the suitability of ECC-based secure communication for many real-time applications. 

Keywords Wireless sensor network · Elliptic curve cryptography · Internet of 
things · Distributed computing 

1 Introduction 

The advancements in wireless technology, digital electronics, and micro-electro-
mechanical systems have made wireless sensor networks to be of great interest. 
The formation of sensor-based wireless network is highly useful in many recent 
applications including healthcare, military, astrophysics, etc. There are be hundreds 
to thousands of sensor nodes in a wireless sensor network, forming a distributed 
system [ 1]. The sensor-based information plays a vital role in many Internet of 
things (IoT) applications [ 2]. 
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Fig. 1 Plain wireless 
communication 

node A 
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node B 
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The widely known issue with these sensors is that the value obtained from sensors 
is not always accurate. Also, the expected precise values are not obtained [ 1]. Once the 
sensor senses the data, it needs to send this information to its neighbors or to the fusion 
center for advanced processing as shown in Fig. 1. Sometimes, a sensor node might 
also fail to respond due to unexpected exceptions like failure of link, energy depletion, 
radio interference, environmental calamities, and synchronization mismatch. When 
a faulty sensor node starts giving out erroneous data and the underlying network 
is not aware of it, this results in failure of estimation of sensor data or produces 
inaccurate data [ 3]. This issue has gained a lot of interest among the researchers, 
and finally, sensor fusion technique was defined as the best possible solution for 
getting acceptable results from the sensor networks. Among the set of algorithms 
defined for the fault-tolerance, the widely used algorithm is the Brooks-Iyengar 
algorithm. This is a hybrid distributed algorithm which combines the approach of 
Byzantine agreement protocol along with sensor fusion. The algorithm works even 
in the presence of noisy data making it useful for real-time applications. Every 
processing element of the distributed network runs this algorithm. The results from 
each such processing element are put together, and the weighted average over the 
midpoints of the region is calculated. The algorithm efficiency is defined as O(N log 
N ) where N corresponds to the number of processing elements. 

The Brooks-Iyengar algorithm gained a wide popularity because of its seamless 
approach in real-time applications [ 2]. The practicality of this algorithm was such 
that the prominent defense agency, Defense Advanced Research Projects Agency 
(DARPA), has used it for collecting sensor data in real-time. Also, another prominent 
UK defense manufacturer, The Thales Group, has also used this algorithm. Both 
the precision and accuracy have been improved in this distributed algorithm, since 
each sensor communicates with other sensors using energy efficient methods. The 
Brooks-Iyengar algorithm has made a great impact in wireless sensor technology and 
is playing a vital role in automation process. The WSNs are deployed in a variety 
of areas varying from personal applications to commercial applications and goes on
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Fig. 2 Asymmetric key-based wireless communication 

up to the deployment in critical environments like battle areas. The WSN consists 
of numerous amounts of sensor nodes. The deployment area can happen to be very 
harsh or hostile environment and remote [ 4]. This attracts the attackers to exploit the 
vulnerabilities in the system if they are left unattended. There could be a lot of attacks 
involved in the WSNs like eavesdropping the traffic, injecting the malicious packets 
into the network, compromising a sensor node, etc. The major security issues that 
are to be addressed at the earliest in any WSN are to preserve the privacy of the data
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Fig. 3 Symmetric key-based wireless communication 

and authenticate the nodes. The privacy enables a secured communication among 
sensor nodes or between sensor node and control site as shown in Figs. 2 and 3. The  
authentication ensures no illegal sensor node or any other device can fraudulently 
involve in the WSN communication [ 5]. Due to the resource constraint nature of the 
sensor nodes, it is impossible to employ the traditional cryptographic techniques as 
it is to the WSN. This might eventually cause an overhead in the system [ 4].
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The general requirement for the WSN can be thought as (i) data confidentiality 
which provides assurance that only the authorized receiver is reading the data, (ii) 
data integrity which is resistant toward unauthorized alterations, (iii) availability 
which makes sure that the data is available at any given time, (iv) data freshness to 
make sure that the data sent by the sensors is the recent ones and does not contain any 
old values (v) self-organization to enable the sensors to have self-healing, (vi) secure 
localization helping to quickly locate the sensor, and (vii) time synchronization for 
obtaining a good performance and authentication to prove the identity of sender [ 4]. 

The attacks can happen in order to breach the confidentiality or network integrity. 
With reference to open systems interconnection (OSI) model, there can be various 
possibilities of attacks [ 4] which can happen at different layers. The sensor system 
needs to equip with appropriate security mechanisms to mitigate the security risks. 
The main reason which greatly constitutes the security risk is because of the advantage 
which the WSN provides to its users and is the in-network processing of the collected 
data [ 6]. This creates an aggregated information which constitutes a major point of 
security threat. The attacker can straight away steal or modify the useful intelligible 
information itself. Building a secure model for the WSN is restricted because of the 
constraints which are part and parcel of WSN such as limited resource availability 
and unreliable communication. The sensors generally equipped with less memory, 
less CPU, and less energy. Also, the wireless channel creates an open platform for 
the attackers to get involved with the malicious intents. Designing the security model 
for such system would require the designer to choose a relevant technique [ 6]. 

2 Related Work 

The large-scale wireless sensor networks are resource constrained systems and are 
mostly battery powered. Therefore, energy conservation is also an important factor 
to be considered in these networks along with the fault-tolerant mechanism. A dis-
tributed fault-tolerant routing algorithm (DFTR) is proposed in [ 7] to achieve the 
goal of enhancing the energy efficiency and provide fault-tolerance in case of cluster 
head failures. The cluster formulation helps in reducing the energy consumption. 
However, the single point of contact in each such cluster is the cluster head, mostly 
a relay node; a battery powered resource. Failure occurring in cluster heads results 
in fault in the network. The proposed algorithm was tested in three different scenar-
ios comprising 350–500 sensor nodes, 35–50 relay nodes in 300×300 or 500×500 
square meter area. Many rounds are performed with different counts of dead cluster 
heads and were tested against energy consumption and amount of packets received 
to the base station in each round. Each scenario consists of a different position of 
the base station mimicking the real-time scenario but with the stationary setup of 
sensor nodes. The proposed algorithm is applicable for the large-scale WSN scenar-
ios where all the sensors in the network are required to communicate with the base 
station through cluster heads. Relay nodes acting as cluster heads are different from 
the sensor nodes and are required to forward the aggregate results of the sensor nodes
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present in its cluster to the next cluster head or the base station. Only the permanent 
faults occurring in the cluster heads are taken into account and not any other type of 
faults like transient fault or intermittent fault. 

A fault-tolerant mechanism for heterogeneous WSN, k-fault-tolerant FTMRT 
scheme, has been proposed in [ 8]. Each sensor node in the network contains a father 
node and k-1 uncle nodes. The initial phase of construction is involved in determining 
the father and uncle nodes. The reconstruction phase activates based on the occur-
rence of failure. The tolerance scheme starts reconstructing the path in case of failure 
occurring only if the failed node is its father node or among its uncle nodes. The 
route path is updated based on this new algorithm. The failed father node or criteria 
set by this algorithm. The proposed algorithm is simulated using 2 fault nodes in 
the network consisting of 100–300 sensor nodes. The proposed algorithm is focused 
toward reconstructing the routing path as a solution to fault-tolerance, and there is 
further scope for optimization of the protocol. 

A comprehensive survey on the fault-tolerant techniques is described by Shyama 
and Pillai [ 9]. The increased use of WSN has found its implementation in many 
critical applications. This network can even be implemented in remote areas or in 
any hazardous environments too. The fault-tolerance has become a desirable part of 
WSN. In this work, different criteria are defined for classifying the fault-tolerance 
techniques based on time, objective, size, implementation, and fault-region. The 
tolerance technique can be applied at the initial stage in the network as an alternative 
implementation to act as preventive measure, or the measures can be applied only 
after occurrence of an error. The objective of a tolerance mechanism is to minimize 
the energy consumption, increase the data flow, or to improve the connectivity. The 
large-scale network can tolerate some amount of node failure since the nodes are 
huge whereas each node is given equal importance in case of a small-scale network. 
The techniques also differ if the implementation is redundancy-based or clustering-
based or deployment-based. Also, the fault can occur at the node itself or at the link 
connecting the nodes, or it can occur due to some malfunctioning of the node in itself. 
The detection of these faults happening at the WSN can be managed centrally or it 
can be distributed. The fault recovery can be either active or passive depending on the 
functionality of the nodes. Also, to prevent the fault occurrence, the network needs 
to be monitored throughout for status of critical components and for the occurrence 
of any error. 

To overcome the shortcomings of the directed diffusion technique, a new routing 
protocol called as fault-tolerant and storage efficient directed diffusion (FTSDD) 
scheme has been proposed by Liu and Ping [ 10]. The proposed protocol uses a packet 
header HC which helps in the routing. In this, node need not store information of 
all its neighbors, instead stores the information from any one of nodes based on 
the HC value. During the time of fault, instead of rediscovering the entire path, the 
decision is made using the detection of health check of nodes based on the exchange 
of exploratory and reference data. Only if the node receives the reinforcement, the 
neighbor node is considered as healthy. The proposed algorithm focuses on link 
failures and finds a new path in a cost-effective manner.
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As IoT devices are finding great advancement due to a wide variety of applications 
being deployed. The WSNs form the core part of IoT devices. The wireless commu-
nication nature of these devices makes it prone to security vulnerabilities and causing 
huge implications. This makes it important to have appropriate security mechanisms 
to be embedded into it. Since these networks are dynamic in nature and moreover 
the wireless nature makes it more vulnerable, secure data aggregation has become 
a primary requirement in these networks in order to prevent the security attacks. 
The basic security requirements include data availability, data confidentiality, data 
integrity, access control, authentication, data freshness, non-repudiation, and privacy. 

Keerthika and Shanmugapriya [ 11] highlight the security vulnerabilities that can 
occur in wireless sensor nodes when left unattended. They explain briefly the basic 
architecture of the wireless sensor network. The wireless nature of the network 
makes it prone to a variety of security threats. These are broadly classified as active 
and passive and further into sub-categories under them. A generalized approach on 
countermeasures is aslo discussed while intending toward providing a brief insight 
on different attacks which can occur in WSNs. 

Yang et al. [ 12] focus on sensor networks which are deployed in underwater 
applications. The threats and attacks which can occur in these networks are high-
lighted. Even underwater sensor networks are prone to security threats. The attacks 
are broadly classified as active and passive. The additional security requirements 
specific to these systems are described in [ 12]. It describes the existing security mea-
sures and its applicability to underwater sensor networks. The encryption and other 
key management schemes are considered costly in terms of bandwidth and energy 
consumption. The proposed scheme stresses upon the system to follow a hierarchi-
cal scheme instead of pure centralized or pure distributed, since the applications are 
more resource constrained. 

The synchronization of time in WSN also plays a vital role. Analysis of different 
time synchronization techniques in fault-tolerance has been studied in [ 13]. All the 
sensor nodes in the network need to be in synchronization with respect to a common 
time-frame. The loss of synchronization may result in the error in time synchro-
nization algorithms running in the network. The change in frequency of clock in the 
sensor nodes results in the variance in time-frame. In this work, three kinds of popular 
strategies are analyzed. In master and servant type time synchronization, the sensor 
nodes directly get the synchronization from the server making it a simple direct 
approach. But, this technique is considered to have a low ability of fault-tolerance 
and also might lead to congestion in the network because of many requests trying 
to contact the server. The Byzantine agreement type of synchronization strategy 
using majority decision strategy is another method of synchronization but results in 
exchange of multiple messages within the network by adding additional load. One 
of the techniques is the convergence function which is further evolved with the use 
of sliding window algorithm. 

Alami [ 14] throws light on the crucial role of security in smart home healthcare 
systems. The WSN plays an important role in these systems enabling it to transmit or 
to monitor health of a patient remotely. The data received over WSN is used by hos-
pitals to monitor patient’s health in real-time. These networks capture minute details
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which are crucial for saving patient lives during emergency situation. The general 
critical attacks which can occur in WSNs are interception, modification, spoofing, 
etc., which are applicable for healthcare system too. The ECC is a preferred asym-
metric cryptosystem suggested in [ 14]. Along with the encryption, it also highlights 
the implementation of access control mechanisms in preventing unauthorized access 
to the network. Specifically, it puts forward the access control for a specific set of 
nodes chosen from the election algorithm. Similarly, the user authentication is also 
considered as another important factor in these systems. 

The smart grid applications also make use of WSN to enable communications 
like monitoring and controlling between the user and the utility provider. Even this 
communication is vulnerable to attacks. Alohali and Vassilakis [ 15] provide an anal-
ysis on significant security threats around this network. The major attacks listed are 
jamming, tampering, collision, spoofing, DoS, sybil, and flooding which occur at 
different layers. Yousefpoor et al. [ 16] highlight a secure data aggregation methods 
in WSNs, which are the integral part of IoT devices. The kind of attacks which can 
happen in WSNs are broadly classified as active, passive, internal, and external. In 
this work, the secure data aggregation schemes are classified in detail into seven 
types. Each of the proposed schemes are analyzed, and a detailed observation on 
its strengths and weaknesses are highlighted along with evaluating them in terms 
of security requirements. The countermeasures are also provided by each method 
against the various security attacks. 

The system security must be ensured when used in critical environments. A hybrid 
cryptography model is proposed in [ 17] to ensure the security of WSNs. The hybrid 
model is constructed using the symmetric encryption AES and cryptographic hash 
function HMAC. The proposed method is implemented and tested against man-in-
the-middle and brute force attack, and the model has proven results against these. 
Teguig and Touati [ 18] proposed an ECC-based security mechanism to protect WSN 
against man-in-the-middle attack by providing a secure way for key authentica-
tion and key management. The drawback of symmetric key encryption is it utilizes 
more power and storage space. The discrete logarithm calculation feature of ECC 
ensures security in the system and helps in establishing a secured key among sensor 
nodes. The proposed model comprises three phases, namely network deployment, 
neighborhood recognition, and ciphering-deciphering process along with signature 
verification. 

A new mechanism for key management of secret keys within WSN has been 
proposed in [ 19]. The method makes use of a trusted-server scheme and key pre-
distribution scheme within a new centralized system architecture wherein there is a 
central control unit, several small base stations per cluster, and a main base station. 
A single trusted server implements the task of key distribution and management. 
The system uses the SHA-2 hash function to generate encryption keys. Also a wired 
connection requirement is put in place between the trusted server and the main base 
station. The resource limitations on sensor devices may cause the implementation of 
ECC directly on the sensor nodes a challenging task since it consumes considerable 
amount of ROM as well as RAM on the devices. The additional optimizers will 
further increase the memory consumption in the network causing more bottlenecks
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on the resources. Liu and Ning [ 20] present a flexible and easily integrable open-
source software called TinyECC for the implementation of secure WSN. This library 
can be implemented using the nesC language, runs on TinyOS, and also includes 
an optimizer which is software configurable and provides multiple options to suit 
the requirements. The library includes the support for elliptic curve Diffie-Hellman 
(ECDH) key agreement scheme, elliptic curve digital signature algorithm (ECDSA), 
and elliptic curve integrated encryption scheme (ECIES). The library was tested in 
different sensor platforms such as MICAz, TelosB, Tmote Sky, and Imote2. 

The secret key establishment between the communicating sensors is an important 
factor before initiating any communication. The authenticated key establishment 
in WSNs [ 21] is achieved using transport methods implemented using TinyAKE. 
This key establishment runs on TinyOS platform and uses TinyECC library APIs. 
The proposed method has two stages of communication known as pre-distribution 
stage which occurs prior to the key exchange and key establishment stage which 
occurs afterward. The TinyKGC part of the proposed protocol handles the generation 
of private and public keys as well as the certificate for authentication. The pre-
distribution stage takes care of filling all the information pertaining to individual 
sensor nodes to be embedded onto it. In key establishment phase, the challenge-
response mechanism is used with nounce. Along with this, queue buffering, re-
transmission, and invalid clean-up mechanisms are also implemented. The proposed 
protocol is tested for correctness, confidentiality, and authentication. The feasibility 
of the implementation is proven by its practicality and trustability over other existing 
protocols. 

The detection of attacks in WSN also plays an important role. The detection of 
certain attacks itself is challenging. Al Ahmadi [ 22] proposed a machine learning 
technique based on a random forest classifier to detect DoS attacks. It compares 
the results for techniques implemented using different models such as Naive Bayes, 
neural networks, support vector machines, and decision tree. The proposed method is 
focused toward detecting DoS attacks in WSN which uses the LEACH protocol. The 
analysis is conducted on the Waikato environment for various performance metrics. 
For the random forest classifier, the tool has shown 99.72% detection accuracy with 
time complexity of approximately five minutes. Even though the time complexity 
of Naive Bayes was 1.25 seconds, the classifier has detection accuracy of 95.35%. 
Other classifier accuracy lies within these ranges. The WSNs are prone to attacks 
due to their deployment in hostile areas. Various machine learning techniques have 
found its way in overcoming the attacks on WSNs. Kaur and Sandhu [ 23] gave a  
brief insight on layer-wise attacks on WSNs based on the OSI model and throw 
light on machine learning techniques to determine these attacks. The major security 
requirements for a WSN are confidentiality, availability, integrity, authenticity, and 
time synchronization. The authenticated data from sensor nodes needs to reach the 
destination without any tampering in between. Some of the layer-wise attacks are 
DoS, spoofing, monitoring, hello flood, and clone attack. Few machine learning 
techniques have been successful in fighting against these attacks such as random 
forest approach, KNN, ANN, SVM, and Q-Learning. In this work, the detailed study
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on each layer attacks and the corresponding machine learning technique used is 
highlighted. 

A new algorithm for authenticated key exchange in WSN has been proposed in 
[ 24]. The protocol is based on ECDH. The model works on the basis of using asym-
metric encryption for secret key establishment followed by encryption–decryption 
by securely established symmetric key. The proposed scheme starts with separate 
registration for each user and the sensor with the gateway. The user registration hap-
pens using a user id, biometric parameter along with a smart-card, whereas the sensor 
registration happens using sensor id. The password received by the user can also be 
changed as per user’s request by the gateway. The key authentication and exchange 
are done with a minimum propagation delay. Habeeb and Muhajjar [ 25] proposed 
a new key management system using a symmetric mechanism. Also, the random-
ization technique is implemented in the algorithm by making use of pseudorandom 
number generator (PRNG). Before deployment of WSN, each node is pre-loaded 
with a key. Each node is assumed to have loaded with different initial keys. The 
PRNG algorithm is responsible for establishing a common shared key between the 
node and the base station. This algorithm makes use of simple operations such as 
XOR to achieve low computation cost. It uses 4 registers as basic building blocks 
to construct the key. To provide improved security, the proposed scheme uses CBC 
mode with RC5 encryption technique. Also, periodic key updates are done using the 
same PRNG algorithm. The drawback of the proposed scheme is that the algorithm 
assumes a direct communication between all sensor nodes with the base station. 

Mallick and Bhatia [ 26] provide a comprehensive analysis of impact of the cryp-
tography algorithms on WSN and help the designer while choosing the best algorithm 
for the development. The passive attacks are considered as most challenging things to 
detect since there are no visible or obvious effects seen in the system behavior. This 
leads to pouring out of confidential information to the unauthorized users. Not only 
these, there are other various kinds of possible attacks in the WSNs. In a resource 
constrained WSN, it is always challenging to integrate energy efficient security algo-
rithms with effective computational cost. An energy efficient secure pattern-based 
data aggregation (ESPDA) scheme has been proposed in [ 26] as an efficient way 
for energy management. When key exchange and management are considered, ECC 
is a preferred choice compared to other asymmetric or symmetric algorithm since 
ECC would not require digital signature to provide authenticity. It also provides 
a considerable amount of security as compared to other algorithms. Even though 
TinyECC is more useful in resource constrained systems, due to its poor scalability, 
ECC outperforms TinyECC. 

In light of resource constraint systems, lightweight cryptosystems would fit well 
into the system. Further, this work takes into consideration the popular lightweight 
block cipher techniques like AES, PRINT, PICCOLO, and KATAN and highlights 
their special features. The WSN network prefers mostly block ciphers as compared to 
stream ciphers. In order to optimize the security, a blend of both symmetric and asym-
metric cryptography can be used. A three mega security concept is proposed using 
ECC, AES, MD5, and XOR-DUAL RSA. Making use of these multiple algorithms 
helps in making the system work with less computational overhead with improved
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security. There are few other models developed as well using hybrid cryptographic 
technique. The major factors which can help in shielding an information system from 
security threats are to retain confidentiality, integrity, availability, authentication, and 
non-repudiation in the system. Karakaya and Akleylek [ 27] focus on analyzing the 
security attacks, key management issues, and authentication methods. In a general 
WSN architecture, a sink node can be considered as the mediator node between base 
station and the sensor nodes in the network. The base station then takes care of trans-
mitting the information further to the data center. There could be a variety of attacks 
that can occur in WSN using which attackers can compromise WSN. Therefore, ECC 
is considered as the best key generation protocol. This algorithm provides protection 
against attacks of impersonation. Also, this work suggests the use of protocols like 
SPINS, LEAP, RKP, and TinySec toward prevention against different attacks. 

3 Conclusion and Future Scope 

The wireless sensor networks have become part and parcel of increasingly grow-
ing IoT and other automation systems around. Adding appropriate security to the 
sensor network communication protects them from malicious attacks. To overcome 
security vulnerabilities, ECC-based cryptography algorithm and its variants are inte-
grated with fault-tolerant sensor communications. This work highlights the chal-
lenges involved in implementing ECC-based secure sensor communication in the 
existing systems and the suitability of ECC-based secure communication for many 
real-time sensor network applications. 
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Utilizing Data from Quick Access 
Recorder to Predict Faulty Processing 
on Aircrafts 

V. Jalajakshi and N. Myna 

Abstract A quick access recorder (QAR) that is carried on the aircraft captures 
hundreds of parameter data generated during flight. However, these information are 
not increasingly being applied well. The use of QAR data for fault prediction is 
becoming more and more essential. First, an illustration of the technological path 
for civil aviation defect prediction is shown. 2, 4 commercial airplane defect predic-
tion procedure rely on QAR information is presented. These methodologies include 
advanced methodology based on Enhanced Grey Prototype, performance analysis 
method based on Template Matching, Time-series data Extrapolation, and Non-
parametric Correlation and assessment on predicated efficiency regarding the trend 
prediction Technique. Finally, a thorough description of the forecasting system’s 
architecture is provided. As a result, it can keep an eye on how the aircraft’s systems 
and components are functioning in order to promptly identify any defect symptoms, 
devise an appropriate routine maintenance, and guarantee flying security. Finally, 
using the approach outlined in this study, the temperatures’ characteristics of the air 
conditioning systems of Boeing are anticipated. The outcome predictions validate 
the approach’s efficacy. 

Keywords Query processing · QAR · Sensors 

1 Introduction 

Currently, the three principal types of defect prediction systems used by the airline 
companies for civil aircraft are the classic model, looking over the model of the 
QAR and the ACARS model. The traditional civil device failure prognostication 
innovation [1, 2] mainly relies on the data from the aircraft maintenance record 
and documents to be resolved and evaluated, along with engineer understanding 
and the airplane failed hypothesis and characteristics, to predict the likelihood of
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system failure. Since the skills and knowledge and limited knowledge necessary for 
this traditional deficiency estimation technique, its prediction performance is also 
constrained. There are numerous different types of ACARS packets, but the primary 
form that is helpful for failure prediction is aircraft operation control messages. 

There seems to be a development and functioning working prototype model 
for intercepting and evaluating Aircraft Communication Addressing and Reporting 
System (ACARS) data link information, for both flying aircraft monitoring and for 
predicting the beginning of certain flight malfunctions [3, 4]. 

The implementation of ACARS header information in defect prediction tech-
nologies is somewhat constrained by the disadvantages of the ACARS mode, which 
include data discontinuity (interval transmission) and fewer record variables. The 
airplane defect prediction system employs methods such as flight data query, cockpit 
instruments panel replication, and analysis of the rich QAR data gained via decoding 
to make its forecasts, flight parameter curves, overflow reports, and other metrics are 
used to track how the aircraft’s systems and components are functioning so that defect 
symptoms may be identified quickly. This can reduce the amount of time needed for 
upkeep and increase operational effectiveness. 

With both the aim of cutting down on bug fixing and boosting operational capa-
bilities, the following specific path of air transport defect prediction is demonstrated. 
Then, four different categories of fault prediction systems are presented. After that, 
an information in connection with the prognostication program’s execution follows. 

Numerous parametric information acquired while the airplane is in flight are 
recorded on a quick access recording device (QAR) positioned on the flight. The 
timing of breakdown of important system components is anticipated in this study 
using QAR data to examine variations in sensors’ collection settings. To rationalize 
the creation of maintenance plans that will assure the security of aircraft manually add 
the databases with the processed information. Due to the defect prediction program’s 
necessity to compile a high number of data sample and the fact that QAR data 
includes a variety of parameter kinds, a custom databases must be set up to handle 
information. Develop parameters’ template and list all QAR variables that have an 
impact on aviation system failures as shown in Fig. 1 flowchart depiction.

Data processing Because of the effects of the workplace environment, QAR infor-
mation is frequently unstable and absent in practice. The data is preprocessed before 
being examined, which improves the accuracy of the processing and ensures the 
precision of the failure detection. 

More emphasis is being placed on the civil aircraft health management system 
in an effort to increase maintenance effectiveness and lower the likelihood of catas-
trophic events. An important component of the study is the airborne quick access 
recorder (QAR), which records data on aircraft position, status, and performance 
parameters. The quick access recorder data function is presented in this paper, along 
with the applications before suggesting that it can be used to diagnose faults and 
evaluate the state of a typical airborne system. In one instance, the failure mode and 
corresponding QAR parameter are investigated to diagnose the environment control 
system (ECS) heat exchanger.
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Fig. 1 Technical route flowchart diagram

The airplane health service regarding its primary management’s program and 
design, algorithms, and rapid prototyping have lately been receiving more and more 
focus. The vast majority of current studies in health managerial technology is founded 
on floor test, modeling, and aircraft information because it is challenging to obtain 
raw flight information. QAR is gaining popularity between many healthcare study 
technicians because of its widespread use in Airport Operations Quality Management 
and Efficient Maintenance Quality standards. The airplane’s security and well-being 
depend heavily on the situation, status, and performance criteria that are documented 
in quick access recorder. 

2 QAR Data Feature and Application 

For something like the planning of the well-being of civilian aviation, QAR data is a 
crucial source of information. The civilian aircraft well-being management system 
can obtain a large amount of data regarding aircraft operation, situation, and efficiency 
through the quick access recorder for detecting defects, key equipment prognosis, 
and ground preservation. The airborne quick access recorder is a piece of airborne 
equipment used to record data from aircraft data acquisition systems and transmit 
that data manually or using the Global System for Mobile Communications (GSM) 
network to the air carrier data processing center. The QAR system varies between 
various aircraft models. 

Nevertheless, the idea is largely identical and comprised a system for collecting 
data and a rapid recollection recording device. The data captures common rules so that 
financial and sends airborne system information to a swift recollection recorder’s disk
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Fig. 2 Quick access 
recorder 

drive in conformance with customer request. The pretty standard aspect is shown in 
Fig. 2. Even though their main quick access recorder storage is moderate, air carriers 
currently use 3-inch rewritable electric magnetic optical (MO) memory cards from 
Rockwell and Teledyne. These magnetic disks can store large numbers of airborne 
process variables for a maximum of 100 h and have a large capacity for storage which 
is enough to make sure that the data can be quickly analyzed and used for further 
detection purposes. 

There are notable aspects of QAR data. First off, the amount of data is incredible. 
QAR data is a stream dataset that is collected from a variety of sensors during flight, 
one sample at a time. The knowledge must be used immediately. One reason the 
information is genuine is so that airplane earlier than usual processes can respond 
to oddities as those who arise. However, the information is serial because of the 
close connection among both time and the quick access recorder data. Thirdly, the 
information includes first-hand knowledge. Maintenance experts can perform data 
analysis to identify fault isolation and create maintenance plans. Fourth, there are a 
lot of noise and disturbance in the data, making accurate analysis difficult [2]. 

3 Method of Civilian Aircraft Predicting Centered 
upon QAR Information 

The very first observed results to the heritage of a specific model is typically the 
foundation for the failure predictive model based on quick access recorder data, 
followed by the prediction of design variables, get the correlating forecast. It is 
essential to create a sound prototype in order to improve prediction accuracy. For 
various types of data and performance criteria, a variety of techniques can be used 
to anticipate the advantages and disadvantages of conventional forecasting models.
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3.1 Based on Curve Fitting the Performance Forecasting 
Analysis 

By matching the variable data and examining the dependence relationship between 
both the variable sequences, the variable sequences are expressed by an approxi-
mative way. For instance based on the curve fitting method. You may anticipate the 
trend of recent data with the this indicates how efficiently with ease. 

This approach works well for predicting data that changes slowly over time, 
making it more appropriate for predicting parameters with periodic variation. 

3.2 Methodology for Predicting Job Performance Using Time 
Series 

The time-series prediction technique [5, 6] is a way of predicting the extrapolation’s 
future direction in addition to the evolution and regularity of failure occurrences that 
really can represent time-series data. Through the creation and assessment of time 
series, in conformance with the time-series data mirroring the development process 
and patterns, similarities, or extensions, it is possible to anticipate the potential 
condition of the hardware in the forthcoming interval of time. 

Less historical data and labor are needed for time-series analysis, but it also 
demands that the variables affecting the projected object do not change. It is ideal for 
short-term estimating but just not lengthy prognostication due to the fairly uniform 
genetic variations. 

3.3 Using Non-parametric Statistical Regression 
for Achievement Prediction 

Non-parametric statistical regression models are excellent for forecasting nonlinear 
information with clear periodicity since they do not require the creation of a prediction 
model and can forecast provided that there is a substantial amount of historical 
information. The approach is appropriate for short-term forecasting. 

3.4 Innovation for Defect Prediction Based on a New Grey 
Prototype 

Grey system theory is a novel approach to researching the issue. With fewer data 
points and pieces of information [7], it is predicated on “poor information” and a 
“tiny proportion” that the grey systems’ approach is valid. The phrase “a few specifics
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are knowledge are recognized and portion of it is unidentified” is another term for 
the unsure scheme. The conception and growth of already current knowledge, and 
the information extraction of valuable information to extract beneficial facts and to 
arrive at an accurate modeling approach behavior, the law of evolution, and efficient 
oversight. The grey framework that is now utilized for forecasting is mostly the GM 
(1,1) approach, but this prototype is best suited for series forecasts with steadily 
over time increasing or declining trends because non-monotonic sequences have 
low predictive performance. We enhance the prediction model and provide fluid 
forecasting using the dynamic equal dimensional GM (1,1) framework. The four 
forecasting techniques mentioned in Table 1 each have advantages and drawbacks 
that are specific to the type of variable being forecasted, and it helps to get a detailed 
and enhanced view of each method and its various detailed information to take into 
overview.

4 Execution of Prediction Systems 

4.1 Initiating a System Repository 

Monitoring and fault prediction both depend on gathering flight data. For the math-
ematical formalism of civil failure detection to be realized, a essential contribution 
is a reliable, reliable data origin. 

User account modules, flight parametric library, and system database and defect 
prediction method library primarily store system integration data, decrypted flight 
information, and the data needed by the fault prediction subsystem. This information 
is required to quantify and monitor the complete procedure of the way sensors operate 
and immediately diagnose the sensor which is failed in its operations. We collect a 
sample dataset of famous airlines sensor information across the world to gain a view 
of the sensor working timeline and understand the failure rate. 

4.2 Determination of Quality and Performance Process 
Variables 

Certain variables can be directly acquired by aerial devices, and others may represent 
modifications in the operation of the aircraft, component, and appendices. The data 
are captured independently at each phase of the aircraft. 

The data are captured independently at each phase of the aircraft. With this, we get 
a detailed analysis of time-to-time information of the sensor data with time stamps 
which is very much required for analyzing it precisely. If required, these variables are 
changed to their typical state settings and then contrasted with their default values
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Table 1 Comparison metrics of various parameters 

S. No. Method Benefits Drawback Real application 

1 Performance 
analysis using the 
method of 
interpolation 

Can estimate sudden 
changes in the 
sensors’ data. 
Closely packed 
spaced evenly scores 
are well interpolated 
and can change cell 
values by increasing 
or decreasing the 
number of data 
points 

Because of their 
rigidity (due to 
smoothness), they 
tend to over fit the 
data 

Mathematical 
Trigonometric and 
polynomial value 

2 Performance 
forecasting method 
based on time series  

Prognostication of 
static variants or 
primary tendencies 
for information and 
criterion keeps a 
constant value 

The prediction 
effect is poor for 
nonstationary 
trends 

Sales’ forecasting. 
Budgetary analysis. 
Stock Market 
Analysis 

3 Performance 
forecasting method 
based on 
non-parametric 
regression analysis 

(1) There is no 
requirement to create 
a precise statistical 
equation for 
forecasting complex 
and time-varying 
networks 
(2) The method is 
highly 
efficient and executes 
quickly 

(1) It is impossible 
to foresee lengthy 
trends 
(2) Manual input is 
required for design 
variables to assure 
the individual’s 
completion 

Forecasting the 
weather and future 
price predictions of 
the currency 

4 Fault prediction 
technology based 
on Fuzzy method 

It is a reliable system 
that does not require 
precise input. Such 
algorithms can 
accept a variety of 
ingredients, include 
hazy, skewed, or 
inaccurate data 

Occasionally, the 
fuzzy rationale is 
mistaken for 
likelihood 
hypothesis 

Image segmentation 
to help doctors 
diagnose

or specially created normal evaluation metrics. So, it is possible to determine the 
increase in variance. 

It is possible to evaluate the sensor’s overall health and carry out the monitoring 
of the attachment through the assessment of the divergence and the changing pattern 
of the deviance. With this deviance, we can analyze the range of deviation, and if it 
crosses a certain threshold, it gets alerted and now we shall analyze on finding the 
basis for evaluation of the failure and health rate of the sensor. 

These sensors can provide information on key readings such as temperature, pres-
sure, vibration, and other measurements of the plane’s physical performance. This
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data is not only available to the pilots, but through being connected, the sensors also 
connect with support facilities on the ground and are fed through analytical programs 
to flag any information which may represent an issue that needs to be addressed. 

The foundation for prevention and troubleshooting can be given by quickly iden-
tifying the range of deviation abnormalities between a parameter’s accepted value or 
its trend and analyzing the causes for anomalous behavior. In the parametric selec-
tion procedure (Fig. 2), the variables tied closely to the efficiency of the network, 
subsystem, and divisional connections are selected in accordance with both the 
choosing principles of each, and then, the filter is sent to make a sensible decision, 
resulting in the performance characteristics that the scheme needs to maintain. 

As we can see in Fig. 3, there will be an overall system overview from the top 
design to monitor the performance evaluation to understand if the system if working 
as per the accepted rate or not. Then, there is another methodology where each 
subsystem’s performance will be evaluated and its metrics will be considered from 
time to time. 

Flight operation are sensitive and time critical detection, so we there is also micro 
molecular detection and monitoring of the sensors, and hence, every single sensor 
performance is evaluated with the standard readings and report is generated, and later, 
all the performance analyses of three different levels, those are whole system view, 
subsystem, and every sensor, are combined to form a singular performance metrics 
of the machine [10]. This report generated will have the complete information of the 
sensors data and its timestamps of various detection procedures.

Overall 
system 

Internal Senson 
data 

Performance 
parameters 

of subsystem 

Performance 
parameters 

of subsystem 

Performance 
parameters 

of subsystem 

Parameter 
evaluation filter 

parameters 

Fig. 3 Parameter evaluation flowchart 
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4.3 Threshold Validation 

There is a prefixed selection of the threshold where the parameter’s efficiency and 
performance will be analyzed, also there is a certain functioning of the overshoot 
alarm based on various scenarios depending on the performance of the parameters 
observed, and there will be certain determination of the threshold as observed in 
Fig. 3. 

If parts of the QAR information are valid, the system takes them. Data should be 
available to shift significantly in magnitude, and its control parameters are not altered 
simultaneously [9]. Or when necessary, it is decided that the information available 
at the moment is the wild point is eliminated. Data following the elimination of 
smoothing of the wild spot and typical characteristics are chosen. 

The areas that are important in this context could either be the parameter values in 
its original state or the analytical performance-related values, such as average value, 
RMS value, excessive valuation. Initial data format for the variable or possibly the 
statistical values for the performance characteristics, like mean value, root mean 
square value, extreme value as depicted in Fig. 4. 

In Fig. 4, we can observe a complete analysis of data flow and its threshold taken 
into consideration; here, we use a comparator where we try to compare the value 
and also the set threshold which in turn helps to decide whether the alarm have to be 
triggered or not. 

Real-time comparisons can be made between the determined characteristic param-
eter data and the limit. The limit must indicate the distinctive feature parameter 
settings’ standard operating variety and sound an alert if it is exceeded.

Fig. 4 Overshoot alarm 
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4.4 Choosing and Examining a Mathematical Model 

The implementation of four different statistical equations prognostication method-
ology based on various advanced methods like curve fitting, ML algorithms, time-
series data forecasting according to the time sequence, achievement analysis of 
responses methodology based on non-parametric linear regression, and forecast tech-
nique utilizing improved grayish prototype GM—in civil device, fault prediction is 
the main focus of this paper (1,1). The main purpose of the mathematical formula 
utilizing time series and linear regression is to forecast the trend of critical aircraft 
components and variables. 

Whenever the change rate abruptly changes when there are no additional condi-
tions or events, it is appropriate for forecasting [8]. The main components of the 
realization function are parametric time-series modeling, singular value recognition, 
modeling of real-time forecasts, parametric forecasting, and so forth. In practical 
applications, specific steps include: 

1. Gather data about the status and plane incidents, such as the aircraft’s identifi-
cation, subsystems, components, parameters, anticipated standard errors, range 
linear discriminate functions, and sampling points for the prediction model. 

2. A likely to fit graph or auto-regressive (AR) model is developed to account for 
parameter variation. 

3. Singularity identification: Establish the range discriminant function to check for 
the presence of a exception. Here, we straight are using the Euclidean distance 
feature [9]. The duration when the irregularity happens and the valuation as per 
the moment in time are noted in ahead of time if the standard error for the worth 
of the neighboring points of the series is constantly judged to be exceeded. 

4. A new forecasting model is created, new findings are decided to add, and the 
prototype is improved using measured data close to the point of failings. 

5. Prediction of parameter value: Using supposition forecasting from polynomial 
appropriate or other methodologies, provide the parameter prediction value after 
a specific amount of time. 

On the basis of time series and curve fitting, a dynamic trend prediction, and 
alarm flowchart as depicted in Fig. 5, the primary procedure is: If the time-series 
method is not chosen after reading the parameter data to be analyzed, preprocess 
the information and figure out the pertinent curve fitting technique variables. When 
using the series data approach, data preprocessing is carried out, and the smoothness 
of the processed data is assessed. The chosen AR model’s parameters are determined 
using the stable data after which the model is tested and improved [11].

The model is anticipated based on threshold value that has set in order to see 
whether or not a solitary valuation outside of the threshold level is constantly show-
cased. If so, it means that the inflection point has already been reached. Depending 
on the method chosen, after the inflection point manifests, gather data close to it, 
create a model, and use it to make predictions. 

In order to increase the prediction’s accuracy and ensure that the cycle is completed 
to its conclusion, model parameters are optimized during the prediction process. The



UtilizingData fromQuickAccessRecorder to Predict Faulty Processing… 199

Fig. 5 Diagram of the prediction process logic

quick access recorder data of civil flights is used to validate the fault prediction 
methods [12]. 

The heat of a Boeing air conditioning system is depicted in Fig. 6 as the original 
quick access recorder data changes trend graph, and Fig. 7 represents the correlating 
forecasting. The low-temperature failure can be anticipated and alerted to by fore-
casting the trend of the temperature parameter and comparing it with the parametric 
limit.

The augmented GM (1,1) technique for nonlinear multivariate regression regu-
lation of complicated system parameters or the non-parametric regression analysis 
can be utilized to start creating the factors for the suggested method. 

5 Conclusion 

The technique used in this article to anticipate civilian aircraft faults is predicated 
on quick access recorder data. First, a diagram of the design methodology for defect 
prediction in civilian aviation is given. On the basis of quick access recorder data, 
stages for fault prediction are then presented. After that, an information in connection
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Fig. 6 Data inflection point and threshold 

Fig. 7 Parameter trend prediction and alarm

of the prognostication system’s execution follows. This is very crucial to collect the 
error data to diagnose and repair the faulty component to avoid potential threat to 
the functioning of the aircraft. 
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Vehicle Collision Warning and Accident 
Detection Using Raspberry Pi and SSD 
MobileNetV1 

A. Vijaya Lakshmi, P. Ajay Kumar Goud, G. Mohit Raj, and K. Rahul 

Abstract The rise in fatal and permanently disabling road accidents is a severe 
public health issue. Human lives are frequently lost in road accidents when medical 
assistance arrives too slowly. Therefore, deaths from road accidents are more 
common. Several accident prevention systems can, to some extent, avoid accidents. 
Still, they lack in giving collision warning while driving and the ability to contact 
emergency services in the event of an accident. A collision warning is one of the 
great difficulties regarding active safety for automobiles on the road. In this paper, 
the proposed system is to design and implement collision warning and accident detec-
tion for automobiles. In the proposed work, the collision warning is done using object 
detection, and accident detection is implemented by Raspberry Pi, a vibrator sensor, 
GPS, and a Telegram bot. The detection of the vehicles is based on the Single-Shot 
Detection (SSD) MobileNetV1 algorithm. Suppose the vehicles did not maintain a 
minimum distance between each other. In that case, it will send a collision warning 
message to the user using a Telegram bot via a Wi-Fi network. If the user made 
accident, then the accident occurred message and location are sent to emergency 
services based on the vibration sensor and Global Positioning System module. 

Keywords Collision warning · SSD MobileNetV1 algorithm · Raspberry Pi ·
Vibration sensor · GPS ·Wi-Fi · Telegram bot 

1 Introduction 

Road fatalities are increasing daily, placing a heavy load on public health and other 
relevant organizations [1]. Road accidents and collisions cause the majority of deaths 
in modern society. The WHO estimates that 1.3 million individuals per year pass 
away due to road accidents [2]. Additionally, between 20 and 50 million individuals 
experience non-fatal injuries, many of which leave them crippled [3, 4]. A significant
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factor in the post-accident survival rates is the time between the event and the arrival 
of an emergency medical service at the accident site. Death rates between the time 
of the accident and the arrival of medical help must be reduced to save more lives. In 
this study, vehicle collision warning and accident detection are performed. Nowadays 
[5], processing digital images are more common using computer vision. This paper’s 
object detection system was built on an embedded Internet of Things platform. To 
successfully prevent road accidents in our daily automobiles [6], it is becoming 
increasingly important to have an active safety system. 

The SSDMobileNetV1 algorithm and OpenCV libraries are used in the proposed 
design. Live video from [7, 8] the Raspberry Pi’s 1.3 Camera Rev is fed to the Rasp-
berry Pi 3B+, which uses the SSD MobilenetV1 algorithm. One of the main issues is 
the detection of objects. When an object is present in an image, the SSD MobileNetV1 
algorithm recognizes it and generates bounding boxes indicating its location. After 
detecting vehicles, it measures and checks the distance between them. When a user’s 
distance is not maintained, the Raspberry Pi uses a Telegram bot to deliver messages 
alerting them about a potential collision and examines the vibration sensor data to 
determine whether an accident happened. When an accident occurs, a telegraph bot 
notifies the emergency services of the GPS position, vehicle information, and buzzer 
sounds. 

2 Related Work 

Deep learning methods have developed rapidly in recent years. CNN is the basis for 
many object detection algorithms [9]. The object detection methods currently used are 
[10, 11] one-stage and two-stage. The most common type may be a two-stage R-CNN, 
Fast R-CNN, and Faster R-CNN approach. Regional candidate-based detection [12– 
14] is mainly used in these methods. While having high detection, these methods are 
slow. Methods like [15] SSD and [16] YOLO are one-stage. These methods are based 
on [17] regression-based detection algorithms that can meet real-time requirements 
and offer faster detection rates. Even though [18], the deep CNN system provides a 
very reliable and powerful feature representation for object identification and recog-
nition, it is often operationally costly and requires a high-end embedded device 
to conduct the model evaluation computation. However [19], processing for object 
detection often needs to be done on an embedded device with limited computing 
power. Thus, a neural network model with small network size and few calculations 
is the only one that can manage such a situation. An essential challenge in system 
development is integrating the embedded system with the object detection network 
model and having it run with good accuracy and stability. These light-weighted 
networks include [20] MobileNet, [21] ShuffleNet, [22, 23] MobileNetV2, and [24] 
EffNet, instances. The optimum networks for [25] embedded devices are the ones 
that lower their size and characteristics while yet offering comparable accuracy to 
primary networks. In this study, SSD MobileNetV1 detecting technology is used. The 
SSD is more straightforward than any other method that provides object detection,
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removes all pixels or feature samplings throughout the process, and does all network 
calculations. For each feature map location, Kanimozhi et al. [26] a collection of 
default boxes with varying aspect ratios and sizes are provided [15]. SSD involves 
dividing the original image of bounding boxes. Each default box receives an object’s 
presence from the network, which adjusts the box to accommodate the object’s shape. 
Furthermore, the network incorporates predictions from several feature maps with 
different detection intensities to handle objects of varied sizes. MobileNetV1 [27, 
28] uses depth-wise separable convolutions and is built around a simplified design. 
MobileNetV1 builds a compact deep network and incorporates two hyperparame-
ters to strike a compromise between accuracy and latency effectively. It employs 
depth-separable convolution to make the traditional network structure simpler. In 
MobileNetV1, which significantly decreases processing, the depth separable convo-
lution network is implemented in place of the traditional convolution network. The 
depth-separable convolution is 1/9–1/8 of the conventional one when the channels’ 
input and output picture sizes are equal [29]. The algorithm calculates the separa-
tion between the identified vehicles. To forecast future collisions with vehicles, an 
accurate estimation of the position of the other vehicles is necessary. The algorithm’s 
results classify the vehicle’s nature and its separation from the vehicle. Insufficient 
separation from the vehicle will result in a warning message emerging. 

The Raspberry Pi is a device with limited resources [30–33] when it comes to 
processor speed and deep learning capabilities. The Raspberry Pi was chosen as the 
SSD algorithm device. Real videos were captured using [34, 35] a Raspberry Pi 
camera. This method is executed at a high calculation rate and is frame resolution-
dependent [36]. Specialized vibration sensors and buzzers [37, 38] are used to detect 
any problems. In the case of an incident, the GPS receives the accident vehicle’s 
location [39] and sends it. Through a WhatsApp message, this data will be delivered 
to a mobile number. The circuit’s internet connection will be used to receive this 
message. Information about latitude and longitude values is provided in this message. 
These values can be used to determine an approximate location for the vehicle. 

3 Proposed Methodology 

The SSDMobileNetV1 algorithm and OpenCV libraries have been utilized to iden-
tify automobiles in the proposed methodology, which uses the design system to 
detect vehicles in front of them. The Raspberry Pi 3B+ model is used to implement 
the proposed method, and a Raspberry Pi 1.3 Camera Rev is used to capture the 
live video. The system performs detecting processes while saving these videos in 
memory. The SW-420 NC vibration sensor is used to detect whether or not an acci-
dent occurred. If an accident occurs, a buzzer module sounds, and the Neo-6 M GPS 
module subsequently provides position information. The user receives messages from 
the Telegram bot alerting them to the accident notice. The below Fig. 1 represents 
the block diagram of collision warning and accident detection.
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Fig. 1 Block diagram of collision warning and accident detection 

3.1 Proposed Algorithm for Object Detection Using SSD 
MobileNetV1 

In the initial step, the algorithm is trained using a vehicle dataset while the vehi-
cles are detected. The vehicles dataset includes the following five classes: bicycle, 
bike, bus, car, and truck. The SSD MobilenetV1 classifier is used as a pre-trained 
model to assess whether a vehicle is present or not. The SSD MobilenetV1 model 
detects vehicles in real time after the classifier has been trained. Real-time video 
from a Camera Rev 1.3 will be used for input. The SSDMobileNetV1 architecture 
uses depth-wise separable convolutions to build compact deep neural networks. The 
video input is taken using OpenCV and split into frames, and then, each frame is 
converted into a grayscale. The grayscale pixels from the input image are transformed 
into highlights representing the image’s content. The difference between the pixel 
intensities in the bright and dark areas is used to calculate each feature value. To 
calculate these attributes, the image is scaled to cover all potential sizes and regions. 
The object’s bounding boxes and related class labels are then determined using the 
SSD MobileNetV1 model as shown in Fig. 2.
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Fig. 2 Flow diagram of collision warning object detection using SSD MobileNetV1 

3.2 Proposed Hardware System Design Using Raspberry Pi 

A significant challenge with vehicles is avoiding collisions and road accidents. In 
this work, as shown in Fig. 3, using a Raspberry Pi Rev 1.3 Camera, a live video 
feed is captured and transferred to a Raspberry Pi 3B + for processing and target 
vehicle recognition. The Raspberry Pi is a device with limited resources when it 
comes to processor speed and deep learning capabilities. The Raspberry Pi 3B+ was 
chosen as the SSD MobileNetV1 algorithm device. Object detection is applied to 
the video stream that the Raspberry Pi camera has captured. In this procedure, the 
video stream is divided into individual object frames, and each frame is subsequently 
turned into a grayscale image. The SSD MobileNetV1 model is used to identify and 
categorize these frames. Bounding boxes are used to display the identified vehicles. 
Using the coordinates of frames, it determines the distance between two vehicles 
after detecting the vehicle, as shown in Fig. 5. The cycle continues if the distance is 
maintained; otherwise, a Raspberry Pi connected to the Wi-Fi network activates the 
Telegram bot and alerts the user of a potential collision.

Suppose the user ignores the Telegram bot’s collision warning message, then the 
Raspberry Pi receives data from the vibration sensor and processes it to determine 
the vibration threshold. If the vibration exceeds the threshold, an accident will occur, 
prompting the buzzer to ring, the GPS module to detect the vehicle’s position, and 
the Telegram bot to send an alarm message to the emergency services telegram, as 
illustrated in Fig. 6. Hardware circuit of a proposed system design is depicted in 
Fig. 4.
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Fig. 3 Flow chart of proposed system design

4 Experimental Results and Analysis 

According to Fig. 7, the “tightness” of the predicted bounding boxes to the actual 
object is represented by the training and validation box losses. The training and 
validation objectness losses calculate the likelihood that an object exists in the given 
region of interest. The training and validation classification losses measure whether 
each predicted bounding box was classified; each box may include either an object 
class or background.

In detecting the vehicles, the model has achieved 93.1% precision, 99% recall, 
99.5% mAP50, and 82% mAP50-95. The model can make a good distinction in all 
classes of vehicles. Since mAP50 is 99.5%, the model can successfully detect and 
differentiate unique vehicles.
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Fig. 4 Hardware circuit of a proposed system design 

Fig. 5 SSD MobilenetV1 detected vehicles using Raspberry Pi VNC viewer



210 A. V. Lakshmi et al.

Fig 6. Telegram BOT alert 
message

4.1 Precision Curve 

Precision describes the percentage of accurate predictions within all predictions for 
a specific class. 

Precision = True Positive 

True Positive + False Positive × 100 (1) 

The precision–confidence graph illustrates it with confidence values on the x-axis 
and precision values on the y-axis. Confidence is nothing more than the assessment 
criteria used to get the score. This percentage-based confidence score displays the 
likelihood that the algorithm will properly recognize the image. Figure 8 illustrates 
that the precision is confined to 0 and 1. As confidence increased, the blue line
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Fig. 7 Loss, precision, and recall graphs of the proposed system during training and validation

Fig. 8 Precision versus confidence graph 

increased. All classes attained precision 1 with a confidence level of 0.806. If the 
confidence level is set high enough, precision may be arbitrarily good. This precision 
demonstrates that the system is quite effective at identifying various vehicles. 

4.2 Recall Curve 

The recall is the percentage of instances from a given class that the model correctly 
predicted to be members of that class.
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Fig. 9 Recall versus confidence graph 

Recall = True Positive 

True Positive + False Negative × 100%. (2) 

Recall values are on the y-axis of the recall–confidence graph, while confidence 
values are on the x-axis. Confidence is nothing more than the assessment criteria 
used to get the score. This percentage-based confidence score displays the likelihood 
that the algorithm will properly recognize the image. Figure 9 shows that recall is 
limited to values between 0 and 1. When confidence rises, the blue line decreases. 
At confidence 0, all classes obtained recall 1. If the confidence is kept low enough, 
the recall may be arbitrarily high. 

4.3 Precision–Recall Curve 

Precision–recall can be an excellent indicator of prediction performance when the 
classes are highly imbalanced. While recall measures the proportion of results that 
are actually relevant, precision is a measure that determines the relevance of the 
results in information retrieval. A graph containing precision values on the y-axis 
and recall values on the x-axis is all that is required to represent a precision–recall 
curve. In other words, TP/(TP + FN) is present on the y-axis of the precision–recall 
curve, while TP/(TP + FP) is present on the x-axis. The precision–recall curve shows 
how precision and recall are traded off at different thresholds. A low false-positive 
rate is associated with high precision, and a low false-negative rate is related to high 
recall. High recall and precision are indicated by a high area under the blue curve in 
Fig. 10. High scores indicate that the classifier produces accurate results with high 
precision and largely positive results with high recall.
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Fig. 10 Precision versus recall graph 

4.4 F1-Score Curve 

The F1-score, which goes from 1 to 0, may be understood as a harmonic mean of 
recall and precision. Equal proportions of the F1-score are contributed by both recall 
and precision. 

F1 - score = 2 × Precision × Recall 
Precision + Recall × 100% . (3) 

The F1-score is beneficial in evaluating the confidence level that balances a given 
model’s precision and recall values. The F1-scores for a certain model may be 
utilized to create a single value evaluation measure, which may be a credible indicator 
of the model’s overall efficacy. 

Figure 11 shows that the F1-score values are on the y-axis, confidence is on the 
x-axis, and the blue color line indicates the confidence level that maximizes recall 
and precision is 0.518. In many situations, a higher confidence level is preferred. It 
could be appropriate to adopt a confidence level of 0.59 for this model, given that the 
F1 value appears to be about 0.96, which is not too far from the maximum value of 1. 
It is also confirmed that this would be a good design point by looking at the precision 
and recall values with a confidence of 0.59. The precision value is still essentially at 
its maximum value at approximately 0.59, but the recall value begins to decline.
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Fig. 11 F1-score versus confidence graph 

4.5 Confusion Matrix 

An accurate assessment of a classifier’s potential is made possible via a confusion 
matrix. A correctly categorized result is represented by each diagonal element. The 
confusion matrix’s diagonal off-diagonal area shows the results that were improp-
erly classified. Therefore, the confusion matrix for the best classifier will only 
contain diagonal components, with all other values set to 0. Following the cate-
gorizing process, a confusion matrix of actual and predicted values is generated, as 
shown in Fig. 12.

In Fig. 12, the diagonal elements represent the samples that were successfully 
predicted. Out of the five samples altogether, five samples were predicted correctly. 
The total accuracy is 99%. 

5 Conclusion 

Road accidents are significantly impacted by vehicle collision warning and accident 
detection using SSD MobilenetV1. The Raspberry Pi, a vibration sensor, and a GPS 
module are employed to enable accident detection, while the SSD MobileNetV1 
platform supports the proposed car collision warning system in this study. The SSD 
MobileNetV1 model of deep learning techniques is used to develop collision warn-
ings. In this model, vehicles were captured in real-time video using a Rev 1.3 camera 
and recognized with 99% accuracy, 93.1% precision, 99% recall, and 99.5% mAP50. 
The model calculates distance based on detection and, if necessary, sends a colli-
sion warning message to the Telegram bot. Accident detection is achieved using a
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Fig. 12 Confusion matrix

Raspberry Pi. The accident is detected using a vibration sensor, and the vehicle’s 
information, including its longitude and latitude, is sent to the emergency services’ 
Telegram bot. Vehicle collision warning only works when the camera is pointed in 
the vehicle’s forward direction. The future scope of this study may be applied in 
all directions of the vehicle so that it can determine the distance from any nearby 
vehicles and provide a collision warning. 
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Abstract The pipe robots are autonomous machines that operate within pipe 
networks and perform several tasks including surveillance, monitoring, cleaning, 
rescue, etc., therein. Various elements, such as rust and fractures, could harm 
pipelines. Consequently, a reliable monitoring system is necessitated to guarantee 
the security of these pipes. It is difficult for an individual to examine each component 
of pipes and repair the problems. Pipe robots have been created as a result of such 
issues. Moreover, the demand for studies on pipe robots has increased in latest days. 
A variety of pipe robots are usable which include wheel type, screw type, wall-press 
type, walking type, inchworm type, etc. Relying on its specifications and assessment 
goal, every model has a unique set of benefits and drawbacks. This paper presents 
an overall review on the advancement of pipe robots from past few years. Authors 
believe that ongoing advancements in pipe robot technology are anticipated to be 
significantly influenced through this paper. 
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1 Introduction 

With advancement of new technology, the growth of metropolitan regions is now 
a constant process. Manufacturing industries are constantly developing in order to 
provide people with a level of living. This upgrading is placing a lot of strain on 
the available space on the surface. As a result, the use of underground space for 
the provision of water, fuel, as well as gas via pipe galleries, which are a collection 
of various types of pipes, is rising with each day. Oxidation, fractures, and other 
reasons can cause a lot of damage to such pipelines. To assure the safety of such 
support systems, a comprehensive monitoring strategy is needed. It is difficult for a 
person to examine and repair every portion of a pipe [1]. Pipe robots were created 
as a result of such issues. As a result, pipe robots are becoming a subject of growing 
interest. Pipe robots are just an interconnected concept that integrates equipment, 
electrics, and instruments that can travel down the center or outside of a tiny pipe 
and contain a variety of sensors and instruments to conduct a set of pipe operations 
underneath the command of a user or software [2]. 

The use of a pipe surveillance robot has brought forth novel issues in terms of 
robotics performance, that comprises the robot’s propulsion system, which could 
be self-propelled or aided by a media, as well as its flexibility to changes in diam-
eters. As a result, innovative solutions for autonomous in-pipe monitoring tech-
nologies are always searched for. Investigations using the pipe surveillance robot, 
such as carried out by various researchers, are used in a broad range of research 
projects. The progress of pipe robots has piqued the interest of specialists. Pipe robots 
are constructed to examine pipelines. Pipe inspection robot technologies could be 
divided into two categories: outer-pipe surveillance robot technologies and in-pipe 
surveillance robotic devices. The outer-pipe surveillance robot systems are in high 
demand in the market because it can execute inspections without disrupting produc-
tion process. Such surveillance robot attaches to the pipe’s outside surface and can 
travel across it independently or semi-autonomously, negotiating curves and inter-
sections. In contrast to the in-pipe robotic platform, the outer-pipe surveillance robot 
scheme is unable to thoroughly examine the inner cylindrical wall [3]. 

Direct drive systems and differential drive systems are two types of wheel-type 
robots. Direct drive does have a greater total torque benefit, while differential drive 
generally takes less motor. In direct drive setup, automobiles take four motors. The 
harmonic gears transmit the motor’s output to the wheels, resulting in a high torque 
output. Nevertheless, throughout this design, three cameras are necessary, with two 
of them being used to observe the steering wheels. Walking robots, also known 
as crawler robots, typically have eight similar pair of legs coupled to a frame [4]. 
Performance comparison is carried out in [2] to identify the best type of robots and 
authors of that research found that screw and wall-press types are the ones which 
provide the most effective performance. Figure 1 depicts the present situation of the 
pipe robots.
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Fig. 1 Different types of pipe robots include a wheel type, b screw type, c wall-press type, d 
walking type, e inchworm type [4] 

2 Recently Developed Pipe Robots 

Pipe robots are mostly made to eliminate human interference from labor-intensive 
and dangerous work situations. However, robots are occasionally utilized to investi-
gate difficult work locations which are frequently unreachable to people. Since they 
transport hazardous substances and liquids and frequently have small interior diam-
eters or curves that are unreachable to humans, pipes must be inspected. Robots are 
required for the checking of certain pipelines due to the complex inner configuration 
and danger product constraints. The process of developing an in-pipe assessment 
robot is challenging; thus the developers should consider factors including move-
ment, steering capacity, steering angle, dimension and shape adaptation, etc. flexi-
bility, durability, autonomy, and object tracking online effectiveness on a crooked 
surface, functioning safely, fabric choice, the nature of the work to be done within the 
pipe, various actuator, action in a running pipe, bringing back a robot, a user-friendly 
controller and navigation interface, operating range, quantitative evaluation of pipe 
defect levels [5].
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2.1 Wheel Type 

Pipelines represent the most widely used way for moving liquids and gases. They 
must be regularly inspected to function properly. In order to check pipes, people are 
required to go hazardous situations. Pipeline robots have been result of this [6]. A 
pipe robot is created for automatically pipe cracks detection. The six wheel-like feet 
on this robot’s structure ensure that it is able to easily transfer through all orientations. 
It may make turns at intersections, such as on a T-shaped path. The robot may be used 
with pipes of various diameters thanks to the adjustable foot length. The device’s 
usefulness is demonstrated in the studies by its ability to identify wide range of 
clefts in various types of pipes [7]. Figure 2 shows the construction of wheel-type 
robot. With the use of a self-driving robot equipped with ultrasound detectors and 
linked through latest technologies, the project, proposed in [8] intends to build and 
construct a pipeline inspection robot. Additionally, an IP camera is employed for 
thorough observation, and wireless functionality is included for simple monitoring 
of the collected information. The advancements made possible by the cutting-edge 
process required pipeline ultrasonic testing far more attractive. Additionally, this 
device has the capacity to capture and display the sight of the environments on the 
workers’ monitor screens for reliable monitoring, identification, fast assessment, and 
evaluation in small, darkened spaces. A unique wheel-type robot is presented in [9] 
with dual helical angles that can be adjusted. The creature’s high adaptation in various 
pipes’ conditions as well as its excellent mobility in bend tubes and T branches has 
both been tested in investigations. Block diagram of wheeled robot is depicted in 
Fig. 3. 

The architecture and movement management of a wheel-type robot that could 
check pipes with internal diameters are developed in [6]. Such robot meets movement 
instability in a bent pipe. In order to solve the existing problems, the suggested robot 
sets the wheels at various angles, enabling the robot to maintain consistent touch with

Fig. 2 Design of the robot proposed in [7]
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Fig. 3 Schematic representation of the wheel-type robot developed in [8]

pipe’s surfaces. The planned robot is being developed with the use of 3D printing. 
Another robot with several bends is demonstrated in [10]. The active and passive 
modules make up the robot where every unit includes three possible wheel combi-
nations that are expanded using various mechanisms. The robot is constructed using 
a proportional integral derivative regulator to match standard velocities. Another 
device with several movement units is built in [11] with the goal of increasing the 
flexibility factor of singular movement form pipeline robots. Engineering work has 
gone into the self-adaptive diameter-changing, wheel movement, as well as rotating 
mechanisms. The basic architecture of the robot is optimized based on the movement 
and structural concepts of pipe robots throughout transit. Figure 4 depicts a prototype 
of wheeled robot.

2.2 Screw Type 

A sort of efficient smart products for examining pipeline problems is the screw-type 
robot. Because of the various kinds of pipes and operational environments, pipe 
robots do have broad variety of design characteristics. Practical or conceptual design 
methods cannot guarantee the reliability and effectiveness, that raises manufacturing 
costs and lengthens the production process [12]. A brand-new effective screw-driven
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Fig. 4 Wheel-type robot 
demonstrated in [10]

robot is presented in [13] for pipe status inspection. A suspension system, four 
drive modules, and four electromagnetic controls make up the three components of 
the proposed robot. The robot can respond to round and rectangular tubes without 
changing its construction thanks to a unique movement technique. Construction of 
screw robot is presented in Fig. 5, whereas working principle is shown in Fig. 6. 

A directional pipe surveillance robot relying on screw propulsion is suggested 
in [14]. It can manage the pitching ratio of the motion as well as avoid potential 
obstructions. Here, control information is optimized through the use of an optimum 
control technique. Utilizing MATLAB simulations, the accuracy and effectiveness 
of the planned robot and controller are confirmed. Another novel robot for navigating 
bending and branched pipelines is shown in [15]. The robot has been constructed

Fig. 5 Novel screw-type 
robot [13]
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Fig. 6 Principle of screw 
robot [17]

from three pieces, each of which includes two passive wheels and flexible wings. 
This allows the robot to go through and maneuver through pipelines that are not 
just linear but indeed curved and branching. Dual methods are suggested in [16] to  
reduce the power usage of a unique directional screw pipe robot. 

2.3 Wall-Press Type 

Robots that are wall-pressed have been built to scale vertical and slanted pipe runs 
in challenging surroundings. Wall-press feature enables for further pipe mobility. 
Its structure enables it to go across modifiers, bends, and perhaps even serve as a 
steering wheel. Considering different sizes of diameters, a robot with several wheels 
is needed. Nevertheless, a wall-press-type robot just needs one. Operating expenses 
and management go up as there are more robots. A structure resembling a wall press 
is constructed in [4]. It is divided into three sections: the camera portion, the front 
steering unit, and the back operating panel. The benefit of the wall-press type is that its 
increased diameter may be changed. Front-facing camera part allows for 180-degree 
unhindered visibility of the inside circumstances. Robot is shielded from obstructions 
by two driving units. Figures 7 and 8 both depict a prototype of wall-press robot. 
The creation and execution of an ideal pipe routing method and a moving module to 
deal with the changeable conditions within metal pipes are the main topics in [18]. 
Additionally, it provides flexibility to various pipe sizes. The self-reliant feature in 
the middle of a tube, standard navigation capacity to adjust to in-pipe unbalance, 
functionality to stay unchanged without falling in pipes, and effective deployment 
of cleaning supplies are really the significant issues taken into consideration in the 
concept and deployment. Navigation functionality and driving capabilities are evalu-
ated to ensure that it meets the design parameters on which it is constructed. Focusing 
on a genuine pipeline scenario, experts developed a straightforward pipe architecture
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Fig. 7 Wall-press robot [4] 

Fig. 8 Prototype of wall-press robot developed in [5] 

[19]. To satisfy the design criteria of changeable width and barrier, robot mobility has 
been examined. An autonomous in-pipe robot concept with a self-adaptive structure 
for different diameters is created. According to the findings, the developed system 
has excellent varied diameter characteristics. 

2.4 Walking Type 

An analysis is done on a walking robot concept in [20] that is made up of three sections 
joined together by suspension systems. To stay stable while moving within a pipe, the
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Fig. 9 Experimental 
prototype for a walking robot 
[20] 

three mechanical components are programmed to crawl using asynchronous move-
ments. It has been done a dynamic study to simulate the variation in driving factor. 
Additionally, a moving apparatus model is constructed. An experimental prototype 
for a walking robot is given in Fig. 9. The architecture of a walking robot’s state 
observer is investigated in [21]. The need for this component stems from the idea as 
detectors do have finite range of precision and therefore are susceptible to buzzing 
sound generation. Since walking robots employ model-based regulation and need 
precise knowledge of their present condition, this seems to be particularly trouble-
some for them. One of the numerous issues that must be resolved before robots can 
be used in a realistic manner is preparing pathways on the inside ground of a pipe. A 
method for position control is suggested in [22]. The technique makes utilize a point 
cloud model of the pipeline, that is simpler to create than the graphics format needed 
by several of the other movement organizing strategies for walking robots now in 
operation. Another robot with eight legs is shown in [23] that can navigate inside 
the pipes. The system prototype of the robot is initially explained, with a focus on 
its main components. The central regulation work is allocated, managing the entire 
device behavior and a distributed status, relating to the particular feet, in accordance 
with the physical platform structure. 

2.5 Inchworm Type 

Inchworm is another type of pipe robot used for pipe observation. Inchworms can 
ascend and walk on a variety of complicated structures according to the anatomy and 
evolutionary habits. It has motivated the creation of several robots that could exhibit 
comparable skills for a variety of tasks, including the investigation of a compli-
cated environment. Making such machines actually usable with a simple design for 
enabling continuous adaptation to a complicated landscape, like an outermost layer, 
is one of the main architectural problems. Scientists offer a fresh idea for a moving 
robot in [24] that is influenced by inchworms in light of this. The robot is a flexible 
pipe crawler thanks to a passive foot cap below an electromagnetic leg. According 
to research observations, the robot can walk on pipes with different curves. The
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robot may help with closer examination outside of pipes as a novel robotic option, 
reducing disruption in the transmission of oil and gas. The main objective of the 
research presented in [25] is to suggest and outline the creation of a robot using 
smooth sensors that LabVIEW will analyze while it is used in various pipe dimen-
sions. Such research concentrates on how robots may operate efficiently and smoothly 
in pipelines by suggesting certain key mechanics including gliding features, grip-
ping methods, and twisting units. Figures 10 and 11 show the design architecture 
of inchworm robot. Inchworm robot progress is discussed in [26], and by applying 
active shape management of suction cups, a novel adhesion method is experimentally 
devised and motivated by the activity of inchworms. Three gaits are created, as well 
as the movement formula is generated. 

Fig. 10 Design of an inchworm robot [24]
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Fig. 11 Prototype of 
inchworm robot [25] 

3 Conclusion 

A thorough overview on pipe robot innovation is described in this research. In 
the topic of pipe robot design and operations, there have been several studies and 
advancements made. In latest days, a number of pipe robots have been accessible. 
Some of the most common types include wheel type, wall-press type, walking type, 
inchworm type, screw type, and electromagnetic force type. Differences among 
various sorts of pipe robots are provided in Table 1. Though each type of robots 
has been developed with almost the same objectives, there are still conceptual and 
functional differences between them. One of most frequent types is the wheel, which 
has a straightforward architectural style. The operation of a walking-type robot, on 
the other hand, necessitates the use of a complicated control. Because it is more 
versatile, a wall-press-type robot seems to have the potential to ascend vertically. 
The inchworm is a stable worm that may fit into a tiny pipe diameter. The electro-
magnetic type of robot can only move in one direction, while the screw type can 
move forward and reverse. 

Table 1 Differences among various sorts of pipe robots 

Types Advantages Disadvantages 

Wheel type • Quick  
• Simple  design  
• Economical 

• Slippery 
• Not effective in pipes with holes 

Screw type • Flexible 
• Adaptable to circular and square 
tube 

• Complex design 

Wall-press type • Simple mechanism 
• Stability without slipping 

• Not effective in pipes with holes 

Walking type • Not slippery • Sometimes causes damage inside 
the pipe due to the contact with the 
pipe 

İnchworm type • Flexible in different pipes • Complex design
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Design and Analysis of Efficient 
IoT-Based Pollution Monitoring System 
in Urban Area 

M. Dhivya, N. J. Avinash, P. Bhoomika, K. S. Shanika, Trisha Chatterjee, 
and V. Preethisree 

Abstract As the population is increasing, the environmental resources consumed 
also started to increase, due to this pollution which becomes a major concern, and it 
is a day-to-day problem, which is faced by all biological species. Various solutions 
have been proposed by researchers as countermeasures to control the pollution in 
past few decades. In this paper, IoT-based pollution monitoring system is presented 
which encompasses various sensors, which is capable of measuring air pollutants 
(ammonia, carbon monoxide, smoke, LPG, and methane), temperature, humidity, 
and sound levels. The microcontroller used is MSP430. The real-time data can be 
monitored virtually across the world by an application. The application which is used 
is ThingSpeak, where the level of harmful pollutants can be monitored in the form 
of tables and graphs. 

Keywords Air pollution · Noise pollution · Internet of Things · Sensors ·
MSP430 · ThingSpeak 

1 Introduction 

The total population statistics of India as on December 1, 2022, is 1,412,903,336 
based on dataset generated by Worldmeter by United Nations data. With ever-
increasing pollution, there has been exponential growth of people getting affected 
due to diseases caused by harmful air pollutants. To make an impact globally, a 
project is being developed which can help to collect data and that can help to further 
reinforce probable solution by developing certain product to make it countenance to 
reduce the pollution and contamination of air. 

The sole purpose of this paper is to make an effective change by bringing in a 
state of acceptance of this product. IoT technology has been used in developing the
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Fig. 1 Graphical abstract of proposed system 

product, which can help in getting various data of air containing contaminants like 
CO2, sulfur dioxide components gases, nitrogen dioxide gases and so on and so forth 
which can give us the analysis of how the pollution is affecting the atmosphere, till 
what threshold value the contamination is taking place so that necessary measures 
can be devised. Here on, tactfully managing the system with proper acquisition 
to the tools and approbating the installation in more traffic region can change the 
world’s today’s situation. The project consists of hardware part and software part 
with relatable work to make the best benefit out of it. 

The main contribution of this project is to develop a cost-efficient air and noise 
level monitoring device that senses the various parameters like methane, temperature, 
smoke, ammonia, carbon monoxide, and humidity and sends the real-time data to the 
IDE software through the controller, and these values are displayed on the software 
monitor along with the display. A survey will be conducted to measure the pollutants’ 
contents in each of the four areas. This will help us in acknowledging the factors that 
actually gives rise to pollution in that particular region. The graphical abstract of the 
paper is depicted in Fig. 1. 

In this project, various types of sensors are used to sense the harmful gases in 
the surroundings. A Wi-Fi module is used to send these real-time collected data to 
the ThingSpeak application, where we can display these data using graphs and table 
representation. This application is an open source; due to this, everyone can monitor 
these data readings. Most of the respiratory diseases are caused by the air pollution, 
due to the harmful gases that are released. One example of causing death of the 
people due to respiratory diseases like bronchitis and asthma, pneumonia, influenza, 
and whooping cough is given in Fig. 2.

2 Literature Survey 

Flores-Cortez et al. [1] constructed a cost-efficient device for pollution monitoring 
in developing countries. The paper emphasized on developing an IoT station, which
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Fig. 2 Percentage of causes of death in Delhi (2021)

monitors PM pollutant level in the environment. The microcontroller used in the 
project was LoPy ESP32, and the parameters measured were Air (PM2.5, PM10, 
temperature, and humidity). The tools used were LoPy microcontroller and micro 
Python language, which made the circuit a low-cost system with high-performance 
rate. The design was made such that the device sends back three of the values collected 
by the sensor, every ten minutes as the sensors data will not change drastically for a 
short time. 

Helton et al. [2] constructed a platform to monitor the air quality levels. The paper 
emphasizes a solution to air pollution. They have covered five important factors given 
by the WHO, by using cost-efficient hardware components. The microcontroller 
used in the project was ESP-WROOM-32, and the parameters measured were air 
pollutants such as PM2.5, PM10, O3, CO, NO2, and NH3. MQTT protocol was used 
and implemented in the system, in order to send the readings to the application, and 
it also helps to configure and process the data collected and it stores the information. 
The tools used to analyze the data graphically was Zabbix. 

Bikash et al. [3] developed an IoT-based real-time air level measuring system. The 
paper depicts a system which is proposed, using dedicated sensors which measure the 
data remotely from anywhere. The system needed low maintenance, and it had more 
stability. The microcontroller used in the project was Node MCU, and the parameters 
measured were temperature, humidity, air (NH3). The collected data were uploaded 
to the AWS platform, which can be used to access and monitor the real-time data. 
The system was designed in a way that it can be used for many applications such as 
strategic measures and can be used in industries and hospital areas. 

Syed et al. [4] proposed a system to measure the air quality using Raspberry Pi4 
for indoor purpose. The paper depicted an air quality device integrated between two 
main networks, IoT and various sensors. This system was a lightweight device, which 
is easy and convenient to carry the device to different locations. The microprocessor
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used in the project was Raspberry Pi4, and the parameters measured were air pollu-
tants such as CO, NO2, H2, NH3, and CO2. ThingSpeak was used as a cloud service to 
access and monitor the device. MQTT was implemented in the project as a protocol. 
The security of the system was implemented properly, as the application required 
authorization. Kalpesh et al. [5] constructed a system for domestic purpose, which 
detects and monitors leakage of cooking gas for house safety. The paper emphasized 
a hybrid, low-powered, less cost leakage detection system, which is mainly designed 
for indoor purpose. The microcontroller used in the project was Arduino UNO, and 
the parameters measured were air pollutants such as LPG or natural gas, as they 
mainly focused on leakage of these gases’ indoors. Leakage of such harmful gases 
will lead to high risk, and it is very dangerous. The system is affordable by everyone. 

Manglani et al. [6] proposed an IoT-based system to measure and monitor air and 
sound levels for smart environment. The paper emphasized on developing an efficient, 
low-cost Arduino system to monitor the environment. The microcontroller used in 
the project was Arduino UNO, and the parameters measured were air (ammonia, 
sulfide, and CO2) and noise levels. The system used very few components to build 
an easy to use and cheap environmental monitoring system. AQI was taken as an 
unit for measuring air quality index, and the dB was taken as an unit for measuring 
the noise level. The four readings each were taken for four days. A buzzer was used 
to alert purpose; if the readings goes beyond certain value, the buzzer will ring and 
alerts the surrounding. 

Harsh et al. [7] described a framework for air pollution device which can be 
used by smart cities, based on IoT technology. The paper depicts communication 
between a cloud platform and an application which is Android based. The micropro-
cessor used in the project was Raspberry Pi, which was used as a gateway to interact 
with the hardware components. The parameters measured were humidity, tempera-
ture, LPG, CO. ThingSpeak was used as a platform to plot graphs received by the 
sensors. An Android application was built, to monitor the real-time values which 
are sent by the sensors, and this application needed an account to sign in. To use 
various applications such as storing and messaging purpose, an API was included in 
the application. Ajitesh et al. [8] drew an analysis and proposed a design of IoT-based 
air level measuring device. The paper depicts a portable, real-time pollution moni-
toring system, which is also cost-efficient. The microcontroller used in the project 
was Node MCU 1.0 ESP8266 to process the data, and the parameters measured were 
smoke, CO, PM1, 10, 2.5. The system was also capable of supporting Ruby and 
Node technologies. ThingSpeak was used to display the values of the collected data 
using graph representation. Two gas sensors and one particle sensor were used to 
measure the air quality levels in the surrounding. 

Rakib et al. [9] proposed a prediction system for air pollution system. The paper 
emphasizes a model, which can be monitored by anyone and anywhere in the world, as 
the data were stored in the cloud. The microcontroller used in this project was Arduino 
MEGA 2560, and the parameters measured were air (NH3, CO, PM2.5, temperature, 
and humidity). They used mathematical calculations such as MAPE and data analysis 
to predict the pollution. It was a 2 in 1 system, which had prediction system as well 
as pollution measuring device, which measures air levels. The system had given 90%
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accurate readings. Cornelius et al. [10] constructed a pollution tracking system based 
on IoT. The paper depicts a low-cost, efficient monitoring system, with a module that 
tracks the location of the system, and it was given to the user. The microprocessor 
used in the project was Raspberry Pi and Arduino controller was also used, and the 
parameters measured were air and noise levels. They also used a web server and 
dashboards for the collecting the real-time data from various sensors. 

Literature review depicts a survey of ten papers from 2019 to 2022. Figure 3 shows 
the analysis of pollution monitoring systems as number of papers published versus 
various parameters. 

As air pollution causes too many airborne diseases, to analyze how every year 
smoke and air pollutant’s density is increasing in air, a survey has been conducted to 
check how it varied over years. The survey had been conducted for both air and noise 
pollutants using air and noise sensors. According to survey of 2018, 30% pollution 
took place because of pollutants from automobile. In year 2020, the contaminants 
that polluted are as follows—0.31 CO mg/m3, 1177 NH3 ug/m3, 62% humidity. In
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Fig. 4 Survey on noise sensor 

Fig. 5 Survey on air quality levels 

the year 2022, a survey was done on noise sensor; the value as per the readings were 
obtained. Figure 4 shows a survey, which is done by taking four readings of sound 
levels (dB) for four days. Survey on air quality levels is shown in Fig. 5. 

3 Proposed System 

Proposed architectural framework is shown in Fig. 6.

The microcontroller used in this project is: 

MSP430: It is a microcontroller that offers mixed signal with a very low power, 
it is 16-bit design that is good and used for wireless industries which uses low-
power technology, and it also used mainly in medical applications. The MSP430
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Fig. 6 Proposed architectural framework

microcontroller has twenty main pins. All of these pins play their role to ensure 
higher practicality of the microcontroller. The MSP430 is C-complier friendly and 
additionally utilizes low power. It can even effectively wake up from standby mode 
in less than 5 microseconds. They are excellent for high performance. 

During the design process, MSP430 was selected since it is one of the simplest 
microcontrollers and designed for low-cost, low-power consumption embedded 
applications. 

The software IDE used is Energia IDE: 

ENERGIA IDE: Energia is an open-source electronics platform started in 2012 to 
bring together wiring and Arduino on the same platform. As this Energia IDE is 
supported on OS, Windows, Mac, and Linux, it is known as a cross-platform tool. 
It is also a portable as it can be used in different IDEs. The framework of this IDE 
is implemented and designed in such a way that it is easy to use by all and it is also 
beginner friendly. Energia together with the Launchpad can be used to develop and 
implement variety of switches and sensors, by controlling them taking the inputs, 
and we can also control a variety of other components such as motor, lights, and 
other physical outputs. 

The various sensors used in this project are: 

MQ135: It is a sensor that detects methane (CH4) within the range of 300– 
10,000 ppm.
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MQ2: It is a sensor that detects smoke and LPG within the range of 30– 
10,000 ppm. 

MQ7: It is a sensor that detects carbon monoxide (CO) within the range of 10– 
500 ppm. 

MQ5: It is a sensor that detects and measures the composition of ammonia (NH3), 
sulfur (S), benzene (C6H=6), carbon dioxide (CO2) within a range of 10–1000 ppm. 

LM393: This is a sound sensor that measures the sound within the range of 52–48 
db and a frequency of 3 kHz–6 GHz. 

DHT11: This is a temperature and humidity sensors that measure temperature 
within a range of 0–50 °C/±2 °C and humidity within a range of 20–80%/±5%. 

The Location of the project can be identified using: 

GPS SYSTEM: The GPS system stands for Global Positioning System, it is a naviga-
tion device, and based on satellite system, it is used to identify and show the location 
and time information to a GPS receiver in real time. 

The module which is used to connect with cloud is: 

ESP01 ESP8266 MODULE: it is a Wi-Fi module-based system which is a SOC. It 
is a system or a chip which is integrated highly and is designed as a very small chip, 
in such a way that it provides an internet connection. It is a cheap Wi-Fi-enabled 
module used for controlling devices over the Internet. It can either be worked with a 
microcontroller or can be programmed on its own. The ESP8266 comes with factory 
programmed firmware inside allowing you to control it with standard programmed 
commands. It is highly flexible, as it is compatible with many controllers and it is a 
powerful module. 

The display which is used for displaying the values is: 

OLED DISPLAY: It stands for Organic Light-Emitting Diode and is a solid-state 
device which is made up of organic thin films that are placed in series between 
two conductors. They work on the phenomenon of electroluminescence. Due to the 
presence of organic layers, OLEDs are brighter than LEDs and they also consume 
less power. They response time is very fast, and compared to LEDs, it has better 
picture viewing and quality. 

The software application used is: 

THINGSPEAK: It is an IoT analytics-based service area that allows users to analyze, 
visualize, and aggregate data streams which are live in the cloud. ThingSpeak is 
written in Ruby, it is an open-source platform, where everyone can use it, and it 
allows users to communicate with IoT device. It facilitates logging, retrieval, and 
data access of data using an API for both the devices and social network websites. 
We can send live data from sensors to ThingSpeak and we can plot automatically an 
instant live graph using the data received from the sensors used in this project and 
find the rising and falling trends form the graph. The device is used to monitor air 
and sound quality in indoors, but this device can be used to monitor pollution on 
roadside, and it can be also used to monitor the industries, monitoring activities like
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shooting, open-air events and other sport matches, monitoring traffic noise in city 
roads, by changing some of the components to other components according to the 
area where the device is used. The flowchart of the proposed system is depicted in 
Fig. 7. The sensors and other components are connected with MSP430, and the data 
are displayed using OLED. The status of the Wi-Fi module with webserver and the 
data are displayed on ThingSpeak. 

Fig. 7 Flowchart of the proposed model
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4 Results and Discussion 

Figures 8 and 9 depict the connection of the components. It shows the connection of 
microcontroller MSP430 with various sensors, such as MQ7, MQ135, MQ5, MQ2 
(Table 1). 

Figure 10 depicts the methane values in ppm, and these are the values sensed by 
MQ5 sensor. These values were measured in an open area.

Fig. 8 Hardware connection 1 

Fig. 9 Hardware connection 2



Design and Analysis of Efficient IoT-Based Pollution Monitoring … 243

Table 1 Specifications of the components employed in the project 

Name of the component Specification 

MSP430 microcontroller Low supply voltage range: 1.8–3.6 V 
Five power-saving modes 
16-bit RISC architecture, 62.5-ns instruction 
Up to 24 capacitive touch-enabled I/O pins 

MQ135 sensor Operating voltage: 2.5–5.0 V 
Power consumption: 150 mA 
Detect/measure: NH3, Nox, CO2, alcohol, 
benzene, smoke 
Typical operating Voltage: 5 V 

MQ2 sensor Operating voltage is +5 V  
Analog output voltage: 0–5 V 
Detect/measure: LPG, smoke, methane, butane 
Preheat duration 20 s 

MQ7 sensor Operating voltage is +5 V  
Can be used to measure or detect CO 
Analog output voltage: 0 V–5 V 
Fast response time 
Heater consumption about 350 mW 

MQ5 sensor Heater voltage: 5.0 V 
Power supply: 5 V 
Detect/measure: methane, hydrogen, alcohol 
Working current: 150 mA 

Temperature and humidity sensor (DHT11) Power supply 3.5–5.5 V 
Operating current: 0.3 mA (measuring) 60 uA 
(standby) 
Temperature range: 0–50 °C/±2 °C  
Humidity range: 20–80%/±5% 

Sound sensor (LM393) Differential input voltage range equal to maximum 
rated supply voltage: ±38 V 
Ambient temperature, TA = 0–70 °C 
Determines noise within decibel 3 kHz–64 Hz 
frequency 

WI-FI module (ESP01 ESP8266 module) Wi-Fi direct (P2P), soft-AP 
1 MB flash memory  
32-bit Tensilica Xtensa LX106 CPU running 
80 MHz 
3.3 V supply 

GPS system (U-Blox neo-6 M) Power supply voltage: 2.0–3.6 V 
Antenna gain: 50 dB 
Antenna type: passive and active antenna

(continued)
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Table 1 (continued)

Name of the component Specification

OLED display High-resolution at 128 × 64 pixels, 160 degrees 
viewing angle 
Lower power consumption: only 0.06 W with 
normal use 
Power supply AC 3–5 V, working very well with 
Arduino 
Working temperature: −30–70 °C

Fig. 10 MQ5 sensor values 

Figure 11 depicts the ammonia, sulfur, benzene, and carbon dioxide values in 
ppm, and these are the values sensed by MQ135 sensor. These values were measured 
in an open area.

5 Conclusion 

In this paper, a general problem faced by the society is taken up and come up with 
a solution. The proposed system will measure various harmful gases’ (ammonia, 
carbon monoxide, sulfur, smoke, LPG, and methane) sound level, temperature, and 
humidity. These values are measured, by fixing the proposed system in various loca-
tions. The system collects the real-time data and displays it using the OLED display. 
These values can also be monitored using the ThingSpeak application, where the
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Fig. 11 MQ135 sensor values

values are displayed in the form of graphs. Using GPS module, we have also come 
up with the location of the device. The project can be further be innovated to detect 
dust in the areas. Using IOT, it could be much use to detect radioactively, noise levels 
near nuclear plants and prevent any nuclear disaster from happening, and it can also 
be modified further to monitor air and sound pollution levels at any place of the 
world. The battery can also be replaced with solar panels, to reduce the consumption 
of batteries. 
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Internet of Things in Entrepreneurship: 
The Intellectual Structure Perspective 

Agung Purnomo, Nur Asitah, Elsa Rosyidah, Gusti Pangestu, Meiryani, 
and Fairuz Iqbal Maulana 

Abstract Entrepreneurship and business require Internet of Things support to be 
able to develop to meet market and consumer needs. This study aims to map 
the current state of global research and the future trends of IoT development in 
entrepreneurship studies. Based on the Scopus database, this study uses a biblio-
metric intellectual structure perspective by analyzing 1,075 scientific publications 
for half a century. The findings show that the United States Environmental Protec-
tion Agency and the United States were the most prolific countries and research 
institutions studying IoT in entrepreneurship. The findings of this study propose the 
ISEEEII research theme concept for IoT in entrepreneurship research. 

Keywords Bibliometric · Digital business · Entrepreneurship · Internet of 
Things · Intellectual structure 

1 Introduction 

The Internet of Things (IoT) idea attempts to demonstrate its primary uses in various 
aspects of our lives, as well as its fundamental advantages, development patterns, 
issues, and concerns to be solved [1, 2]. The emergence of a website technolog-
ical breakthrough that bridges the digital and physical worlds marks the beginning
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of the Industry 4.0 Revolution [3, 4]. The Internet of Things includes tools for 
researching attitudes, consumer characteristics, spending, and preferences, which 
impact marketing studies [5]. IoT technology can also track incidents and modifi-
cations in the institutional environment that can impact security and raise hazards, 
resulting in time and cost reductions, dematerialization, quality improvements, and 
increased productivity for digital businesses and entrepreneurship [6, 7]. The business 
models of numerous entrepreneurs and businesses are being altered by the Internet of 
Things (IoT), as is how customers engage with these entities and other stakeholders 
[8, 9]. This IoT technology can boost competitiveness by converting a company’s 
products and services into digital business and entrepreneurship opportunities in the 
digital economy era [10]. 

Entrepreneurship and business require technical support to develop to meet market 
and consumer needs. Smart homes, smart cities, energy savings, pollution control, 
smart living, and smart economy are transformations because of IoT [11, 12]. IoT 
in entrepreneurship many studies state that IoT helps advance entrepreneurial busi-
nesses [13–15]. The IoT in entrepreneurship has not gained much attention in the 
form of a sizable visual map displayed on an international level year after year using 
information from various published researches. However, no study has not been any 
research that specifically addressed the substantial correlation between affiliation, 
scholars, and the influence of academic works. 

One strategy for comprehending research is bibliometric analysis, in general. 
Bibliometrics is a technique for analyzing and measuring academic publications that 
combine mathematical and statistical methods. Statistical methods known as biblio-
metrics are used to analyze data on peer-reviewed publications, such as books, maga-
zines, reports, reviews, and conference proceedings. Utilizing bibliometric method-
ologies, the relationship between the quantitative approaches and the subject of 
the investigation has been demonstrated frequently [4, 16]. This study proposes 
a research question, what is the bibliometric intellectual structure of mapping and 
trends for IoT in entrepreneurship research around the world? Using a bibliometric 
academic structure perspective, this research aims to map the current state of global 
research and future development trends of IoT in entrepreneurship studies. 

2 Research Methods 

This work’s bibliometrics of intellectual structure analysis was conducted on a signif-
icant literature database. This survey includes significant keywords associated with 
IoT in entrepreneurship studies to locate and classify similar works in the academic 
Scopus database. Since academics regard the Scopus database as a reliable source 
of academic papers, it served as the primary information source for this article. 

This research used the terms “Internet of Things” and “entrepreneurship” in 
the title, abstract, and author keywords to find relevant information in the Scopus 
database. Data mining was limited to annual data to acquire fully revealed data 
for an entire year. The search method was used in data mining (TITLE-ABS-KEY
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(“Internet of Thing*” OR IoT) AND TITLE-ABS-KEY (entrepreneur* OR start-up 
OR startup OR SMEs OR SME OR “small and medium enterprise*” OR “small 
and medium-sized enterprise*”)) AND PUBYEAR < 2022 as of December 2022. 
One thousand seventy-five papers over the past 16 years—from 2005 to 2021—were 
uncovered in this process. At this inquiry stage, the Scopus result information has 
been extracted in CSV dataset format. 

A feature on the Scopus web called to analyze search results displays bibliometric 
information from certain kinds of literature [10]. Using this technology, we evaluated 
and visualized the publication performance of researchers, research organizations, 
and countries. With the help of this tool, authors can also monitor the number of 
publications made each year and the proportion of publication sources and subject 
areas [7]. 

The researcher then used VOSviewer version 1.6.16 to perform co-occurrence 
analyses on the collected documents. This research uses VOSviewer to create a 
network of keyword maps conceptual for research themes, combined with a detailed 
co-occurrence analysis, keyword association analysis, and a fully systematic compu-
tation technique [17, 18]. Microsoft Excel was used to construct and tabulate simple 
tables and descriptive statistics. After that, the investigation’s findings were collated 
and triangulated [12]. 

3 Result and Discussion 

3.1 Organizations with the Highest Productivity in IoT 
in Entrepreneurship 

There were 1,075 articles affiliated with 556 research institutions. The most produc-
tive organization in researching IoT in entrepreneurship publications was the Insti-
tuto de Desenvolvimento de Novas Tecnologias, Portugal (n = 10), as shown in 
Fig. 1, then followed by the Tampere University, Finland (n = 8); Texas A&M 
University, USA (n = 8); Friedrich-Alexander-Universität Erlangen-Nürnberg, 
Germany; Sungkyunkwan University, South Korea; Fachhochschule Salzburg, 
Austria; Rheinisch-Westfälische Technische Hochschule Aachen, Germany; Bina 
Nusantara University, Indonesia (n = 7); Chiang Mai University, Thailand; Univer-
sität Stuttgart, Germany; Georgia Institute of Technology, USA; Universidade do 
Minho, Portugal; Tokyo Institute of Technology, Japan (n = 6).

Various research institutions have studied IoT research in entrepreneurship. IoT 
in entrepreneurship research was dominated by affiliates from Germany (n = 3), the 
USA, and Portugal (n = 2).
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Fig. 1 Affiliation in an organization annual publication IoT in entrepreneurship count

3.2 Countries with the Highest Productivity of IoT 
in Entrepreneurship 

These 212 countries were identified to have researched IoT in entrepreneurship. The 
most productive country in researching IoT in entrepreneurship publications was the 
USA (n = 114), as shown in Fig. 2, then followed by China (n = 111); Germany (n 
= 85); India (n = 82); Italy (n = 62); UK (n = 57); South Korea (n = 45); Spain (n 
= 39); Japan (n = 37); and Australia (n = 36). 

Developed countries dominated most IoT in entrepreneurship publications. The 
productive institution supported the most productive countries in the publication of 
IoT in entrepreneurship, as shown in Fig. 1.

Fig. 2 Country in an annual publication IoT in entrepreneurship count 
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3.3 Researchers with the Most Individuality in IoT 
in Entrepreneurship 

Two thousand nine hundred and forty-one individual researchers from various affili-
ations and countries studied IoT in entrepreneurship, as shown in Fig. 3. Agostinho, 
Carlos from Universidade NOVA de Lisboa, Portugal, and Müller, Julian M. from 
Privatuniversität Schloss Seeburg, Austria (n = 9), had the most papers in the field 
of IoT in entrepreneurship. Others were working on the case; there were authors 
with four publications each, Ferreira, José from Universidade NOVA de Lisboa, 
Portugal (n= 6); Sanchez-Sinencio, Edgar from Texas A&M University, USA; Voigt, 
Kai-Ingo from Universität Erlangen-Nürnberg, Germany; Freire, Mário M. from 
Universidade da Beira Interior, Portugal; Jardim-Goncalves, Ricardo from Universi-
dade NOVA de Lisboa, Portugal; Mohammadian, Hamid Doost from University of 
Applied Sciences, Germany; Okada, Kenichi from Tokyo Institute of Technology, 
Japan; Parks, D. from CDC NIOSH, USA; Samaila, Musa G. from Universidade da 
Beira Interior, Portugal; Sequeiros, João B.F. from Universidade da Beira Interior, 
Portugal; and Woschank, Manuel from Montanuniversität Leoben, Austria. 

It was clear that the affiliation of Universidade NOVA de Lisboa (n = 3) and 
Universidade da Beira Interior (n = 3) and the countries of Portugal (n = 6) have 
produced the most effective individual researchers for the IoT in entrepreneurship 
study. The researchers with the most publications in the field of IoT in entrepreneur-
ship were Agostinho, Carlos, and Müller, Julian M., who researched the industrial 
revolution’s influence on entrepreneurship [19, 20].

Fig. 3 Most individual IoT in entrepreneurship publication researchers 
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Fig. 4 Subject area frequency of IoT in entrepreneurship research 

3.4 The Research Topic Frequency of IoT 
in Entrepreneurship 

Research has been done on IoT in entrepreneurship from various affiliations and 
countries (see Fig. 4). 

Computer science (n = 593, or 27%) has the most global publications in IoT in 
entrepreneurship research. The following most popular fields were engineering (n = 
497, or 22.6%), business, management, and accounting (n = 214, or 9.7%), decision 
sciences (n = 167, or 7.6%), social sciences (n = 147, or 6.7%), mathematics (n = 
117, or 5.3%), physics and astronomy (n = 86, or 3.9%), materials science (n = 69, or 
5.3%), economics, econometrics, and finance (n = 62, or 2.6%), and energy (n = 56, 
or 2.6%). IoT in entrepreneurship study dominated computer science; engineering; 
business, management, and accounting. 

3.5 The Document-Type Frequency of IoT 
in Entrepreneurship 

On a wide range of document types, IoT in entrepreneurship research has been 
undertaken (see Fig. 5).

The document type with the most worldwide publications in IoT and entrepreneur-
ship research was conference papers (n = 508 or 47.3%) (see Fig. 5). The following 
most popular choices were article (n = 349 or 32.5%), conference review (n = 96
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Fig. 5 Document-type frequency of IoT in entrepreneurship research

or 8.9%), book chapter (n = 69 or 6.4%), review (n = 25 or 2.3%), book (n = 23 or 
2.1%), note (n = 3 or 0.3%), erratum and short survey (n = 1 or 0.1%).  

3.6 Annual Publications for the IoT in Entrepreneurship 

There were more international articles on IoT in entrepreneurship studies published 
each year. With 244 publications, Fig. 6 shows that 2020 has been the year of 
publishing’s highest peak. According to the Scopus record, scientists have been 
researching IoT in entrepreneurship since 2005. In general, based on the number 
of annual publications, IoT in entrepreneurship research shows an upward trend in 
growth. One thousand seventy-five publication sources facilitated the development 
of publications on IoT in entrepreneurship.

3.7 Conceptual Research Map 

The research theme map was a search for IoT in entrepreneurship research based 
on previously disclosed keyword correlations. Figure 7 shows the concept of the 
research theme in IoT in entrepreneurship.

The IoT in entrepreneurship keyword scheme was examined and presented using 
the VOSViewer application for the research topic map’s IoT in entrepreneurship. 
Six repeats were required for the minimal minimum of keyword-related articles. 
Out of 295 keywords, 6,916 were determined to satisfy the requirements. Based on
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Fig. 6 IoT in entrepreneurship sector’s annual publications

Fig. 7 Map of research themes

research keywords, seven research subject groups—information management, secu-
rity, energy, entrepreneurship, education, Industry 4.0, and innovation—for global 
academic publication of IoT in entrepreneurship have been abbreviated and simplified 
as conceptual of ISEEEII research themes. 

1. Information management cluster (light blue). The keyword of cloud, computer-
aided manufacture, computer architecture, digital storage, green computing,
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information management, middleware, network architecture, and sensor domi-
nated the information management cluster. 

2. Security cluster (purple). This cluster of themes focuses on security. These 
keywords form a cluster that connects to cyber security, cryptography, data 
privacy, network security, security, security of data, security system, and hardware 
security was related. 

3. Energy cluster (blue). This cluster contains energy themes. The keyword of elec-
tric power utilization, electric rectifiers, energy efficiency, energy harvesting, 
energy management, energy utilization, power management, low power, low 
power electronics, maximum power point, power management, and ultra-
low power appear in this cluster. Energy components dominated this cluster. 
Numerous of these keywords relate in some way to energy. Energy is a critical 
resource for various IoT devices, such as sensors, wireless devices, and mobile 
devices. The topic of energy is significant because it aims to develop technologies 
that can increase the efficiency and durability of devices. One of the essential 
roles of energy in the relationship between IoT research and entrepreneurship 
is a focus on developing innovative and sustainable technologies. Developing 
efficient and energy-efficient IoT technology will open up new business oppor-
tunities, such as IoT devices that can be used in renewable energy, such as solar 
panels and wind turbines. 

4. Entrepreneurship cluster (orange). The keyword of business opportunities, 
commerce, competitive advantage, crowdsourcing, finance, sales, supply chains, 
SMEs, and small and medium enterprises dominated the entrepreneurship cluster. 

5. Education clusters (green). This cluster of themes focuses on education. 
The keyword of augmented reality, college students, curricula, education 
computing, education, e-learning, engineering education, entrepreneurship 
education, learning systems, personnel training, students, and teaching were often 
used in this cluster. 

6. Industry 4.0 cluster (red). Scientists can find industrial revolution topics in 
this research cluster. The keyword of Industry 4.0 were 3D printers, cyber-
physical systems, digital transformation, digital manufacturing, the fourth indus-
trial revolution, industrial economics, industrial Internet of Things, industrial 
management, industrial revolutions, industrial robots, Industrie 4.0, Industry 4.0, 
manufacture, productivity, IoT, robotics, digitalization smart factory, and smart 
manufacturing. 

7. Innovation technology clusters (yellow). This cluster of themes focuses on inno-
vation. The keyword of 5G mobile communication, AI, blockchain, business 
model innovation, digital technologies, innovation, internet open innovation, 
smart city, and technology adoption have dominated this cluster.
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4 Conclusion 

According to data, there have been more worldwide publications on IoT in 
entrepreneurship, maps, and visual trends each year. The Instituto de Desenvolvi-
mento de Novas Tecnologias and the USA were the most active research institution 
and countries, with 10 and 114 publications published in the IoT in entrepreneurship 
publications. The authors with the most publications in the IoT in entrepreneur-
ship journal were Agostinho, Carlos, and Müller, Julian M., with nine articles. 
Computer science was the area of the subject with the most documents on the IoT 
in entrepreneurship publications, totaling 593 documents (27%). With 508 papers, 
conference papers were the most often published type of IoT in entrepreneurship 
documents (47.3%). 2020 had the most academic publications, with 244 papers on 
IoT in entrepreneurship studies published globally. 

This research has limitations on the database used only from Scopus, so it is 
possible that some publications relevant to the topic being studied can be overlooked 
and not included in this study. This research has a limitation covering only 16 years 
from 2005 to 2021. The study is also limited in understanding the research’s context 
and purpose. In a bibliometric analysis, researchers can only analyze data related to 
the research topic but cannot understand the context or research objectives in depth. 

In this study, the concept of ISEEEII research themes—information manage-
ment, security, energy, entrepreneurship, education, industry 4.0, and innovation— 
was utilized to categorize the body of knowledge produced during fifty-seven years 
of scholarly study in terms of knowledge contributions. Practical field studies are 
crucial to identify broad backgrounds and disciplines, as well as research gaps, as a 
result of defining key issues in the IoT in the entrepreneurship industry and a fuller 
awareness of their requirement. The lack of advanced knowledge, assessment, and 
analysis in the disciplines will be the subject of new research made possible by 
all of these. Research on sustainability, technology, and IoT in entrepreneurship’s 
potential to enhance digital business, technopreneurs, and start-up decision-making 
is everyday. 
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IoT-Based App for Commuter Travel 
Tracking System: A Review 

Md. Sohaib, V. P. M. B. Aarthi, M. Naga Laxmi, G. Govind Shivaji, 
T. Arun Kumar, and M. Ramesh 

Abstract In this paper, the groundwork on commuter-based travel system is studied 
by considering the several existing techniques in this problem. In the present scenario, 
IoT plays an inevitable role in all emerging technologies because of the increasing 
usage of the internet. It aims at smart usage of human time in real-time applica-
tions. Transportation has become the essential factor of regular activities. Hence, 
this paper reviews all the system that can automatically measure the distance trav-
elled by passengers on the bus and collect the distance travelled from the accounts 
of passengers. Several new systems could be implemented in the comfort zone of 
passengers only after a thorough review on literature. A few ideas of passenger’s 
convenience like a method of charging tickets are by distance travelled is one of the 
most innovative ways. The usage of most secure smart card as the prepaid travel card, 
storing the amount in its internal memory, allowing users to easily board any bus in 
the area. The idea of incorporating the GPS receiver to calculate position and driving 
distance avoids relying on the vehicle’s built-in distance of metres. To develop an 
effective system for IoT-based APP for commuter travel tracking system, this paper 
provides an exhaustive survey for real-time applications and compares the existing 
systems in various aspects guiding the future researchers. 

Keywords Smart card reader · Commuter travelling system · Radio frequency 
identification tags · Global positioning system receiver 

1 Introduction 

Indoor and outdoor localization of objects and tracking of moving objects are required 
for many location-based services. Many technologies including infrared, wireless 
sensor networks (WSNs), Wi-Fi ultrasound and video camera, are used as the mech-
anism for localization and tracking in transportation. Several techniques are adopted
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for indoor and outdoor localization procedures. A few like GPS, RTPIS, RFID are 
most common. Radio Frequency Identification (RFID) is a significant technology for 
the purpose of tracking of objects using RF signals. IOT as an emerging technology 
could be adopted for building a comfortable App for passengers for commuter travel 
tracking system. This paper is organized as follows: Sect. 2 describes the related 
works on the commuter travelling system. Section 3 discusses the multiple compar-
isons of the several techniques with respect to overall review on literature according 
to its broadest methodologies, converging at RFID system with their implementation, 
limitations, and performance metric analysis. Section 4 converges the challenges with 
further scope for the researchers. Finally, Sect. 5 concludes the paper. 

2 State of the Art 

There exist several techniques in literature in the implementation of commuter travel 
tracking system. A few techniques or devices like GPS receiver, RFID Module, 
LCD Display are utilized in this. How so, each of the implementation has its own 
advantages and implementation difficulties in real-time scenario. The state of the art 
is presented as a selective study that supports the real-time implementation with zero 
practical difficulties. 

A. Design of Real-Time Bus Monitoring and Passenger Information System: 

Sinha et al. [1] proposed the main objectives of their research project as the following: 
RTPIS moving presentation on transportation stops anticipates season of appearance 
continually, electronic connection point for screen to manage space transportation 
gradually, to calculate transport plans and RTPIS, the end-user can use a portable 
application. However, some drawbacks like change in the expected time of arrival 
(ETA) due to Internet connectivity and security issues like attack by malicious agents. 

B. Design of IoT-Based Intelligent Bus Positioning for Smart Campus: 

Feng et al. [2] proposed the system that uses RFID technology for transportation. 
In addition, touch screens at bus stops can calculate the passengers count waiting 
for each bus, and electronic bus station loading can communicate information like 
the season in which each bus will appear. How so, a few limitations of the Zigbee 
wireless communication like reduction in accuracy for long-distance communication 
and the overall cost of project is not economical. 

C. Passenger Assistant for Public Bus Commute using Smartphone: 

Verma et al. [3] researched RTPIS shifting presentation on transport stops—predicted 
season of presence continually are the main objectives of this research study. Elec-
tronic transfer from control space to screen connection point, RTPIS, and transport 
plans can be calculated using a portable application for end-users. Some drawbacks 
are the speed breakers, and pots may not be detected by the system always and the 
requirement of Internet connectivity at all the time.
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D. UHF-RFID for Vehicle Localization in GPS-Less Environments: 

Chen et al. [4] offered a brand new real-time vehicle localization strategy in GPS-
less environments, which is based on UHF-RFID. They use a single antenna multi-
frequency ranging system on a vehicle. The coordinates of the vehicle can then 
be determined using the tags reader distant factor. A few drawbacks are due to 
the presence of antennas which should take care of the system to prevent from 
damage. UHF-RFID tags cannot generate the omni-directional signal whose pace is 
independent of the reflecting surface. 

E. A passive UHF-RFID for the Indoor Autonomous vehicle: 

Digiampaolo and Martinelli [5] proposed the global localization challenge for a 
mobile robot that can detect the availability of passive RFID tags placed at known 
positions of the environment’s ceiling when moving beneath them was the focus of 
this article. As a result, a successful localization method based on Kalman filtering 
to combine RFID readings with odometry data is developed. A few limitations like 
the cost of the project, requirement of a large detection range (two metres or more) 
resulting in electromagnetic interference with environment. 

F. An Embedded Sensing Network Integrated Monitoring System for Pavement and 
Traffic: 

Xue et al. [6] proposed a prototype to monitor pavement conditions and collect 
traffic data using the embedded sensing network. The system’s two monitoring 
patterns namely regular monitoring and periodic testing are performed, and the data 
processing techniques used in each pattern. Few challenges like autonomous, low-
cost, and self-powered sensors can be added up in order to minimize the cost along 
with various environmental and loading conditions. 

G. Bumping: Smart phones-based Inertial Navigation Method for Indoor Vehicles: 

Tan et al. [7] studied and introduced Bumping, a Bump-Aided Inertial Navigation 
technique that greatly reduces the two issues. The Bump Matching algorithm, which 
is at the heart of this technique, uses the position data of the nearby speed bumps to 
generate helpful references for the INS. The suggested approach uses almost little 
extra energy and can be easily implemented without the need for infrastructure. Real 
trials were carried out in parking garages with trees that had various environmental 
parameters. A smart phone-based Inertial Navigation System (INS) has two signif-
icant issues. At first, it’s susceptible to mistakes that can develop and add up very 
quickly over time, potentially making navigation useless. Secondly, since a smart 
phone can only learn its acceleration, it is difficult for it to infer its initial position 
and velocity, which form the basis for calculating distant metric, without human 
input or outside references.
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H. GPS Localization Accuracy Classification: 

Drawil et al. [8] proposed a Context-Based Approach, a method for estimating 
localization accuracy includes two steps in this technique. The effectiveness of 
the suggested approach for categorizing GPS localization accuracy under various 
measurement settings is shown by real-world comparing studies. Although localiza-
tion techniques have lately begun to show a noticeable improvement in their local-
ization performance, the measurement conditions in their surroundings still have a 
considerable impact. Because the measuring process is incongruent, the effect of the 
measurement conditions on the localization accuracy is in fact an ill-defined problem 
in and of itself. 

I. Error-Cognitive Vehicle Localization in GPS-Less Environments: 

Qin et al. [9] researched to attain great location precision; however, high tag density 
and a high cost are necessary. As a result, it frequently serves as an extra upgrade to 
GPS and servers. To provide a low-cost, low-density RFID infrastructure in addition 
to the already presented prototype RFID-based location system. 

J. J. RFID-based localization and tracking technologies: 

Ni et al. [10] proposed an implementation of RFID-based travel tracking system. 
These technologies include tag-based (such as LANDMARK), reader-based (such 
as reverse RFID), transceiver free, and hybrid techniques. To locate the target objects, 
these systems primarily rely on information about radio signal strength or RSS 
change that is easily accessible. Although RSS may be cost-effective, multipath 
and interference are the limitations. 

K. Urban Eye—An Outdoor Localization for Public Transport: 

Verma et al. [11] created Urban Eye, a route navigation and travel time estimation 
system for city commuters that are energy-efficient outside. The existing algorithm 
for localization and navigation shows poor performance when used on public buses 
in the cities, which is the primary motivation for this work. They develop a device 
with considerably less power consumption than GPS that just uses inertial sensors. 

3 Comparative Analysis 

From the thorough study of the literature, we created a diagrammatic representation 
of different aspects of the commuter travel tracking system. The implementation 
scenario of the papers is divided into several aspects based on the methodology 
it follows. Figure 1 consolidates the analysis of entire review of commuter travel 
tracking system.

This shows three different scenarios RTPIS [1] (Real-Time Passenger Information 
System), RFID [3, 12] (Radio Frequency Identification) and outdoor localization [6– 
8, 11]. RTPIS has two sub-types: General RTPIS and RTPIS using smart phone. The
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Fig. 1 Comparison on various techniques for commuter travel tracking system

five different techniques under RFID [2, 4, 5, 9, 10] are analysed by their methodology 
briefly, and some drawbacks are identified. The outdoor localization is also analysed 
effectively. The cost-effective solution for commuter travel tracking system is highly 
supported by RFID which can be applied practically in real life usage [13–18]. Table 
1 converges the in-depth analysis on RFID-based techniques.

However, the final part of implementation is highly important to measure the 
performance. Table 2 depicts the comparison of implementation techniques along 
with the metric, i.e. analysed to measure the performance of the commuter travel 
tracking system using RFID.

4 Challenges and Future Scope 

This paper reviews the entire commuter travel tracking system with the objective of 
developing a successful real-time cost-effective solution that alters the paper ticketing 
system using RFID technique as the background system. This analysis on literature 
is to create a mobile application that will allow users to track their travel positions, 
as well as their payment of the fare for the distance they cover. Figure 2 depicts that 
the draft of one of the efficient systems is the progressive work of the authors.

The GPS, RFID reader, and RFID cards, measure the distance metric from the 
board on point of the passenger; the RFID reader will begin tracking their where-
abouts and recording their boarding and alighting times. This proposed cost-effective 
RFID system utilizes MSP430g2553 with salient features of inbuilt watchdog Timer, 
UART, LCD control and mainly suits for low power application.



264 Md. Sohaib et al.

Table 1 Comparison on methodology and drawbacks for RFID-based techniques 

Literature RFID-based methodology Limitations 

[2] Transportation is tracked, located, and 
screened by the system using RFID 
technology. The number of people 
waiting for each bus can be counted via 
touch screens at bus stops, and 
computerized bus station loading systems 
can share details like the season in which 
each bus will arrive 

Zigbee wireless communication may not 
be accurate in long-distance 
communication cases, and the project’s 
overall cost is high 

[4] Usage of single antenna multi-frequency 
ranging device. The reconstructed 
distances between the tags and reader can 
then be used to get the coordinates of the 
vehicle 

The omni-directional signal, whose 
speed is independent of the reflecting 
surface, cannot be produced by 
UHF-RFID tags 

[5] Identify passive RFID tags when moving 
beneath known locations on an 
environment’s ceiling. The combination 
of RFID readings and odometry data 
allows us to create a viable localization 
approach based on Kalman filtering 

The expense of the project is one of its 
drawbacks. Requires a wide detection 
range (two metres or more), which could 
lead to erratic detections due to 
electromagnetic interference from the 
surroundings 

[10] These technologies include 
transceiver-free, reader-based, tag-based 
(like LANDMARK), tag-based (like 
reverse RFID), and hybrid approaches. 
These systems largely rely on readily 
available information regarding radio 
signal strength or RSS change to locate 
the target objects 

Despite the potential cost-effectiveness 
of RSS, multipath and interference pose 
challenges 

[9] High tag density and a high cost are 
required in order to achieve high location 
precision, though. Therefore, it 
frequently functions as an additional 
upgrade to servers and GPS 

The exact necessity for a low density and 
low-cost RFID infrastructure

Finally, when they exit the bus, the base fare for the passenger they just travelled 
will be deducted. The passenger will be able to see the details of the tickets that are 
charged. This will enable us to eliminate the paper ticketing system and serves as a 
cost-effective real-time implementation of commuter travel tracking system. 

In this perspective, the authors are at the exit phase of developing a system as 
shown in a process flow model as depicted in Fig. 3. It sends the details regarding 
distance, time, date, and the fare price to the web applications so that the passenger 
can track the information about the journey.
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Table 2 Comparison on implementation and performance metrics for RFID-based techniques 

Literature Implementation Performance metrics 

[2] Integrate RFID technology with Zigbee 
wireless technology 

Taking bus of certain examples on road, 
the effective calculation of dispatching 
time was measured 

[4] A combination of UHF and RFID 
technique 

Time consumption and computational 
complexity (Road Test) 

[5] Localization procedure based on Kalman 
filter is used and is fused with RFID tags 
with odometry data 

Average position error 

[10] Combines the RSS technique along with 
challenges in multipath and interference 

Cost-effective 

[9] Correction based scheme to 
systematically cognize and correct 
localization error 

Accurate vehicle localization

Fig. 2 Proposed cost-effective RFID-based commuter travel tracking system

5 Conclusion 

This paper provides an exhaustive review on the existing commuter-based travel 
system with their preliminaries, state of the art along with the performance compar-
ison to identify a cost-effective solution. In implementation perspective, the prac-
tical difficulties of replacing the paper ticketing system by this commuter-based 
App should be successfully rectified. Implementation of effective IOT App for this 
problem is still under the progress. The implementation of the efficient low cost 
IOT-based App for commuter travel tracking system using RFID is the progressive 
work by the authors.
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Fig. 3 Proposed flow model 
for commuter travel tracking 
system
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Analysis of Block-Level Prediction-Error 
Expansion Approach in Data Encryption 

Jangam Deepthi and T. Venu Gopal 

Abstract Due to the difficulty and inefficiency of the reserved data hiding approach, 
several encryption domain-based data (reversible) concealing algorithms have draw-
backs such as a low embedding rate and poor resolution of the immediately retrieved 
data. This article will give complete details about different reserved model approaches 
for data hiding and proposes a different algorithm for data hiding. By taking advan-
tage of the pixel redundancy inside each block, the technique can incorporate confi-
dential data into 2X2 picture blocks. Our proposed mode extends this idea to the 
encrypted realm (ABPEE-RDHEI). In order to maintain spatial redundancy for data 
embedding, to further boost the security level, a stream cipher is then applied to 
the block-permutated image. The proposed ABPEE-RDHEI can produce marked 
decrypted images with a high embedding rate and good resolution due to the advanced 
data combining techniques using iteration and data encryption. ABPEE-RDHEI 
outperforms a number of state-of-the-art approaches, according to experimental find-
ings and analyses. The ability to forecast an image accurately and insert a message 
into the image with minimal distortion are two essential components in the field of 
RDHEI. However, it is difficult to increase forecast accuracy because linear regres-
sion prediction is susceptible to outliers. To overcome this issue, this work suggests 
an RDHEI approach based on an adaptive prediction-error label map. 

Keywords Data hiding · RDHEI · ABPEE · Reserved room algorithm 

1 Introduction 

In data encryption, reversible approach in photographs seeks to covertly incorporate 
the hidden data into the source image. RDH places a strong emphasis on flawless 
picture recovery and data extraction at the receiver side, in contrast to watermarking,
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which should be resistant to harmful assaults. There are so many data hiding algo-
rithms that are available [1–5]. A no. of potential features from the source picture 
is retrieved and losslessly compressed in the image compression-based RDH, which 
is based on. The confidential data is embedded in the designated spare area. Later, 
new RDH techniques that take use of the image’s pixel spatial correlations have been 
presented (EMD). While HS-based approaches incorporate hidden material into the 
shifted histograms, DE methods enlarge the difference between two adjacent pixel 
values to do so [6–10]. Prediction-error expansion is another RDH technique that 
is often employed (PEE). Utilizing the HS approach, it takes use of the predic-
tion mistake to incorporate the hidden data. Reversible data-hiding techniques in 
encrypted images are currently attracting a lot of research attention. The data encryp-
tion and the data retrieval are both objectives of RDHEI’s receiver side work [6, 11– 
13]. The reversibility attribute of RDHEI allows for a wide range of applications in a 
variety of crucial situations, including medical picture sharing, legal forensics, cloud 
storage, and military uses. Users can encrypt their photographs before uploading 
them to the cloud if they wish to save them there but do not want illegal access. Since 
there is no communication in this instance, there are no mistakes or attacks [14–19]. 

2 Related Works 

In this part, we examine a few predictors that are often employed in image processing 
as well as some current VRAE techniques for RDHEI. Many predictors, including the 
simplified gradient adjusted predictor (SGAP), the 65 gradients adjusted predictor 
(GAP), the partial differential equations (PDE) predictor, have been suggested 
recently to estimate the values of pixels in the spatial domain (CBP). GAP and 
SGAP anticipate the target pixel using the pixels in a half-encircled structure with 
an irregular form. They work well for anticipating the placement of pixels in raster-
scan order. Using the predetermined reference pixels, PDE completes the prediction 
procedure. Prediction of pixels with a 3X3 area using 25% of the pixels in the host 
picture, which contains the remaining 75% of the pixels. 

2.1 J-VRAE Methods 

These are typically first use a stream cipher to encrypt the source picture before 
embedding the confidential data using various methods including least significant 
bits (LSBs) flipping and public key modulation. By dividing the encrypted image 
into a different of non-overlapping blocks. Data retrieval and source photo recovery 
are made possible by contrasting the smoothness of the decrypted picture blocks. Yun 
et al. presented an enhancement to Zang’s approach. As a result, Yu et al.’s technique 
[12] with p = 100 is a special instance of Zhang’s method [19]. The techniques of 
Kuy [5] compute the complexity of the picture block using a more exact fluctuation
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measure function and employ the side pole approach to lower the rate of erroneous 
data retrieval. By flipping the ith(1 I 6) LSBs of a group of pixels, Wat et al. [9] 
insert one bit of the confidential data into the group of pixels (LSBs). By changing a 
pixel’s three LSBs, Li et al.’s technique embeds one bit of the confidential data into 
a previously chosen pixel. In order to lower the rate of inaccurate data extraction, it 
replicates the confidential data before embedding. To enhance the resolution of the 
annotated decrypted image, the approach in [17] flips just the LSBs of fewer pixels 
using a complex selection. The mistake rate of the extracted confidential data bits 
is successfully reduced by the adaptive judgment function distributed feature-based 
local contents of the picture. 

2.2 S-VRAE Methods 

Many S-VRAE algorithms have been presented to accomplish data extraction and 
picture recovery independently. In order to include the confidential data, Wu et al. 
[6] changed the pixel’s ith (k > 7) bit. The stream cipher is used in the procedures in 
[20, 21], and [17] to encrypt the source picture. A few LSB planes and the fourth bit 
plane of a stream-cipher-encrypted picture, respectively, are compressed in [21] and 
[20] to make room for hidden data. Zhang et al. [17] integrate confidential data into 
the encrypted image’s three LSB planes using the pseudo-random sequence modu-
lation approach. The confidential data can be properly and error-free extracted using 
previous S-VRAE methods, but the restored image can lose data. This is because 
picture recovery works by looking at the smoothness or local standard deviation of 
the encrypted image. When the source image has several textures, this might lead 
to inaccurate findings or image recovery. S-VRAE techniques in [18, 19, 22, 23] 
encrypt the source picture by permutation in contrast to these S-VRAE methods, 
which primarily use the stream cipher with the source image’s pixel positions unal-
tered. In [5], the confidential data is encrypted using discrete wavelet transforms. 
Using DWT, image can be divided in to sub-bands, LL, LH, HL, HH. By employing 
1/4 of an source image’s pixels to forecast the remaining 3/4 of its pixels, Yi et al. [24] 
enhanced [5], and HS integrated the confidential data into the permutated prediction-
error values. In [17], the source image is first split into a number of sub-bands, and 
then blocks in the entire image are permutated using a coarse-grained permutation, 
and then each pixel inside the block is permutated using a fine-grained permuta-
tion. The peak spots to incorporate the confidential data are then chosen by HS at 
random from two pixels in each block. Both confidential data extraction and picture 
recovery are lossless. The techniques in [25–30] separate the source picture into 
blocks, encrypt each block using stream encryption and permutation. Then, embeds 
confidential data into the encrypted picture using two conventional RDH techniques, 
difference histogram shifting (DHS) and prediction-error histogram shifting (PEHS). 
The AMBTC compressed picture is encrypted by Niu et al. who also employ HS 
to insert confidential data into the encrypted data. According to the method in [6], 
the integer wavelet transformed coefficients are encrypted to produce the encrypted
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picture. The HS technique is then used to include confidential material into the 
encrypted coefficients. The embedding rate is still constrained, though [31–33]. 

3 Methodology 

3.1 ABPEE-RDHEI 

In Fig. 1, the ABPEE-RDHEI framework is depicted. The image provider initially 
uses the permutation key Kp to block-level permute the source picture to encrypt it. 
The image’s pixel values are then altered using a stream encipher and the sharing 
key Ks. The stream decipher is used with Ks at the data hider side. The data hider 
then uses the ABPEE technique to embed confidential data into the encrypted picture 
in accordance with the data embedding key Kd. The confidential data and picture 
content are then further protected using the stream encipher. Although any safe 
encryption technique can be used in lieu of the stream encipher and decipher in this 
work, we utilize the stream cipher as an example. The annotated encrypted picture 
is the encrypted image that contains sensitive information. To meet the needs of 
various applications, we offer two strategies for the receiver side to restore the source 
image and extract the hidden data. The first method involves extracting data before 
picture decryption, whereas the second method involves extracting data after image 
decryption. The receiver can get the designated decrypted picture immediately by 
using encryption key (or confidential info). The receiver may simultaneously retrieve 
the entire source picture and the hidden data using both of two security keys. 

In the proposed model, we have three sections, image provider, data hider, and 
receiver as shown in Fig. 1. In this approach, we are using image partition and

Fig. 1 ABPEE-RDHEI framework 
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Fig. 2 Image partition and 
self-contained embedding 

data embedding algorithms. İn this approach, image will be embedded using least 
significant bits. Figure 2 depicts the ımage partition and self-contained embedding. 

3.2 Pixel Prediction 

The projected value k(p, q) is calculated as the median in its forecast context for each 
pixel in A. 

k(p.q) = k(1) + k(2) 
2

+ 1/3 (1)  

The ordered Gray level values of the pixels that make up the prediction context 
are k(1), k(2), k(3), and k(4). Note that set U is the home of all of the context pixels 
for set A. Ĩ(i, j) is then utilized in the subsequent equation to work out the hidden 
data bit within the current group. 

b = 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

0 If  
l∑

k 
e−iωt (k[1]|k[2]) < 1 

10 If 
l∑

k 
e−iωt (k[1]|k[2]) > 1 

t. (2) 

All n pixels in the current group are changed to their respective k(p, q) values if 
b = 1, else the pixels are left alone. A larger number for n increases accuracy but 
decreases the amount of space that can hold the concealed data.
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4 Experimental Results and Findings 

We consider three test images from open source. They are Jetplane, Man, and 
Airplane as shown in Fig. 3. The histograms of the stated figures are shown in Fig. 4. 
We used Python commands to create histograms of the images. These images were 
applied proposed algorithm. Histograms of images (Jetplane, Man, and Airplane) 
before encryption and after encryption are given in Figs. 4 and 5, respectively. 
Experiments demonstrate our proposed method gives good embedded and PSNR 
(40 dB). A completely new approach of reversible data concealment after encryption 
is suggested in [10] and uses both joint and independent methods. The two-stage 
embedding/decoding procedure, pixel prediction that supported the median context 
value, and many parity-based embedding for the separate approach are the proposed 
scheme’s biggest advantages. Embedding rate, error rare, and encryption efficiency 
are the important factors in our model. The PSNR of source picture and the water-
marked decrypted version is used to assess and justify the embedding distortions. 
The drawback is PSNR ratio is a smaller amount, i.e., 30 dB.

Experiment results in our research, the embedding rate of the recommended 
approach, and its performance are compared to those of related research in 10. Table 
1 gives the PSNR factor in terms of embedding rate is given, to the RDHEI tech-
niques already in use. As given in the table, the suggested method frequently achieves 
noticeably higher embedding rates than the other approaches.

5 Conclusion and Future Scope 

In this study, a revolutionary low computing complexity reversible data concealing 
system for encrypted images is suggested. A stream cipher has completely encrypted 
the source image’s data. Even if a data hider is unaware of the source content, he can 
add new data to the encrypted image by changing a small portion of the encrypted 
data. As a result, the data hider may use the extra space that was freed up in the 
previous stage to simplify the data concealing process. By utilizing all traditional 
RDH techniques, the recommended method may achieve high performance without 
losing total privacy for plain photos. By reserving space prior to encryption and 
pixel prediction, the suggested approach allows us to introduce visible watermarks 
and some extra data in an encrypted domain in a way that is reversible.
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Fig. 3 Three test images. a Jetplane, b Man, and c Airplane
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Fig. 4 a Histograms of the Jetplane image, b Histograms of the Man image, and c Histograms of 
the Airplane image
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Fig. 5 Histograms of the encrypted images a Jetplane, b Man, and c Airplane

Table 1 Embedding rates of different algorithms 

Text IMAGES Wou et al. [18] Qan et al. [5] Li et al. [22] Xiao et al. [23] Proposed 
model 

Jetplane 0.0812 0.3061 0.7812 0.0698 1.5123 

Man 0.0699 0.3123 0.7389 0.0698 1.4235 

Airplane 0.0679 0.2952 0.2136 0.0679 0.2897
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Blockchain-Based Implementation 
on Electronic Know Your Customer 
(e-KYC) 

K. S. Chandraprabha 

Abstract The electronic Know Your Customer (e-KYC) is basically a system for 
all the banking enterprises or for the identity providers to establish and provide a 
customer identity such as data verification process between agreeing parties. Nowa-
days, most of the banks are implementing e-KYC on cloud due to its efficient 
resource consumption and high degree of accessibility and availability of cloud 
computing. KYC is also a procedure by which banks gather information about their 
customers’ identities and addresses. It is a regulated practice of completing due dili-
gence on clients to verify their identity. This procedure aids in ensuring that clients 
are genuine and the bank’s services are not being abused. The banks are in charge 
of completing the KYC process. In this paper, we have discussed the demerits of 
the process for establishing accounts and KYC may be a time-consuming, manual 
process that is duplicated across institutions. Financial institutions would be able 
to use blockchain to share KYC information, to improve compliance outcomes, 
efficiency, and customer service, and to avoid redundancy by gaining experience. 

Keywords KYC · Encryption · OCR ·Metamask · Ganache · Smart contracts ·
Blockchain 

1 Introduction 

1.1 KYC 

KYC stands for ‘Know Your Customer’ in its most comprehensive form. It is a 
Reserve Bank of India-approved verification technique that allows an organization 
to authenticate and so verify a customer’s validity. Banks, financial institutions, and
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brokerages, among others, can use KYC to verify a company’s legal status. Validating 
the names of their beneficial owners and authorized signatories, as well as cross-
checking their working address, might be part of this process. The most important 
reasons for the KYC verification procedure are, it is very successful at guaranteeing 
that, any financial institutions cannot use any form of money laundering. Money 
laundering is often carried out without the knowledge of the financial body whose 
platform is being used. We can establish a single decentralized database that is secure 
and eliminates data redundancy by leveraging blockchain to implement KYC. When 
a node in the blockchain network confirms a customer’s KYC, it is made available 
to all nodes and stored in the blockchain database using SHA encryption methods, 
which improves security. Only verified financial institutions are allowed to act as 
network nodes and have access to KYC verification. 

The blockchain is a permanent digital ledger that can be set up to record every 
virtual exchange of value in addition to financial transactions. The foundation of a new 
kind of Internet is blockchain, which enables the distribution of digital information 
across it while preventing its copying. Blockchain is a collection of incorruptible 
data records that have been time-stamped and are administered by a network of 
computers rather than by a single entity. The block’s data is all encrypted, and it uses 
cryptographic techniques to link the blocks together in chains or links. 

The blockchain is an unchangeable digital ledger that can be configured to record 
every virtual transaction of value, not only financial transactions. A new kind of 
Internet’s foundation is blockchain, which enables the spread of digital information 
online without being copied. Blockchain is a collection of time-stamped, unalterable 
data records that are controlled by a network of computers rather than by a single 
device authority. The block’s data is all encrypted, and the blocks are connected to 
one another utilizing a cryptographical technology in a chain or link. The specialty 
about blockchain includes blockchain networks do not require centralized authority, 
it is accessible to everyone, since the information is secure and unchangeable, and 
anybody may see it. Everything created with blockchain technology is transparent, 
and everyone involved is accountable for their actions. Nobody can be able to change 
any of the information on it. Due to its immutability, it is risk-free. 

1.2 Offline KYC Verification Process 

The KYC process procedures are nearly identical when carried out offline as they 
are when carried out online. One of the main differences between offline and online 
verification process is that in offline process we need original docs and other appli-
cation papers. You will be requested to provide your Aadhaar and PAN numbers in 
this form, so double-check that both numbers are right. 

Once you have completed the form, go to your nearest KRA to submit your 
application in person. With your application form, you will be needed to present 
proof of your identification as well as verification of your address. In addition to 
confirming identity, you can be required to provide a biometric scan fingerprints,
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handprints, and, in rare cases, a picture are all necessary. You will be granted an 
official application number with which you can trace the progress of your KYC 
verification after you have submitted your form and completed your biometrics. 

1.3 Implementation of KYC Using Blockchain 

Currently, every financial institutions (FI) does KYC for the same customer, which 
is a repetitive procedure that takes additional time due to manual verification, which 
is a time-consuming process that is inconvenient for customers. This raises the cost 
while also increasing data redundancy. Many financial institutions use third-party 
suppliers to verify their clients’ KYC, which presents security concerns because 
third-party vendors have access to consumers’ personal information. To address all 
of these concerns, we need a solution that automates the verification process that is 
decentralized, transparent, and safe. One such system is blockchain, which provides 
a global, distributed transactional database with nodes connected through a peer 
to peer connected network having its own layer of message protocol for the node 
communication. 

By using blockchain to implement KYC, we can create a single decentralized 
database that is safe and reduces data redundancy. When any node in the blockchain 
network verifies a customer’s KYC, it is offered to all nodes and added to the 
blockchain database using SHA encryption algorithms, which strengthens security 
[1, 2]. Only verified financial institutions can function as network nodes and have 
access to the KYC verification. 

2 Literature Survey 

In this part, the researchers’ contributions to the blockchain implementation on e-
KYC are explored. 

2.1 KYC Blockchain System Optimization 

The disadvantages of traditional manual KYC procedure are less security, more 
time-consumption, and costlier [1, 3]. The main aspects of blockchain technology to 
overcome the above disadvantages include immutability, security, and decentraliza-
tion. Author stated that symmetric AES encryption technique was used to achieve an 
Ethereum-based optimized KYC blockchain system that also uses and an LZ-based 
compression method. Individual fields can be given distinct access keys in future 
editions of this system to provide consumers more control over their personal infor-
mation. A thorough examination of all encryption and compression algorithms may
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be carried out in order to examine and arrive at a more efficient general solution in 
a real-world decentralized environment. The proposed method tackles the current 
situations such as problem of duplicate registrations in the KYC procedures. Addi-
tionally, encryption utilizing the AES method and random key generation are used 
to provide customers access control over their KYC data while maintaining their 
privacy. 

2.2 A Blockchain-Based Solution to KYC Dilemma 

This blockchain-based application seeks to deliver this as an electronic-KYC solution 
to all financial institutions as ‘platform as a service’, hence making life easier for end-
users. This project presently stores user KYC data in plaintext without encryption 
[4]. This is because the blockchain’s core premise does not prioritize secrecy. We 
may utilize a centralized key distribution server to keep the symmetric key required 
for encryption of each and every KYC record in order to issue the keys to banks when 
they request it. KYC Chain, a distributed blockchain application was demonstrated in 
this article. KYC Chain is built to meet the demands of today’s Know Your Customer 
procedure. It uses the advantages of the blockchain platform like distributed ledger 
and immutability [5, 6]. 

2.3 KYC Process Through Blockchain 

The KYC management process is a persistent issue in the banking industry. This is 
a tedious process because it requires the same procedure to be followed for different 
institutions for the same customer, resulting in increased costs [7]. Customers will 
waste time because the process is repeated for each bank or bank with which they 
wish to do business. In comparison with the typical KYC procedure, this article 
proposes an alternative that lowers the entire cost [8]. Customers register with a single 
financial institution, eliminating the redundancy job by avoiding numerous financial 
institution registrations. Our proposed solution’s ultimate efficiency advantage was 
the twin benefit of lower costs for institutions and a better consumer experience [9]. 

In [4], the core KYC verification process is only conducted once for every 
customer, irrespective of the financial institutions in which the customer likes to 
work. The result of the core KYC verification is securely shared by customers. This 
system allows for increased efficiency, cost reduction, rich customer experience, and 
increased transparency. In [6], a novel-based e-KYC scheme called e-KYC Trust 
Block based on the ciphertext policy attribute-based encryption (CP-ABE) method 
was discussed. It achieves the binding with the client to deliver trust, security, and 
privacy compliance. It also delivers privacy preserving and fine-grained access of 
sensitive transactions which were stored in the blockchain.
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In [7], the proposed system allows a customer to open an account at one bank, 
complete the KYC process there, and generate a hash value using the IPFS network 
and share it using the blockchain technique. Yuan et al. [10]Wu et al. [11] employed 
a CP-ABE approach to support data privacy protection and fine-grained sharing in 
the blockchain system. In these schemes, any changes to the data are recorded on the 
blockchain and the access policy is enforced to manage the different permissions of 
access. If there is any key abuse case initiated by any malicious users or authorities, 
the system provides audit trails to support the traceability of cryptographic operations 
and transaction activities. 

Although user privacy is a critical issue that commercial blockchain solutions 
aim to solve, the main goal of blockchain is to promote complete transparency. Two 
distinct smart contract types that provide user privacy protection on commercial 
blockchains within the parameters of Know Your Customer (KYC) regulations are 
displayed in a decentralized schema. A user registers and uploads their KYC informa-
tion to the exploited IPFS store via the public KYC smart contract. The permissioned 
network blockchain then converts these activities into blockchain transactions. The 
validity and expiration date of the first user’s KYC documents can also be approved 
or rejected by an admin user using the public KYC smart contract. Future system 
additions Department of Computer Science and Engineering 11 blockchain imple-
mentation on e-KYC 2021–22 are currently being worked on, including the creation 
of an API that will allow to incorporate more data sources into our architecture and 
support more intricate procedures for compiling a variety of data about certain enti-
ties. The KYC procedures will come into even greater attention in future blockchain-
based transactions. The research has demonstrated how modular, all-purpose, and 
straightforward architectural frameworks may be deployed on top of permissioned 
blockchains (like Quorum), but with a feel of an open public blockchain (such as 
through the flavour of solidity-based smart contracts). As a result, installing KYC 
procedures may become feasible and appropriate for a wide range of decentralized 
apps [12]. 

3 Proposed Architecture 

3.1 Current KYC Architecture 

Each bank conducted its own identification check under the former KYC system, 
implying that each user was inspected independently by a different institution or 
government authority. As a result, double-checking each identification from the start 
is pointless [13].
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3.2 Proposed KYC Architecture Using Blockchain 

In the proposed architecture, it combines the information from several service 
providers across the world into a single cryptographical, secure and immutable 
database using the intrinsic blockchain architecture, by removing the need of a third 
party to verify the authenticity of the knowledge [2, 4]. To verify his or her identity, 
our proposed method enables the creation of a system, in which a user only needs 
to complete the KYC procedure [2, 4] once as shown in Fig. 1. Figure 2 represents 
the architecture of the proposed work. A user who wants to take out a loan or utilize 
another service must submit the necessary paperwork to one of the banks as part of 
the KYC procedure. Personal data is gathered by individual parties (banks, govern-
ments, businesses, or consumers themselves) and kept in a decentralized network. If 
everything is in order, the bank verifies and certifies that KYC has been completed. 
The blockchain platform, which is accessible to other banks, businesses, and state 
entities, is where the bank enters the user’s data. The KYC procedure is controllable 
and regulated by all stakeholders. The system will keep track of updates and modifi-
cations to user data, and if somebody breaches the rules, everyone will be made aware 
of it. The second bank accesses the system and verifies the user’s identification when 
a user requests to utilize the services of another bank. Only the user’s consent will be 
used to get access to their data. The user must commence the information exchange 
procedure by logging in using bitcoin transactions, i.e. by using the private key. To 
complete the KYC procedure, a user must submit documents to one of the institutions 
where he desires to take out a loan or use other services. Individual parties gather 
and store personal data in a decentralized network (banks, government agencies, 
enterprises, or consumers). The bank double-checks and verifies the completion of 
KYC if everything is in order. The bank is in charge of entering user information onto 
the blockchain network, which is accessible to other banks, companies, and govern-
ment entities. The KYC procedure is within the control of all financial institutions. 
Changes and updates to user data will be monitored by the system and anybody who 
breaches the rules will be made aware of it as shown in Fig. 2. When a user requests 
services from another bank that bank logs into the system and validates the user.

4 Design and Implementation 

4.1 Design 

The backbone of the work is a website consisting of 2 portals, one for banks and the 
other for customers. Portal 1 is where banks can sign up from the portal and register 
themselves for the process. Banks can do the following functionalities such as add 
customer details to the blockchain after verifying customer details and can modify 
customer data; the data in the customers’ identity card (Aadhaar card/PAN card) 
is taken as it is using OCR. Bank can send requests to customers using customer
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Fig. 1 Block diagram of current KYC system 

Fig. 2 Block diagram of the proposed KYC system using blockchain

user ID for accessing the details and get permission only if the customer allows it. 
And in portal 2, customer can sign up through the portal and gets a user ID. The 
customer should provide any original ID card to bank for the first time and get KYC 
verification done. From next time onwards, customer can provide a user ID to other 
banks and allow banks to access verified data by accepting the request sent by the 
bank to the customer through the portal. This process will ensure that customer data 
will be controlled only by the customer [14]. 

Use Case Diagram: 

One of the unified modelling languages, the use case diagram, portrays actors, or 
users, together with their responsibilities and roles in relation to the system. Users 
and use cases involved in the system are shown in the use case diagram. Use cases 
are the activities or jobs carried out by the user when utilizing the software. Use 
case diagrams are used to illustrate the functional relationships between systems and 
actors graphically. Figure 3 shows how the system’s user roles are depicted.
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Fig. 3 Use case diagram 

There are three different user types in the system such as Customer, Bank1 and 
Bank2. 

Use case 1: Sign up. 

Primary actor: Bank1. 

Description: If a bank uses the application for the first time, they must first sign up 
for the system. 

Use case 2: Verify customer and create username to customer. 

Primary actor: Bank1. 

Description: here, the Bank1 will verify the customers details whether customer is a 
genuine and create a username and temporary password for the customer. 

Use case 3: Add details to blockchain.
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Primary actor: Bank1. 

Description: After verifying the customer details Bank1 will add the details to the 
blockchain. 

Use case 4: Get username from Bank1. 

Primary actor: Customer. 

Description: After Bank1 adds customer details to blockchain, it gives customer 
username and temporary password to sign in in customer portal where customer can 
change password and access his account and other features in it. 

Use case 5: Send request to customer to access details. 

Primary actor: Bank2. 

Description: Now if Bank2 wants to access the details of customer and verify 
customer, then Bank2 needs to send a request to customer using customer’s username. 

Use case 6: Accept/reject request. 

Primary actor: Customer. 

Description: After request sent by the Bank2 to customer now customer can reject 
or accept the request based on whether customer wants to give access to Bank2 or 
not. 

Use case 7: Get customer details. 

Primary actor: Bank2. 

Description: If the request is accepted by the customer, then Bank2 can access the 
details of the customer. 

The two different kinds of interaction diagrams are collaboration and sequence 
diagrams. Sequence diagrams are used to illustrate the communication that occurs 
between the many items that are listed in our project. Above diagram demonstrates 
how messages are sent between processes. As shown in Fig. 4, we totally have five 
objects those are Customer, Portal, Bank1, Blockchain, and Bank2. here as shown in 
the diagram banks will sign up in portal. Then suppose first time customer wants to 
open account with Bank1, then he will provide his details like Aadhaar and PAN card 
to Bank1 for KYC verification. Then, Bank1 will verify and add details to blockchain 
if he or she is a genuine user and provide username and temporary password to 
customer for further use. Customer can change the password in the customer portal. 
Now, if a customer wants to open an account in Bank2, then he just needs to provide 
his username to Bank2 using which Bank2 will send a request to view the user details. 
Now a customer can accept or reject the request sent by the Bank2 in the portal if he 
or she accepts the details, then Bank2 can view customer details and proceed.
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Fig. 4 Sequence diagram of e-KYC 

4.2 Implementation 

The algorithm used to carry out the work is written in steps below:

• Create a local blockchain network using Ganache and create an Ethereum 
workspace named KYC.

• Install metamask extension in chrome.
• Write solidity contract named KYC with all the variables and methods to perform 

necessary functions of the application.
• Compile the contract and deploy it to Ganache using Truffle. This will provide 

Kyc.json file which can be used in our React.js app to interact with the contract.
• Create a react app with all necessary libraries like Web3, solc required to develop 

a Dapp and import Kyc.json file into the react project.
• Connect the Ganache with metamask and import the accounts from Ganache to 

metamask to perform necessary transactions.
• Each function call is considered as a transaction and appropriate gas fees is 

required to perform a transaction.
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• Each transaction is recorded, and blocks are created in Ganache. 

The following points give the brief idea of functionalities implemented. 
A new digital account of bank can be created by creating a username and password 

for the bank, and it is verified and added. Smart contracts used is bank—to store 
bank details like name, password and to perform functions like AddBank to add 
bank, RemoveBank to remove the bank. A digital account of bank is mandatory for 
processes like adding, verifying customer, and accessing customer details, due to 
which customer’s details are not in wrong hands. Customer must create his digital 
account before visiting to bank for KYC verification [9, 15, 16]. If a new customer 
visits the bank, both username and password are mandatory for account creation. 
Username is taken so that it is easy to remember instead of public address which is 
long and password is for authentication. 

Customer who has not verified his details in any bank needs to provide his user-
name and physical documents to the bank, now bank can do new KYC process also 
it can modify old KYC. Using OCR technique, the details are scanned and manual 
operations are skipped. These details are verified and added to blockchain. Smart 
contracts used to store and retrieve customer data and functions like add customer. 
If the customer has already verified his KYC, then he must provide his username 
to bank. Bank must send the request to customer using the username and wait for 
customer’s response. Customer can accept/reject the request in the interface provided 
to him based on which bank can access customer’s data. In this process, bank can 
access data only when customer allows the bank, so that customer’s privacy is only 
controlled by customer [8, 17]. 

Smart contract is used in KYC to perform functions like send Request, approve 
Request for accepting or rejecting the request. Authentication is done using 
blockchain, and local blockchain network Ganache is used. Figure 5 shows the 
snapshot of sign in process [2, 18]. 

We can access Ganache from the browser by integrating it with an Ethereum 
browser wallet called metamask as shown in Fig. 6.

Fig. 5 Snapshot of sign in 
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Fig. 6 Snapshot of metamask wallet 

Contracts for bank login signup, customer login signup, add customer, remove 
customer, view customer, and modify customer details are written in solidity and 
deployed in Ganache. Contracts are deployed in Ganache using Truffle. Then, the 
blockchain is connected. Figure 7 shows the snapshot of add customer page. 

We can view the customer details in the view customer page as shown in Fig. 8.
As shown in Fig. 9, customer details can be modified here using customer’s 

username if and only if the bank has access to that customer details.
As shown in Fig. 10, here banks can send a request to customers to get access to 

their details. Banks can only view customer’s details after request is accepted by the 
customer.

Fig. 7 Snapshot of add customer page 
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Fig. 8 Snapshot of view customer page

Fig. 9 Snapshot of modify customer page

Figure10 Snapshot of send request to customer page
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Figure11 Snapshot of bank details page 

As shown in Fig. 11, in this page, bank details like bank name, Ethereum address 
of bank, and total KYC count of that bank can be seen. 

As  shown in Fig.  12, customer sign in page can be seen where customer needs 
to sign in using username and password provided by the first bank that customer 
registered. 

As shown in Fig. 13, customer details like name, date of birth, mobile number, 
Aadhaar number, PAN number, and the bank which verified customer details can be 
seen.

As shown in Fig. 14, here accounts in local Ethereum network can be seen. In our 
work, we need all users, i.e. customers and banks to be in Ethereum network through 
which they create their accounts in our website having their individual Ethereum 
accounts. We can see various accounts showing its public address.

As shown in Fig. 15, transaction details like among which two accounts the 
transaction is happening can be seen. The transactions between various accounts 
will be happening in our work like between customer and banks. Here, we can also 
see gas used for each transaction.

Fig. 12 Snapshot of customer sign in page 
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Fig. 13 Snapshot of customer profile page

Fig. 14 Snapshots of accounts in local blockchain network (Ganache)

5 Conclusion 

The traditional method for KYC verification is manual and long process which 
requires submitting the details every time for different banks and sometimes need to 
submit the personal details to third-party vendors which is of great security concern. 
Since advance technology and fast computing computers are available, we can make 
use of blockchain technologies to implement KYC system. Using the OCR we can 
automate the verification process, and using blockchain we can build a decentralized 
system, with a very high security of the user data and reducing the redundancy of
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Fig. 15 Snapshot of transactions

verification of KYC in every bank. The proposed system can save time, money, and 
repetitive work during the KYC process when someone tries to open an account at 
multiple banks. 
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Abstract Today, with an ever-increasing number of computer users, the number 
of cyberattacks to steal data and invade privacy is of utmost importance. A group 
of applications uses the Advanced Encryption Standard (AES) to encrypt data for 
security reasons. This mainly concerns enterprises and businesses, which ultimately 
handle user data. But many implementations of the AES algorithm consume large 
amounts of CPU horsepower and are not up to the mark in terms of throughput. To 
tackle this problem, the proposed system makes use of GPUs, which are targeted for 
parallel applications. These enable parallel operations to be performed much faster 
than the CPU, ultimately increasing throughput and reducing resource consumption 
to some extent. The vital aspect of this approach is the speedup that is achieved 
due to massive parallelism. This research aims to implement AES encryption and 
decryption using CUDA and benchmark it on various compute devices. 
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1 Introduction 

Cybersecurity is critical these days, with cybercrime and cyberattacks carried out by 
malicious users and hackers on the rise. To protect our data, encryption algorithms 
are used, like Advanced Encryption Standard (AES), which was developed to tackle 
security problems found in Data Encryption Standard (DES) in 2001 by the National 
Institute of Standards and Technology (NIST). AES is a block cipher-based encryp-
tion technique. Even after 21 years, AES still withstands all cyberattacks and is also 
considered to be arguably the most used encryption algorithm. The widespread use 
of AES led to the development of many optimized implementations for a variety of 
CPU architectures. 

Traditionally, graphical processing units (GPUs) are used by enthusiasts or devel-
opers for game playing or development, respectively, video rendering, and all oper-
ations that require a considerably large amount of video memory and dedicated 
processing. GPU architectures work on single instruction multiple data (SIMD) 
which allows them to execute the same instruction on multiple data streams in parallel 
fashion. This is also known as “massively accelerated parallelism” [1–5]. 

The main motive behind adapting this research topic is to enhance data secu-
rity using encryption algorithms that allow for minimal power consumption, high 
throughput, and low latency. This includes exploring the field of computation to 
extract all the benefits we gain from general-purpose computing. Encrypting large 
files on a CPU tends to take a lot of time as they sequentially perform each calcula-
tion, while offloading this computation to a GPU drastically reduces the time taken 
as it parallelly performs the same calculations [5–10]. This means that many similar 
calculations are performed concurrently, resulting in a faster result. When GPUs are 
used to perform general tasks rather than video processing, they are known as general 
purpose graphical processing units (GPGPUs). GPGPUs are used for tasks that are 
generally performed by CPUs, such as mathematical equations and cryptography, as 
well as to create cryptocurrency. These GPGPUs are accessible by making use of 
parallel platforms like OpenCL or CUDA [10–15]. The proposed project makes use 
of Compute Unified Device Architecture (CUDA). It is a NVIDIA-exclusive tech-
nology that will be available on select NVIDIA compute devices. This compatibility 
can be checked on NVIDIA’s official website. 

The proposed study seeks to show the potential speedup and advantage of using a 
GPU to encrypt files using the AES algorithm. Despite making a significant improve-
ment in performance, this speedup is not directly beneficial to end users. Large 
corporations can truly harness this power as they have to continuously encrypt a 
large number of files while being confined by time. As a consequence, end users 
benefit indirectly since it takes less time to respond to their requests. This technique 
not only saves a lot of time, but also power if the resources are used efficiently. This 
will save money not only by lowering electricity consumption but also by lowering 
the cost of cooling the machines. The applications of using GPUs for general-purpose 
workloads are limitless; encryption is just one of the many others.
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2 Related Work 

Survey of related works is shown in Table 1.

3 Proposed Work 

(A) AES Algorithm 

The AES block cipher works with 128 bits, or 16 bytes, of input data at a time. 
The substitution-permutation network principle is used in AES, which is an iterative 
algorithm (Fig. 1). The total number of rounds needed for the encryption or decryption 
process is determined by the size of the cryptographic key employed. AES’s key 
length and number of rounds is shown in Table 2.

The input is represented as a 4 × 4 bytes grid or matrix in a column major 
arrangement, in contrast to traditional row major arrangement followed in system 
programming. The below equation shows the AES 16-byte matrix of 4 rows and 4 
columns, which will be mapped as an array for converting plaintext to ciphertext. 

⎡ 

⎢⎢⎣ 

b0 b4 b8 b12 
b1 b5 b9 b13 
b2 b6 b10 b14 
b3 b7 b11 b15 

⎤ 

⎥⎥⎦ 

Round is composed of several processing steps, including substitution, transpo-
sition, and mixing of the input plain text to generate the final output of cipher text. 
Each round is divided into 4 steps— 

(1) SubBytes—Input 16 bytes are substituted by looking up the S-Box. 
(2) ShiftRows—Each of the four rows of the matrix is shifted to the left. 
(3) MixColumns—Each column of four bytes is transformed using a special 

mathematical function. This operation is not performed for the last round. 
(4) Add Round Key—The 128 bits of the matrix are XORed to the 128 bits of the 

round key. If the current round is the last, then the output is the ciphertext. 

(B) CUDA Implementation 

The proposed project consists of a parallel implementation for

• AES-128-bit encryption
• AES-192-bit encryption
• AES-256-bit encryption. 

The proposed implementation is developed using Compute Unified Device Archi-
tecture (CUDA). It is a parallel computing platform and programming model created 
by NVIDIA for general computing on NVIDIA GPUs only. CUDA is not just an API,
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Table 1 Literature survey 

Authors Year Parallel platform Research 

Tezcan [16] 2021 CUDA • Aims to use a single GPU as a cryptographic 
coprocessor, with optimizations that can help 
with cryptanalysis

• Optimized version of AES providing way 
faster and higher throughput levels than that 
of CPU AES instructions

• Benchmarked on multiple devices, from one 
of the entry-level GPUs (NVIDIA GeForce 
MX 250) to one of the most powerful GPUs 
(NVIDIA GeForce RTX 2070) 

Sanida et al. [17] 2020 OpenCL • Demonstrate the AES algorithm’s 
implementation in the CTR and XTS parallel 
operating modes

• Portable implementation with key length 
options of AES-128, AES-192, and AES-256

• File encryption and decryption from range of 
sizes starting with 512B to 8 MB

• Throughput achieved is 12.53 and 14.71 
Gbps for XTS and CTR, respectively 

Bharadwaj et al. [18] 2021 CUDA • GPU-accelerated implementation of an image 
encryption algorithm

• To encrypt and decrypt the images, a 
customized XOR cipher was used with an 
encryption pad generated using the shared 
secret key and initialization vectors 

Wang and Chu [19] 2019 CUDA • Benchmarking approach for the GPU-based 
AES algorithm

• Adapts the electronic code book (ECB) 
cipher mode for cryptographic transformation 
and the T-box scheme for the purpose of fast 
lookups

• Follows a single thread per state granularity 
that basically means that every thread is 
mapped to an AES state for scheduling 
threads on the GPU

• Makes efficient use of GPU hardware in 
terms of memory allocation and register 
allocations to increase the overall efficiency 
and throughput of the operation 

Inampudi et al. [20] 2018 OpenCL • Parallel OpenCL implementation of 
AES-256-bit algorithm

• By using 256 work items, which 
simultaneously assign the elements to various 
threads and GPU cores for execution, data 
parallelism is achieved

• Testing done on AMD Radeon 8550 M and 
8570G GPU

• Compared to sequential implementation, 
1024 work items were sped up by 99.8%
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Fig. 1 AES algorithm 

Table 2 AES’s key length 
and number of rounds 

Key length Number of rounds 

AES-128 10 

AES-192 12 

AES-256 14
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programming language, or SDK. It is mainly a hardware component, allowing drivers 
and libraries to run on top of it. 

The AES algorithm is divided into two parts: one that runs on the CPU and another 
that runs on the GPU. The calculations performed in AES are performed on the GPU 
side, and the results are stored back in system memory. The CPU handles reading 
binary data from images and videos and creating new binary streams after encryption 
and decryption by the GPU. 

Figure 2 presents the NVIDIA CUDA Compiler (NVCC) trajectory. It includes 
transformations from source to executable that are executed on the compute device. 
As a result, the.cu source will be divided into host and guest parts and execute 
on different hardware. This is called hybrid code, which then implements parallel 
working. We make use of CUDA specifiers like __global, which denote that the code 
runs on the device and is called from the host. The next specifier used is __device, 
which runs and calls on the device itself. Along with this, there is another specifier 
known as __host, which runs and makes calls on host, just like other library APIs or 
user-defined functions are called.

The key for encryption and decryption will be stored in a text file and can be 128, 
192, or 256 bits in length. The binary data, key, and number of threads are passed as 
command line arguments to the program. The binary data can be a text file, a video, 
or an image to be encrypted given as a relative path. Number of threads is considered 
for benchmarking the performance of GPUs to measure their potential. After the 
execution starts, the data stored in the form of blocks and the key will be copied from 
system memory, i.e., RAM to the GPU Video RAM (VRAM), using arrays. The 
operations will be performed based on the number of rounds which is determined by 
the key length. After encryption and decryption operations are completed in VRAM, 
the results will be copied back to RAM, and the time required for the calculation will 
be displayed. 

Figure 3 depicts a sample code snippet using CUDA specifiers. It includes the byte 
substitution process, which replaces the state array with the respective S-Box values 
and addition of a round key which comprises Binary XOR operation. In this manner, 
all the AES encryption and decryption operations are implemented as C language 
functions with modified extensibility using CUDA to implement parallelism.

4 Result Analysis 

(A) Evaluation Environment 

For the purpose of evaluating the performance of our proposed algorithm, we have 
used a set of hardware and software components specified in Table 3.

Figure 4 demonstrates the use of our implementation. All of the samples are 
bitmap images having.bmp file extension. After the program has finished the execu-
tion, in the root directory of the application, 2 bitmap images will be generated, 
EncryptedImage.bmp and DecryptedImage.bmp. Above figure is a screenshot
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Fig. 2 NVCC trajectory

which combines both the specified files. It has two parts, the left part of the image 
contains the encrypted file, which the default image application is unable to open, 
and on the right side you can see the decrypted image.

Figure 5 describes the CUDA information about the computer system you are 
using to run the program. This uses the APIs from cuda.h, which includes cudaGet-
DeviceCount() and cudaGetDeviceProperties(). The summary lists out different 
parameters like—
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Fig. 3 Sample code

Table 3 Hardware and software technical specifications 

Component Description Name 

Hardware CPU AMD Ryzen 5 5600H 

Intel i7-12700 K 

GPU NVIDIA GeForce MX 450 Mobile 

NVIDIA GeForce GTX 1650 Mobile 

NVIDIA GeForce GTX 1660 Super 

NVIDIA GeForce RTX 3060 

Operating system Microsoft Windows 11 64-bit 

Manjaro 22.0 KDE Plasma 

Kubuntu 22.04 LTS 

Drivers Nvidia Game Ready Driver 528.24 

Software Toolkit CUDA Toolkit Version 12.0 

IDE/text editor Microsoft Visual Studio 2022, Microsoft Visual Studio Code 

Compiler Microsoft CL, GNU GCC 

Library Helper Timer by Nvidia

(1) Total Number of CUDA Supporting GPU Device/Devices on the System 
(2) CUDA Driver and Runtime Information 

a. CUDA Driver Version 
b. CUDA Runtime Version 

(3) GPU Device General Information 

a. GPU Device Number 
b. GPU Device Name 
c. GPU Device Compute Capability 
d. GPU Device Clock Rate 
e. GPU Device Type—Integrated or Discrete

(4) GPU Device Memory Information 

a. GPU Device Total Memory
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Fig. 4 Image encryption and decryption

Fig. 5 CUDA device properties
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b. GPU Device Constant Memory 
c. GPU Device Shared Memory per SMProcessor 

(5) GPU Device Multiprocessor Information 

a. GPU Device Number of SMProcessors 
b. GPU Device Number of Registers per SMProcessor 

(6) GPU Device Thread Information 

a. GPU Device Maximum Number of Threads Per SMProcessor 
b. GPU Device Maximum Number of Threads Per Block 
c. GPU Device Threads in Warp 
d. GPU Device Maximum Thread Dimensions 
e. GPU Device Maximum Grid Dimensions 

(7) GPU Device Driver Information 

a. Error Correcting Code (ECC) Support—Enabled/Disabled 
b. GPU Device CUDA Driver Mode—Tesla Compute Cluster(TCC)/Windows 

Display Driver Model (WDDM). 

(B) Evaluation Result 

While comparing results with existing implementations, the proposed system 
includes 2 different performance benchmarks, one which compares the performance 
obtained on different CPUs and GPUs, thus specifying the need to use parallel 
computing and the second compares compute capability of different GPUs. 

The calculation of the time taken for performing operations on the binary data is 
done using the “helper_timer” library offered by NVIDIA. This is achieved using 
the set of APIs— 

a. sdkCreateTimer()—To create a timer pointer of type StopWatchInterface 
b. sdkStartTimer()—To start the timer 
c. sdkStopTimer()—To stop the timer 
d. sdkGetTimerValue()—To get the timer value after the timer is stopped 
e. sdkDeleteTimer()—To free the timer pointer. 

Figure 6 depicts the program results obtained using 2048 threads. The time 
required to encrypt and decrypt the images is calculated and displayed in seconds. The 
number of threads passed to the application is modifiable and is passed as command 
line arguments to the program. 

Fig. 6 Program execution using 2048 threads
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Table 4 CPU and GPU 
performance comparison 

Device Sample size Encryption 
time 

Decryption 
time 

AMD Ryzen 5 
5600H 

800 Kb 0.093 0.149 

3 Mb 0.373 0.588 

7 Mb 0.841 1.312 

50 Mb 6.185 9.847 

100 Mb 11.072 16.378 

Intel i7-12700 K 800 Kb 0.071 0.097 

3 Mb 0.274 0.387 

7 Mb 0.598 0.876 

50 Mb 4.319 6.364 

100 Mb 7.542 11.1 

Nvidia GeForce 
GTX 1650 

800 Kb 0.0019 0.0053 

3 Mb 0.0018 0.0043 

7 Mb 0.0018 0.0042 

50 Mb 0.0017 0.0039 

100 Mb 0.0016 0.0036 

Nvidia GeForce 
RTX 3060 

800 Kb 0.0012 0.0044 

3 Mb 0.0012 0.0036 

7 Mb 0.0011 0.0035 

50 Mb 0.0011 0.0033 

100 Mb 0.0009 0.0029 

Table 4 shows the different time values required to perform the encryption and 
decryption on various CPUs and GPUs. 

a. Column 1—Represents the device on which the program is tested. 
b. Column 2—Specifies the sample size. Samples are the bitmap images used for 

testing. 
c. Column 3—Time required to encrypt the data, represented in seconds. 
d. Column 4—Time required to decrypt the data, represented in seconds. 

Figures 7 and 8 portray the time required for encryption and decryption on CPU 
and GPU for different sample sizes. According to the results specified in Table 4, as  
the size of input data increases the GPU takes less time to perform AES operations.

Table 5 depicts the different time values required to perform the encryption and 
decryption on various GPUs with variable threads. First column represents the name 
of the GPU, second column specifies the number of threads tested on that GPU. 
The third and fourth columns state the time required for encryption and decryption 
measured in seconds, respectively. This data is dynamic as the values can change over 
different runs. But overall, it gives the idea of performance capabilities of different 
NVIDIA GPUs.
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Fig. 7 CPU performance comparison 

Fig. 8 GPU performance comparison

Table 5 GPU benchmarks GPU Threads Encryption time Decryption time 

MX 450 1024 0.029 0.0284 

2048 0.0022 0.0124 

4096 0.0021 0.0095 

GTX 1650 1024 0.0222 0.0122 

2048 0.0024 0.0056 

4096 0.0021 0.0053 

GTX 1660 
SUPER 

1024 0.0145 0.0121 

2048 0.0015 0.0046 

4096 0.0014 0.0045 

RTX 3060 1024 0.0115 0.0101 

2048 0.0008 0.003 

4096 0.0007 0.0028
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Fig. 9 GPU benchmarks 

Figure 9 is used to represent the time and speedup factor by visualizing it. From 
the results, we can clearly see that, the more powerful the GPU, the less time 
required to complete the task. Here, the number of threads is also a crucial factor 
while determining the best GPU. For our testing, NVIDIA RTX 3060 was the best 
performer. 

From the results, we can say that using CUDA extensively saves time and increases 
the throughput. This can be useful in hash algorithms as well, which can then be 
implemented in blockchain technology which will compute the hash of the block 
a lot faster. CUDA can also be used to conserve the amount of energy and power 
required to maintain the blockchain network. Basically, it will save time, resources 
and computational cost will be reduced to a great extent. 

5 Conclusion 

We proposed a method to parallelize the encryption and decryption processes in order 
to overcome the issue of high resource consumption in the traditional implementa-
tion of AES that would run on the CPU. We designed and implemented the AES 
encryption and decryption algorithm, which works on 128-bit, 192-bit, and 256-bit 
key sizes, to run on GPUs using CUDA, thereby reducing power consumption and 
increasing efficiency. This method provided a significant speedup over the CPU, 
providing high speed. This may change the way traditional resources are used, as 
these implementations can be used to encrypt binary data in all forms, including 
images and videos, as well as full disk encryption like Microsoft BitLocker. This 
process would require extreme fine-tuning to make such implementations a standard 
for other security techniques.
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6 Future Scope 

Currently, the proposed system presents a parallel implementation of the AES algo-
rithm that can only be run on NVIDIA GPUs, as the presented research uses CUDA. 
This limits portability of testing and deploying to infrastructure using AMD or Intel 
GPUs, may it be integrated or discrete. To overcome this issue, we would need to 
develop a codebase using OpenCL that would allow us to cover every GPU and CPU 
device. But there are various parameters that are yet to be considered to optimize 
the algorithm to make proper and efficient use of the GPU to save energy and still 
produce similar results. 
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attack, selective forwarding, sinkhole attack, wormhole attack, and decreased rank 
attack. Other attacks such as version number modification, hello flooding attack, and 
Sybil attack are considered resource depletion attacks. These attacks can be designed 
in a way to corrupt information, reduce bandwidth, and threaten the integrity of 
the network which is why it is critical to identify the attacks and avoid as much 
damage as possible to the network. In this paper, we will be focusing on some of 
the attacks mentioned above. We have proposed a methodology to detect and predict 
IoT attacks. We propose different machine learning algorithms and conclude which 
algorithm is the most accurate in detecting every attack. The paper primarily focuses 
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1 Introduction 

IoT, or the Internet of Things, refers to a network of interconnected devices, software 
services, and machines that plays a significant role in modern society by enabling 
energy-efficient automation and improving the quality of life. 

Of late, there has been an increasing interest in IoT domains such as transportation, 
healthcare, and education in the industry. However, due to their ad-hoc and resource-
constrained nature, IoT systems are susceptible to cyberattacks. To make certain the 
security of IoT systems, continuous monitoring and unexpected conditions, safeguard 
sensitive data, maintain continuity, and minimize potential losses. The abundance of 
sensing and network data produced by IoT devices and systems can be effectively 
analyzed using big data and machine learning methods for continuous monitoring 
and security of IoT systems. 

1.1 Introduction to IoT LLN 

The primary requirements of most of these setups are low-power and efficient 
networks. LLNs or low-powered lossy networks provide IoT networks provide for 
resource-constrained and size-constrained IoT devices to be interconnected in a 
hassle-free manner. 

1.2 RPL in LLN 

Proposed by the IETF for lossy IoT and low-powered networks, for low-powered and 
lossy networks (RPL), the IPv6 routing protocol provides IoT networks with struc-
tured and loop-free IPv6 routing. The implementation of RPL, however, is dependent 
on a highly modifiable objective function, whose parameters depend totally on the 
type of IoT application it is being used for. RPL, however, is vulnerable to a number 
of attacks, especially those targeting data transmission through the network. One 
such attack is the sinkhole attack. 

1.3 Attacks in RPL 

An asset refers to a crucial system resource, including information, processes, or 
physical resources. The loss or corruption of an asset negatively affects the system, 
particularly in the control plane where the asset encompasses information about the 
network, processes for managing and manipulating data, and the physical devices
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storing and processing the data. Losing or corrupting these assets can harm the control 
plane of the network. 

Network security attacks are unlawful attempts to damage, alter, or steal sensi-
tive data from private, public, or corporate IT assets. More businesses are allowing 
employees to access data via mobile devices, making networks more susceptible 
to data theft or network or data erasure entirely. An attempt to maliciously breach 
network security is hence called an attack. 

RPL was created for the 6LoWPAN protocol in order to reduce the amount of 
power used when communicating across several intricate IoT devices. The smooth 
operation of the RPL protocol is essential since cost-effectiveness depends on the 
efficient use of energy. However, due to the RPL protocol’s intrinsic complexity and 
the inadequate security of 6LoWPAN devices, it is susceptible to vulnerabilities from 
both inside and outside the network. 

Various attacks such as sinkhole attacks, Sybil attacks, selective forwarding 
attacks, blackhole attacks, hello flooding attacks, wormhole attacks, rank attacks, 
and version number attacks have occurred while using RPL routing protocol in IoT. 

1.4 Overview of a Sinkhole Attack in RPL 

A sinkhole, in its simplest terms, is an IoT node having the intention to capture a lot 
of traffic flowing through the network, with the sole intent to drop data packets and 
reduce the end-to-end communication throughput. 

1.5 Focus of the Paper 

This paper mainly focuses on the following: 

• To simulate sinkhole attacks by making appropriate code changes 
• To predict a best-fit ML model for predicting sinkhole attacks in RP. 

2 Related Work 

In [1], an IDS system called CHA-IDS, which uses a compression header analyzer, 
has been developed to detect sinkhole attacks, hello flooding attacks, and wormhole 
attacks in RPL networks. The system uses 77 features and compares the performance 
of different machine learning classifiers, such as MLP, SVM, J48, NB, logistic, and 
RF. After evaluating the results, it appeared that J48 performed the best in this 
specific scenario. However, the study only examined one network topology and a 
small network of 8 nodes, so further research is needed to fully evaluate the potential 
of this ML-based IDS approach for IoT networks.
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In [2], to detect RPL routing attacks, the authors utilized a deep learning technique 
with five hidden layers. They created datasets for decreased rank, hello flooding, and 
version number attacks using various network topologies. In the end, the results 
measured by F1-score were 94.7 

In [3], Meysam proposed to design an anomaly based and distributed IDS based 
on RPL using a genetic algorithm as a feature selection and then to evaluate the same 
algorithm’s accuracy using multiple experiments. The authors cover the multiple 
stages like data collection, preprocessing, i.e., removing useless values and making 
the data meaningful, making a compute classifier, applying the same, and finally, 
running the model for accuracy. 

In [4], the authors warned that there might be certain RPL attacks which when 
combined can have a much more destructive tendency, more particular, the article 
focuses on how CloneID and sinkhole attacks together are more detrimental to 
network performance by raising malicious traffic and the network’s typical power 
consumption. Above this, the authors suggested detection mechanisms for hybrid 
attacks over standalone attacks. Raza et al. [5] have developed SVELTE, a combina-
tion intrusion detection system that targets RPL routing attacks, such as sinkhole and 
selective forwarding attacks. The goal of SVELTE is to find a balance between the 
cost of storing signatures and the cost of computing anomalies. In SVELTE, the main 
operations and processes are handled by the border router, while the network’s nodes 
host lightweight agents that send data to the border router for analysis. The simulation 
results indicated that SVELTE can detect all malicious nodes, but the true positive 
rate is not perfect and there were some false alarms during the detection process. In 
[6], the authors have designed an anomaly based distributed IDS architecture where 
detection agents are learned using algorithms such as SVM, Nave Bayes classifier, 
and decision trees, using the genetic algorithm as a feature selection mechanism 
to improve the accuracy of their classifier. They optimized the decision trees using 
the pruning method and genetic algorithm using selected appropriate features. The 
best-case accuracy was 99.35 percent. 

3 Proposed Methodology 

Our methodology to detect an attack scenario consists of several stages which are 

1. Identifying commonly occurring attacks in RPL 
2. Simulation of an attack in normal and attacked scenario 
3. Capturing the radio messages transmission between the motes 
4. Converting the packet capture to CSV using wireshark 
5. Making raw data meaningful to generate it into meaningful labeled datasets 
6. Statistical analysis of meaningful data 
7. Analyzing the datasets performing different machine learning algorithms. 

For attack simulation, various options were available such as NS3, Netsim, and 
Cooja but Cooja simulator was taken into use due to the functional GUI interface and
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Contiki operating system (open source code). We made necessary code changes to 
simulate the behavior of a sinkhole attack for a group of sensor motes. A client–server 
architecture was followed in the DODAG wherein the root mote was compiled using 
udp-server.c file in the Contiki/example/ipv6/rpl-udp directory and the rest of the 
motes were compiled using UDP-client.c of the same directory. The code changes 
are explained as follows in Table 1 (Fig. 1).

The network with the z-motes is simulated for a certain period of time, and the 
Cooja simulator captures radio packet transmissions between the motes which are 
further used to generate the datasets. The .pcap file generated is processed into a 
comma-separated file making the use of wireshark packet analyzer, which contains 
rows with features such as source, destination, time and type of packet, protocol, 
and packet length for each individual packet. The dataset’s features, however, are 
not suitable to make any inferences about the network and its malicious behavior. 
Hence, the raw dataset is preprocessed into a meaningful dataset. This is done by 
segmenting the raw data into one-second frames and computing the following values 
for 1-s frame duration: 

1. Source Mote 
2. Destination Mote 
3. Packet Count 
4. Source Mote Ratio 
5. Destination Mote Ratio 
6. Source Mote Duration 
7. Destination Mote Duration 
8. Total Packet Duration 
9. Total Packet Length 
10. Source Packet Ratio 
11. Destination Packet Ratio 
12. DIO Message Count 
13. DIS Message Count 
14. DAO Message Count 
15. Other Message Count. 

The input dataset was obtained and labeled as 0 or 1 based on whether the dataset 
is of the attacking or normal scenario. The final dataset contains the labeling accord-
ingly. Then, for every 1-s duration post 60 s, the various parameters between every 
source and destination mote were obtained. During the simulation, it was observed 
that a system consisting of 10–12 nodes fully formed the DODAG structure after the 
30th second. Due to the nature of RPL, when DODAG is occurring, devices will send 
DIO, DAO, and DAO-ACK messages to each other, and packet traffic will be different 
from the traffic after DODAG occurs. In order to prevent this difference from being 
learned by the machine, the data after the 60th second of the raw dataset was taken 
and the new dataset is created. The datasets created for each attack and classified 
as vulnerable-normal have become ready to be compared with different machine 
learning algorithms. Several machine learning algorithms were applied to predict
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Fig. 1 Sinkhole attack 
simulation

the attacks such as logistic regression, decision trees, random forest classification, 
Naive Bayes, KNN, and SVM. The following has been explained below: 

1. Logistic regression—Before explaining logistic regression, it is important to first 
discuss linear regression. Logistic regression is used to classify a dataset, which 
includes a dependent variable (y) and an independent variable (x), using a linear 
equation [10]. 

yi = β0 + β1xi + ei (1) 

For more than one linear variable, the equation would look like 

yi = β0 + β1x1 + β1x2 + β1x3 +  · · ·  +  β1xn + ei (2) 

The probability of having y independent variable will be as shown in Eq. 3. 

P(y) = 1 

1 + e−(β0+β1x1+β1x2+β1x3+···+βn xn+εi ) 
(3) 

2. Decision tree—In decision trees, firstly, the strongest feature in the dataset is 
determined, and then one of the branches is selected. This procedure is repeated 
until the searched classification target is reached [10]. The selected independent 
variables are defined as in Eq. 4. 

σ = 〈i; tk〉 (4) 

The selection of the optimal threshold plays a crucial role in determining the 
performance of the tree, as it affects its structure. The goal is to minimize residual
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impurities by making the fewest possible divisions, resulting in a short path between 
the sample data and the classification outcome. Additionally, a measure of total 
impurities is calculated by considering both branches [10]. 

I (D, σ  ) = 
N left 

ND 
I (Dleft) + 

N right 

ND 
I (Dright) (5) 

The Gini impurity index which measures the probability of misclassification if a 
random label is chosen using the branch’s probability distribution is defined in Eq. 6. 

IGini =
∑

p(i | j)(1 − p(i | j )) (6) 

The cross-entropy measure is founded on information theory, it is at its highest 
when the distribution between classes is uniform (which is one of the worst scenarios 
for decision trees, as it implies that there are still many decision steps before final 
classification) and samples from one class are present in a split, while the values are 
null. [10] It is defined in the equation in Eq. 7. 

ICross - Entropi ( j ) = −
∑

i 

p(i | j ) log p(i | j ) (7) 

3. Random forest—A random forest is a collection of decision trees created from 
random samples with a different approach to splitting a node: instead of looking 
for the optimal option, a random subset of features (for each tree) is used to find 
the threshold that best separates the data. This results in many weaker decision 
trees, each producing a different estimate. There are two ways to interpret these 
results; the more common approach is based on majority voting (the class with the 
most votes is considered correct). Although they differ in theory, the probability 
mean of a trained random forest is unlikely to be vastly different from most of the 
predictions (otherwise there would be different fixed points); as a result, the two 
methods often produce similar results [10]. The concept of feature importance 
can also be applied to random forests as in Eq. 8 by calculating the average of 
all trees in the forest: 

Importance(xi ) = 1 

NTrees

∑ ∑ Nk 

N
Δ I xi (8) 

4. Naive Bayes—Naive Bayes is a family of powerful and easy-to-train classifiers 
that determine the probability of an outcome given a set of conditions using 
Bayes’ theorem. [10] The Bayes theorem is defined in Eq. 8. 

P(A|B) = 
P(B|A)P(A) 

P(B) 
(9)
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5. KNN—In KNN, the nearest neighbors of each point are calculated by simple 
majority vote. Usually, this is the majority Euclidean distance. 

|AB| =
√

(x2 − x1)2 + (y2 − y1)2 (10) 

6. Artificial neural networks—It is capable of performing highly intricate classifica-
tions and very powerful algorithms. However, the training time for this algorithm 
is longer than for other algorithms and requires more processing power. They 
generally consist of three types of different layers—an input layer, a hidden layer, 
and an output layer as shown in fig x. Every neuron is connected to all neurons 
of the next layer with three weight matrices. 

Wi j  , Hi j  , and Mi j  

⎧ 
⎨ 

⎩ 

zInput j = W0 j X0 + W1 j X1 +  · · ·  +  Wnj  Xn = ∑
i 
Wi j  Xi 

zOutput j = f Hidden Layer a

(
zInput j + bHidden Layer j

) (11) 

Likewise, the network output is calculated as in Eq. (12): 

⎧ 
⎨ 

⎩ 

yInput k = h0k zOutput 0 + h1k zOutput 1 +  · · ·  +  h pk zOutput p = ∑
i 
h jk z

Output 
j 

yOutput k = f 5Output a

(
yInput k + bOutput k

) (12) 

An error (loss) function is defined as the total square of error and this process is 
applied to all layers (Eq. 13). 

L = 
1 

2

∑

n

∥∥ȳPredicted n − ȳTarget n

∥∥2 
(13) 

This function depends on all variables (weights and Bayesian values), then a 
backward calculation is performed. This process is the calculation of how much the 
change is, that is, the derivative function. For a single layer, this function is as in the 
equation. This equation is extended to all layers [10] (Figs. 2 and 3). 

∂ L 
∂h jk  

=
∑

n 

∂ f Output a 

∂yInput k 

∂yInput k 

∂h jk  
=

∑

n 

∂k z
Output 
j 

∂ f Output a 

∂yInput k 

=
∑

n 

ak z
Output 
j (14)

Here, the alpha term (proportional to the error delta) propagates back from the 
output layer to the hidden one. If there are many hidden layers, this procedure is
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Fig. 2 Preprocessing of the 
dataset 

Fig. 3 Applying ML models 
in preprocessed dataset

repeated iteratively up to the first layer. The algorithm adopts the gradient descent 
method; so it iteratively updates the weights until convergence. Thus, machine 
learning is performed with the data in hand [10]. We used Python Script to imple-
ment and run a machine learning algorithm. The pseudo-code of the same has been 
mentioned below. 

4 Results and Discussion 

Cooja simulator has been employed to simulate the attacks. The top few attacks that 
are thought to be the most susceptible were duplicated. 

Additionally, datasets are produced by producing the simulations of such attacks. 
Packets of legitimate simulations are mingled with malicious simulations to create 
a balanced dataset. The number of nodes in the simulations have never surpassed 
12–15 due to hardware limitations. 

Several approaches to data analysis and attack prediction were investigated for 
various attack types using the data gathered during various simulation scenarios [10] 
(Fig. 4; Table 2).
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Fig. 4 Comparison of various machine learning algorithms for predicting sinkhole attack 

Table 2 Comparison of 
various machine learning 
algorithms for predicting 
sinkhole attack 

Name of ML model Accuracy (%) 

Random forest classifier 92.59 

Support vector machines (SVM) 92.59 

Logistic regression classifier 94.44 

Decision tree classifier 94.44 

k-nearest neighbors (KNN) 90.44 

Gaussian Naive Bayes classifier 88 

Deep learning model 96.9 

The best accuracy was recorded for artificial neural network algorithm. However, 
the training time in the artificial neural network alone is longer than in other algo-
rithms. It requires more processing. Hence, it is not a very feasible approach for 
detection. Other approaches like logistic regression and decision tree can be used 
since they require much less training time and processing scenario and are more 
feasible for attack detection for an IDS in an RPL network scenario [10]. 

5 Conclusion and Future Work 

Six of the most common machine learning algorithms like KNN, decision tree, 
logistic regression, random forest, and SVM were applied to the sinkhole attack 
dataset, and ANN gave the best accuracy at around 96.9. Our solution in practice 
is supposed to work on a device with a good amount of computing power. So the
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data is collected at the sink and sent to this device which is either a server or any 
other resource with certain computing power. The next work can be to try a solution 
that can partially be computed in the motes and later be sent to the sink. This would 
reduce the computing power required and increase the speed at which the malicious 
mote can be found. The future scope of this research could be to implement detec-
tion of different RPL attacks such as version number attack, blackhole attack, and 
selective forwarding attacks. Also each attack could be analyzed and the machine 
learning algorithm could be more improved and optimized for coverage of major 
attack mitigation. 
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Innovative Online Ticketing Model 
on an Intelligent Public Blockchains 

S. C. Prabanand, M. S. Thanabal, A. Durai Murugan, P. Mahalakshmi, 
S. Tarunbalaji, and T. Sriharish 

Abstract Online Ticketing systems face the issue of eliminating ticket counterfeit 
and scalping while ensuring privacy protection and information openness. Another 
concern is ticketing fraud, when duplicate tickets allow unauthorised entry and cost 
hosts money. An Ethereum-based ticketing DApp would fix all the issues. Ticket 
holders may easily sell their tickets using the DApp. Ticket numbers are set, and 
each ticket is owned by a concert goer. When paying using an Ethereum wallet, the 
consumer gains ownership of the tickets. The ownership of tickets cannot be modi-
fied once changed, thereby preventing ticket fraud. When tickets are purchased, they 
become the purchasers’ property. This paper proposes a hybrid online ticketing model 
based on the blockchain to address these problems. It makes need for blockchain tech-
nology to make ticketing data transparent and utilises encryption techniques to keep
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user information private. It also employs the use of digital signature advanced tech-
nologies to assure ticket validity and includes a revolutionary ticket approval process 
to avoid digital piracy. An assessment of the system concludes with a description 
and analysis of the tests carried out during the installation of the system. 

Keywords Cryptography · Smart contracts · Consensus · DApp 

1 Introduction 

Compared to conventional paper tickets, the rising usage of electronic ticketing 
systems has increased ticketing efficiency, decreased administrative costs, and 
lowered the cost of storing ticketing information [1]. Although there are still a number 
of issues to overcome, centralised ticketing systems lack transparency, consumer 
rights protection, data protection and privacy, and traceable legers. The decentralised 
nature of blockchain technology is used to construct ticketing systems to address 
these issues [2]. Autonomous online mechanisms for issuing and collecting tickets, 
however, have their own set of issues, including inefficiency, scalping of tickets, and 
assuring data security and privacy. To address these issues, this paper proposes a 
blockchain-based hybrid ticketing that is both transparent and traceable. Concerts, 
plays, and other large-audience productions are the exclusive subject of this paper. 
Flight, rail, bus, fast transit, and cinema tickets will not be mentioned in this article. 

Electronic ticketing systems have not only made it easier to acquire and sell tickets, 
but they’ve also made managing and replacing lost or stolen tickets a thing of the past 
[1]. However, contemporary ticketing systems are plagued with flaws. Clients must 
have faith in centralised systems before they can use them. In centralised systems, 
a trustworthy third party generally supplies a central controller for data processing 
and storage, and delivering facility. Centralised computerised ticketing systems have 
these qualities. When it comes, for example, organisers only have access to ticket 
sales data from the firm that sold them. This information cannot be confirmed since it 
is difficult for them to verify its veracity. Consumers are also affected by this problem. 
A customer’s ticket purchasing details cannot be verified. As a result, it is impossible 
for customers to determine whether or not the tickets they purchased are legitimate. 
For the centralised system to work, everyone involved has to have complete faith in 
the central controller. Second, ticketing systems must ensure that their customers’ 
personal information is protected. Customer records, for example, may be helpful 
in the study of consumer behaviour. As a result, any use of the customer’s private 
data must be approved by the consumer. Consumers, on the other hand, have a hard 
time establishing confidence because the centralised system is a mystery [22, 23]. 
Another critical concern is the safety of the ticketing systems [14–17]. There is 
just one location for data storage, maintenance, and processing in a central system. 
It’s more susceptible than a decentralised system. Detecting data manipulation in a 
centralised database is tough. To add insult to injury, existing ticketing systems are 
plagued by ticket reselling since the tickets may be resold for several times their
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original price. There is uncertainty in the ticket market due to this kind of resale 
since no one gains but the intermediate ticket dealers [6, 8, 12]. 

There have been significant advances in decentralised solutions in order to address 
these issues. The use of blockchain technology allowed these solutions to address 
some of the drawbacks of traditional ticketing systems. There are still unresolved 
issues in the research literature. Research on blockchain-based ticketing systems 
is reviewed in this paper, as well as the issues that haven’t been addressed in the 
literature [25, 26]. 

2 Problem Definition 

There are a number of issues with online ticketing systems, as seen in Fig. 1, which 
is discussed in this paper. 

In this paper we proposed to design an online ticketing system that overcomes 
the issues shown in Fig. 1. Safeguarding users (including consumers and organisers) 
safety while maintaining needed openness to varied user groups. Follow the steps 
below to achieve these goals. 

1. How to create an unforgeable system of tickets? 

Fraud tickets are the most common and serious issue facing any ticketing system. 
The objective is to create traceable tickets with unforgeable proof of authenticity. 
The user may check their ticket’s details and establish its legitimacy. 

2. To defend consumer rights, how to assure data transparency? 

Transparency and tracking of tickets protect users’ rights. Except for the centre 
controller, centralised ticketing systems are a mystery. Consumers and staff should 
be able to track and monitor public information such as times, locations, ticket 
and revocation agreements. This prohibits unilateral modification of public ticket 
information and protects public information records that may be utilised to safeguard

Online Ticketing 

Authenticate 
tickets 

the ability to 
track 

personal 
safety 

anti-scalping 

Fig. 1 The description of the issue 
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customers’ rights and interests when a dispute arises. Similarly, all organisers should 
oversee ticket sales. It is verifiable and tamper-proof since all nodes execute each 
transaction. 

3. How can you safeguard users’ privacy? 

User privacy is as important as availability of ticketing system information. A tick-
eting system should consider and protect the customer’s identity. Less so, the ticket 
sales information. Consumers and participants should be segregated to address the 
privacy problem. 

The ticketing system must not just that protect the consumer’s genuine identity 
and also the tracking of their ticketing activity while making the ticket information 
clear and traceable. Encrypting ticket and purchaser identifying information helps 
preserve customers’ privacy in a transparent ticketing system. 

Private data, such as ticket sales data, should only be shared between attendees 
and not be available to the outside world. The answer to this challenge is to use 
several blockchain technologies to satisfy various criteria. 

4. Scalping of tickets 

Scalping of tickets (reselling) is a perennial issue in ticketing. Unlawful ticket 
resale may devastate and the ticket market. A verified ticket checking method 
before audience entry might avoid it. Ticket scalping may be prevented by requiring 
legitimate identification, such as identity cards, driving licences, or facial identity. 
Regardless, these approaches connect sold tickets to real-world identities and track 
purchases, compromising customer privacy. For this reason, a novel approach should 
be investigated. 

3 Literature Review 

This segment reviews and critiques alternative possibilities while introducing 
blockchain and other comparable technologies. 

3.1 Bitcoin 

An evaluation of different blockchain types (Hyperledger Fabric and Ethereum) and 
different blockchain platforms (Ethereum and Hyperledger Fabric) is presented in 
this section. Previous study on blockchain-based ticketing systems is discussed in 
this section.
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3.1.1 Blockchain Origin 

Bitcoin: A Peer-to-Peer Electronic Cash System was published by Nakamoto Satoshi 
in 2008. Nakamoto proposed a new decentralised peer-to-peer E-currency system that 
does not need third-party verification of payment transactions. A network transaction 
is validated before it is approved. The network checks the submitted transaction’s 
history to see whether it’s been spent. All legitimate transactions are hashed into 
a Merkle Tree [3]. Any further transactions from the same payer will be rejected. 
A blockchain is built using the previous block’s hash. New blocks are delivered to 
all network nodes for verification and then added to a growing chain. It receives 
the lengthiest verified chain and attempts to extend it. A transaction recorded in 
a block cannot be changed. Faking a transaction involves regenerating it and all 
following blocks to catch up. A bulk of the network’s processing capacity is required 
to build blocks via proof-of-work. Instead, Nakamoto (2008) built an incentive system 
within their network topology. A network node that produces a very new block gets 
rewarded. As a consequence, an attacker who controls the network’s computing 
power owns all future coins. Being honest benefits the attacker. 

3.1.2 Proof-Of-Work 

A proof-of-work technique assures that fresh block creation decisions are based on 
computer power. Here we explore the Bitcoin blockchain’s proof-of-work and block 
composition. Dai (1998) introduced the notion in his white paper b-money, but did 
not fully explain the implementation. H. Finney implemented the author’s idea by 
solving a difficult hash problem in a network. 

So, while trying to construct a new block, a node must keep generating nonces 
until it finds one that starts the block’s hash value (made of the previous block’s 
hash, transaction Merkle tree’s root hash, and the nonce). The node with the most 
processing power will be the one to discover the nonce first using this method. To 
proceed, the node will broadcast the nonce and the freshly generated block to the 
network. The other nodes will verify the nonce upon getting a new block. They will 
abandon the existing block in order to include the new one into the main chain. Next, 
we’ll try to find a different nonce that satisfies the requirements for the longer chain. 
Proof-of-work complexity governs the distance between blocks. The longer it takes 
for nodes to find the nonce, the more difficult the proof-of-work gets. A transaction 
can’t be changed after it’s recorded in a block. Figure 2 illustrates, in accordance 
with Nakamoto, a block on the Bitcoin blockchain.

There is a Merkle Tree and a Block Header [2] in the Bitcoin blockchain, as seen 
in Fig. 2. All three parts of the Block Header are included in this header: the Merkle 
Tree’s initial hash as well as the previous hash [2]. The hash of the prior block is 
used to establish a relationship with the hash of the block before it. Proof-of-work 
is met by the nonce, which is a discovered nonce. A Merkle Tree’s root is the Root 
Hash. Merkle trees are the result of all transactions in a block.
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Fig. 2 Bitcoin Blockchain block composition (Nakamoto 2008)

3.1.3 Ticketing System Based on Blockchain Technology 

The previous sections presented some blockchain-based ticketing research and liter-
ature. This section covers various studies and evaluates the remedies proposed as 
well as the issues that remain unresolved. 

Existing blockchain-based ticketing systems fall into two groups. The permis-
sioned blockchain is one kind, while the public blockchain is another [2] devised  
a solution to handle the problems of double-selling, false tickets, invalid ticket 
resale, and multiple organiser trust. The organisers hold the nodes in their solution. 
Using Hyperledger Fabric’s permissioned blockchain technology, all transactions, 
including revenue distributions, are stored and processed in real time. Furthermore, 
all permissioned blockchain transactions are viewable and controlled by all nodes, 
ensuring revenue distribution process. In order to ensure payment security and ticket 
validity, Becker [2] created a smart contract-based mobile ticketing model. An app 
on your mobile device may save and display this QR code. It would be signed twice, 
once by the host to verify ticket validity, and once by the consumer upon admission 
to complete payment and prevent ticket theft. They also use a smart contract with the 
host’s and the ticketing agency’s digital signatures to preserve sales plan data and 
validate both parties’ approval. Created permissioned blockchain smart contracts for 
tickets. In 2020, a permissioned blockchain-based ticketing system was developed 
to stop agents from utilising macros to book large blocks of tickets in bulk. Their 
approach is based on Hyperledger Fabric [15]. Only permitted users may join their 
own blockchain network, preventing customers from buying large tickets. 

Each of the following remedies addressed a distinct problem. But they are flawed. 
Note that data in an authenticated blockchain network is only available to its nodes. 
Non-nodes cannot see what goes on within the permissioned blockchain [7] Partic-
ipants in these permissioned blockchain-based ticketing systems are not nodes. Not 
everyone can host a network node. The consumer’s right to know is therefore not 
guaranteed. Consumers may be unaware of network data changes. Conflicts do not 
safeguard consumers’ rights and interests [3] did not mention scalping. A scalper may
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sell a ticket by giving the QR code to another individual. Ko et al. But scalpers may 
still acquire tickets and resell them outside the system at a greater price. Determining 
payment upon system arrival also creates considerable risks (2019). Bad actors may 
buy tickets but not show up. It costs the hosts a lot. 

4 Architectural Design 

For the sake of addressing the research issues previously stated, outlines the general 
architecture of the Blockchain-Based Hybrid Ticketing model. Explanatory diagrams 
and conceptual models of the system’s structure are shown in a demonstration to 
demonstrate how the system works. 

4.1 Overall Architecture 

Figure 3 illustrates the overall architecture of the Blockchain-Based Hybrid Ticketing 
model. 

Figure 3 Permissioned Blockchain, Public Blockchain, and the Online Ticket 
Verification System. 

The design was created to use several blockchains to manage various data types in 
order to meet various openness and privacy requirements [4]. Component 2: Methods 
in the Public Blockchain Information that Must be Supervised by a Protected Body, 
such as evidence or contracts that cannot be altered, is encrypted and handled on 
the public blockchain. It manages information that must be transmitted throughout 
the many players. Rather of storing data directly on the public blockchain compo-
nent, this work used [5] as a decentralised storage option. As a consequence, the 
public blockchain now only stores IPFS file addresses. The Web Service interface to 
the ticketing system will manage interactions between system parts [7] Confidential 
information is not processed by the Web Service. King and Nadal [18] Decrypting

Fig. 3 A blockchain-based hybrid ticketing model architecture 
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sensitive information before sending it to a Web Service is a must. Also, the Web 
Service participates in the permissioned blockchain as a node. The Consumer Client 
allows consumers to purchase tickets, have their tickets authenticated, and request 
refunds. This service also protects users’ sensitive data, such as their private key. 
Using the Client API, participants may register and connect to participating permis-
sioned blockchain-based networks. The Client may also query data and the member’s 
private details, such as network identification. It is intended to download and validate 
all tickets sold at the moment of entry [4]. 

4.1.1 Unforgeable Ticket Solution 

In problem definition outlined a study aim to develop a ticketing system that elimi-
nates bogus tickets. To accomplish this purpose, each ticket may be traceable, tamper-
resistant, and carry irrefutable proof of authenticity. The traceability should enable 
consumers to check ticket details after purchase. This is required to verify the ticket’s 
legitimacy. To verify the ticket’s legitimacy, the information on the ticket must also 
be tamper-proof. It is possible to manufacture a fake ticket by forging information 
from a legitimate one. There are three questions that need to be asked to begin fixing 
these research issues [22]. 

This paper utilises the blockchain to handle and keep a record of each and every 
ticket sale. As a result, the blockchain will keep every node-generated block, allowing 
any transaction to be accessed and validated. Tickets being a unique commodity, all 
ticket transactions will be recorded on the blockchain, allowing for ticket record 
traceability. As discussed in literature review, blockchain may also address issue b 
the blockchain records transactions forever once they are placed into a block. It costs 
half the total processing power of all nodes for the moderator to construct a newest 
branch longer and faster than the public blockchain’s original block chain [24]. 

To address question c, to prove ownership, the hash should be not modifiable and 
unique. If each ticket has a digital signature, it may assist keep track of here is how 
to create a ticket signature. 

Step 1: Create a public/private key combination for each to preserve privacy and 
confirm identification. 

Step 2: The ticketing model uses the public key, which is made available by the 
ticketing system, which in turn uses the private key. 

Step 3: In response to a fresh ticket request, our system generates a unique ticket 
ID. 

Step 4: Ask to verify the ticket by encrypting the provided ticket identification 
and the consumer ticket identification. 

Step 5: The ticket’s legitimacy may be confirmed by looking at the signature on 
the ticket (as evidence of purchase) as in Fig. 4.

Proof = Encrypt (Ticket ID + Consumer ID, Private Key) 

The proof is used to establish the legitimacy of a ticket.
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Fig. 4 A ticket’s proof of 
purchase

Encrypt (A, K): Using key K, encrypt information A. 

Ticket ID: A ticket’s unique identifier. 

Consumer ID: A consumer’s unique identifier. 

4.1.2 Solution to Transparency and Privacy 

Mentioned in problem definition, the centralised system is an impenetrable black 
box for users, making consumer protection impossible. Consumers have no control 
over the system; therefore, the owner may update data without their awareness. As 
a consequence, customers struggle to gather proof to safeguard their rights. Because 
the product owner may change the data stored in the system, it is hard for consumers to 
keep their rights. Thus, customer engagement is entirely contingent on system owner 
confidence. To address this issue, this study proposes a decentralised blockchain-
based ticketing system. Like centralised systems, a blockchain-based decentralised 
system cannot edit or erase data once it is recorded on the blockchain [16]. Every 
node also contains all blockchain transaction records. So long as a user is or has 
access to a blockchain node, they may query all transaction data, maintaining system 
transparency [13]. 

The next category is the manager’s private and shared property, including the 
private key. This category’s access control should enable transparency among all 
organisers and complete data security. This issue may be solved by encrypting all 
data and distributing the decryption procedure across all organisers. But the necessity 
is not simply storage, but also transactional usage of the data. All of these transactions 
should be visible to all involved organisers. But these transactions should be hidden 
from others. The content of these transactions should be encrypted if we use a public 
blockchain to complete them. Even if it’s feasible, the public blockchain won’t be able 
to carry out the transaction until the material is encrypted. Encryption and decryption
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Fig. 5 The distributed 
ledger technology-based 
ticketing system 

techniques use on-chain computer resources, which is costly for public blockchains. 
Given these constraints, employing a permissioned blockchain to store data and 
conduct transactions makes more sense. To become a node on the public chain, you 
must be part of the permissioned group [10]. In terms of ticketing, only the organisers 
may join the permissioned blockchain-based ticketing network. This ensures that all 
organisers have access to the confidential information and transactions. This ticketing 
system built on a private blockchain cannot be penetrated by anybody who is not 
authorised to do so, guaranteeing complete privacy. This image is a representation of 
the whole ticketing network based on permissioned blockchain technology in Fig. 5. 

Aside from the aforesaid, data and transactions belonging to customers and organ-
isers should also be examined. For example, ticket sales information should only be 
shared with the organisers. These latter details, along with related transactions like 
the creation of ticket record data, need to be recorded on the public blockchain. 
Ticket purchaser identities and other personal data should be encrypted before being 
processed or stored. When it comes to the latter, the details ought to stay inside the 
circle of organisers and not be broadcast. This information is subject to the same 
openness and privacy rules as the organisers and their shared property. Decentralised 
blockchains should store and process this data [9]. 

4.2 Blockchain-Powered Online Ticketing in Hybrid 

With the use of these diagrams, this research presents a conceptual model of a Hybrid 
Blockchain-Based Ticketing System.
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Fig. 6 Online ticketing system with hybrid blockchain 

Figure 6 depicts the class diagram’s conceptual structure. Each class in the diagram 
represents a system component. A class’s colour correlates to the component it inter-
acts with. Each line shows a class connection. This paper elaborates on each class’s 
function in the following parts [11]. 

4.2.1 Customer Client Component Model Classes 

Customer Ticket Record handles the Consumer Client component’s ticket data struc-
ture. This includes the ticket’s unique identifier, its record, its IPFS address, and its 
identity hash. Every single ticket is one of a kind. Authorised Group for Viewing 
Ticket Blockchain Record (The Permissioned Blockchain Ticket Record class will 
be introduced later). Ticket object’s IPFS address (The Ticket Class will be intro-
duced later). An incomplete identification number of the ticket holder is “salted” in 
this case. It re-creates a ticket’s owner’s ID. 

The controller class for Customers and Clients. Five methods and an object of the 
consumer class Using the Request Create Ticket method, one may enquire about the 
availability of a ticket using the Web Service component of the ticketing system. The 
client’s private key is used to send revocation requests to the service provider’s server. 
An instance of the Consumer Ticket Record class may be queried using the Query 
Ticket function. Using the Validate Ticket Legitimacy method, a customer is required 
to verify the legitimacy of a ticket. A new instance of the consumer class is created 
[15]. 

4.2.2 IPFS Component Class 

The Ticket Class specifies the IPFS ticket data structure. In addition to the IPFS 
address, the Ticket ID contains the Issue Date (Consumer ID). Each ticket is unique.
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Each ticket buyer’s ID is different. The ID is connected. The Consumer Public Key 
is used to validate the ticket buyer’s signature. The signature authenticates the ticket. 
The ticket holder’s identity will be validated using encrypted ciphertext. The signed 
IPFS address is the IPFS file containing the party’s information. The IPFS compo-
nent’s ticket revocation agreement file’s address. The issue date is the ticket’s issuance 
date. 

4.2.3 Public Blockchain Class 

A model class is the Public Blockchain Ticket Record that defines the ticket data 
record data structure. Encrypted Ticket IPFS address–This is the address of the 
encrypted ticket. Each Ticket Class object has its own ID. Ticket IPFS Encrypted 
Ciphertext is the ciphertext of a ticket file encrypted by public key. ESET IPFS is a 
digital signature. It’s created by encrypting an IPFS ticket with private key. 

The information architecture of the Public Blockchain module is reflected in the 
Public Blockchain Record class of the corresponding model. They are a valid photo 
ID, a signed IPFS address, and an IPFS address. Each Class object has a unique ID. 
The IPFS address property specifies the location of IPFS file containing data such 
as location, entry time, and description a ciphertext of the IPFS address. It acts as 
signature to verify the IPFS address [19]. 

4.2.4 Web Services Classes 

The Class is a model class that governs the Web application component’s data 
structure. There’s also a public address, a signed Ticket Agreement Address, and 
a Permissioned Blockchain Identity. One for each. The public key of a key pair. 
It encrypts data and verifies signatures. A Public Blockchain Record object. It 
enables Web Service communication with the permissioned blockchain network. 
The Web Service’s Public Blockchain Identification is used to public blockchain data 
uploading and querying. The IPFS component’s Contract for Purchase of Tickets, 
Signed file’s private key encrypted address. The IPFS component’s ticket revoke 
agreement file address. 

Data from the Consumer Client component is used to build the Ticket Class data. 
It contains the purchaser’s unique identifier, the public key, and the ticket’s owner’s 
unique identifier and hash value. The consumer wants the ticket. It uploads them. 
It’s a salted text hash value that identifies the prospective ticket owner. This is an 
IPFS address with a Ticket ID. The consumer and private keys sign it. This is seen 
in Fig. 7 Unique ticket ID (ID).

Signed Ticket Agreement = Cpri(Epri(IPFS address of the Agreement File) + 
Ticket ID). 

Epri(A): Encrypting A using the private key. 
Cpri(A): Encrypting A using Consumer’s private key.
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Fig. 7 Creation of a Ticket Agreement with a Signed Contract

Ticket Class has two methods: Make a payment and get your ticket via check. 
Financial Transaction Conducted Via Check option verifies ticket payment. As 
stated in the problem statement, this research does not offer a complete payment 
processing and verification solution. A Ticket Class object is created utilising 
Consumer-generated input and persistent information. You are placed in the Ticket 
Class. 

Generate Ticket ID is a controller class with the same name function. It creates 
an ID for a Ticket Class object. An ID is given. 

Encrypt Ticket Owner Identity method in Controller class. Class is the public key. 
With this function you may encrypt your ticket owner’s identity using your public 
key. 

The IPFS Uploader Class contains a ticket property and an upload method. Ticket 
object class. Upload to IPFS uploads a Ticket Class object as a file to IPFS. The IPFS 
address is returned. 

A controller class property of the Generate Public Blockchain Ticket Record Class 
is the IPFS address. The location on IPFS where the ticket file for an item of type 
IPFS Uploader Class may be found. A Public Blockchain Ticket Record Class object 
is generated by this procedure [21]. 

4.2.5 Client Class 

The Participant Class keeps a record of an identifier in the Client component. A 
property-rich blockchain node. It’s a thing. The Permissioned Blockchain Nodes list 
includes node addresses. 

A user record in the Client component is described by the User Class. It has user 
ID, procedures, and add/remove properties. Each user is identified by their User 
ID property. An array of Participant class objects identifies a user’s permissioned 
blockchain networks. Creates a Participant class object. Removes a Participant class 
object from a variable.
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Fig. 8 Shows a novel blockchain-based booking system 

As indicated above, a ticket has numerous components. This paper shows how 
the envisaged system ensures component ticket record consistency. Figure 8 depicts 
the proposed system’s ticket record. 

An IPFS file, a Public Blockchain Ticket Record, and a Permissioned Blockchain 
Ticket Record store a ticket. It’s stored in an IPFS file. To connect a public blockchain 
transaction to an IPFS ticket file, the IPFS file address is encrypted and signed. The 
public blockchain transaction’s address is retained. By linking these three ticket 
records together, the intended system ensures ticket record consistency. 

4.2.6 The Method of Making Tickets 

How a new ticket is made in the future system is detailed here. Tickets are generated 
by a collaborative effort between the Consumer Client, the Web Service, the Permis-
sioned Blockchain, the Public Blockchain, the IPFS, and the Consumer User as an 
actor. To produce a ticket, the following describes how the desired system interacts 
with these parts. 

Step 1: The Consumer Client utilises the Verify Ticket Authenticity operation to 
make sure that a ticket is legitimate (in the Consumer Client class). The Query Ticket 
method of the Consumer Client class is used to send a request to the Web Service 
component with a ticket ID and an event ID. 

Step 2: After receiving the request, the Web Service then invokes the Check If 
Ticket Is Revoked procedure (in the Check If Ticket Is Revoked class). 

(a) To find out more about a specific event, you may use the Query Event method 
and its associated class object by entering the event’s ID (in the Query Event 
class).
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(b) If the ticket has been revoked, you can find out by using the Permissioned 
Blockchain component’s Check If Ticket Is Revoked method and passing in the 
ticket’s ID. 

(c) Inform the Web Service component, which notifies the Consumer Client compo-
nent, which notifies the Consumer User, if the ticket is revoked. Just tell the Web 
Service component that the ticket is invalid and go on. This is a continuation of 
the Consumer Client. 

Step 3: The Public Blockchain Ticket Record class object is obtained through a 
consumer client query to the smart contract storing the target ticket record. 

Step 4: The third step involves the Consumer Client checking the class object of 
the Public Blockchain Ticket Record acquired in Step 2. 

(a) Invoke the Query Event Information method from the Web Service component 
to get the event’s public key. 

(b) Public Blockchain Ticket Record class object’s encrypted Ticket IPFS address. 
Tell the customer that the ticket is false if the information doesn’t match. The 
next step is to see whether they are the same. 

Step 5: The Consumer Client component makes a request to the Web Service 
component to decrypt the Encrypted Ticket IPFS address of an object of type Public 
Blockchain Ticket Record. 

(b) When an IPFS ticket file is used, the Web Service component establishes a 
connection to the appropriate event network and calls the Decrypt method on the 
Permissioned Blockchain component to reveal the encrypted address. 

Step 6: An object of type Ticket is stored in an IPFS ticket file, which the Consumer 
Client component downloads in Step 5. 

Step 7: The event signature of the Ticket Class object is verified by the Consumer 
Client module. The event signature may be unlocked by using the event public key. 

Object of the Ticket Class with the decrypted data replaced in its content. If they 
don’t match, you must inform the buyer that the ticket is fraudulent. Continue if they 
are consistent. 

Step 8: The Consumer Client module performs a cross-reference check using the 
ticket’s partial identifier and the Ticket Class object’s ticket identifying evidence. 

4.2.7 Process for Verifying the Authenticity of a Ticket 

This section describes how consumers may authenticate their tickets. The ticket 
authenticity verification method involves five components and an actor: Consumer 
Client, Web Service, Permissioned Blockchain, Public Blockchain, IPFS, in addition 
to the role of the consumer user. In order to determine whether a ticket is legitimate, 
the following steps must be taken. 

Step 1: The Arrival Ticket Verify System employs the Download technique to 
retrieve tickets (in the Arrival Ticket Verify class). Using an event network participant
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identity, the Arrival Ticket Verify System component retrieves the Tickets List class 
object from the Permissioned Blockchain component. 

Step 2: Using the Public Ticket Address, the Arrival Ticket Verify System accesses 
the warrant ticket data from the Public Blockchain component’s smart contract. Get 
a Copy of a Ticket’s Blockchain Transaction History. 

This part ensures the provided Public Blockchain Ticket Record class object has 
the correct event signature. The event signature may be unlocked by using the event 
public key. 

(b) Check the decrypted data against the IPFS address that was returned in the 
encrypted ticket. Otherwise, please have the ticket number printed. The next step is 
to see whether they are the same. 

Step 5: The part of the Ticket Verification System that deals with arriving passen-
gers requests the IPFS ticket file at the specified return address. Ownership Iden-
tity Verification through Permissioned Blockchain’s Decrypt Method and the Ticket 
Class Object (in the Decrypt by Event Private Key class). 

In order to securely store the Ticket and the encrypted Ticket Owner Identity Proof, 
the Arrival Ticket Verify System creates an object of the Arrival Ticket Record class 
with the characteristics Ticket Record and Ticket Owner Identity Ciphertext. 

Checking arrival tickets: 
One module of the Arrival Ticket Verification System scans the QR code and 

the owner’s partial identifying number to determine their identity and the salting 
information for the ticket. 

When a passenger arrives, the Verify Ticket system function is used to begin 
checking tickets. Ticket Owner Identity Hash Value is generated by hashing the 
salted text by the Arrival Ticket Verify System component. 

As soon as a new Owner Identity Hash Value is generated, the Arrival Ticket 
Verify System component checks its local storage to see whether it already has the 
value. Recognise a pass message and open the door for the ticket bearer. If the answer 
is no, then the ticket holder will be denied access. 

5 Conclusion 

This paper proposes a hybrid blockchain-based ticketing system that avoids scalping, 
counterfeit tickets, and privacy protection. In terms of transparency, privacy, and 
information exchange, the ticketing system is complex. So, data from the system 
should be categorised by user groups. And data should be housed on separate infras-
tructures. It has permissioned and public blockchains. The permissioned blockchain 
stores private ticketing data that should only be shared by attendees. The public 
blockchain stores public data like ticket purchase agreements and public details. 
Tickets may also be monitored via the public blockchain. The outcome is fixed. The 
Public Blockchain Ticket Record might safeguard consumer rights in the case of a 
dispute. As an alternative to maintaining full ticket details on the public blockchain, 
this approach makes use of IPFS files [4] and simply saves addresses to these files.
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This study also creates a digital signature system for each ticket to guarantee its 
genuineness and check its validity with public records. Each ticket’s private infor-
mation, such as name and address, is encrypted to prevent unauthorised access. 
Permissioned and public blockchains are linked through a web service component 
to ensure data integrity. All sensitive information is secured before being uploaded 
using the web service module. Tickets are checked for scalping, and personal infor-
mation is kept secure. The proposed solution will increase the difficulty, as well as the 
potential consequences, of ticket scalping, while also protecting the identity of the 
individual doing the purchasing. The ticket’s owner is validated using the hash value 
of the salted partial consumer real ID number. To build a fresh identity evidence, 
consumers keep salting information until they submit a partial real identification 
number during ticket verification. The system saves just the ticket owner’s identity 
verification data, and the consumer’s genuine identity cannot be identified without 
the salting information. Abstract system design technology does not restrict it in any 
way. 

5.1 Future Work 

The issues are addressed by the adaptable ticketing system based on the blockchain 
technology. Some issues will need to be addressed in future study. 

Ticket generating concurrency must be improved. Due to the blockchain-based 
storage structure, high concurrency ticket production is not possible. Reduce the cost 
of data storage. The system’s particular implementation may be analysed. System 
architecture is abstract. Future research might compare and analyse specific imple-
mentation strategies to determine the best fit for various application situations. Exper-
iments must be done under realistic conditions. In a real application, various compo-
nents and nodes are deployed. They communicate remotely. The delay induced by the 
Internet connection might considerably alter the findings. It is necessary to examine 
the whole ticket creation life cycle. Due to budget and time constraints, this research 
did not test the whole ticket generating process. Larger data sets are needed to prop-
erly portray real-world circumstances. To shield your work from outside influence, 
use a cloud-based virtual machine or a cluster of computers. 

References 

1. Aventus Protocal Foundation (2018) A blockchain-based ticketing protocol [White paper]. 
Retrieved 18 Mar 2019, from Aventus: https://3.9.12.207/wp-content/uploads/2019/03/Whi 
tepaper.pdf 

2. Becker G (2008) Merkle signature schemes, merkle trees and their cryptanalysis. Ruhr-
University Bochum, Tech. Rep. 

3. Bell J (2005) Ticket scalping: same old problem with a brand-new twist. Loy Cons L Rev 
18:435

https://3.9.12.207/wp-content/uploads/2019/03/Whitepaper.pdf
https://3.9.12.207/wp-content/uploads/2019/03/Whitepaper.pdf


344 S. C. Prabanand et al.

4. Benet J (2014) Ipfs-content addressed, versioned, p2p file system. arXiv preprint arXiv:1407. 
3561 

5. Buterin V (2016) Ethereum platform review: opportunities and challenges for private and 
consortium blockchains. Retrieved 2 Mar 2021, from internet: http://www.smallake.kr/wp-
content/uploads/2016/06/314477721-Ethereum-Platform-Review-Opportunities-and-Challe 
nges-for-Private-and-Consortium-Blockchains.pdf 

6. Cachin C (2016) Architecture of the hyperledger blockchain fabric. In: Workshop on distributed 
cryptocurrencies and consensus ledgers, vol 310, no 4 

7. Castro M, Liskov B (1999) Practical Byzantine fault tolerance. In: OSDI, vol 99, no 1999, pp 
173–186 

8. Cha SC, Peng WC, Hsu TY, Chang CL, Li SW (2018) A blockchain-based privacy preserving 
ticketing service. In: 2018 IEEE 7th global conference on consumer electronics (GCCE). IEEE, 
pp 585–587 

9. Chung K, Yoo H, Choe D, Jung H (2019) Blockchain network-based topic mining process for 
cognitive manufacturing. Wireless Pers Commun 105(2):583–597 

10. Diffie W, Hellman M (1976) New directions in cryptography. IEEE Trans Inf Theory 22(6):644– 
654 

11. Eastlake D, Jones P (2001) US secure hash algorithm 1 (SHA1). Retrieved 2 Mar 2021, from 
internet: https://www.hjp.at/(st_a)/doc/rfc/rfc3174.html 

12. Finney H (2004) Rpow-reusable proofs of work. Retrieved 2 Mar 2021, from internet: https:// 
cryptome.rg/rpow.htm 

13. Finžgar L, Trebar M (2011). Use of NFC and QR code identification in an electronic ticket 
system for public transport. In: SoftCOM 2011, 19th international conference on software, 
telecommunications and computer networks. IEEE, pp 1–6 

14. GET Foundation Team (2017) Guaranteed arrival token smart ticketing protocol [White paper]. 
Retrieved 18 Mar 2019, from GUTS Tickets: https://guts.tickets/files/GET-Whitepaper-GUTS-
Tickets-latest.pdf 

15. Göbel J, Krzesinski AE (2017) Increased block size and Bitcoin blockchain dynamics. In: 2017 
27th International telecommunication networks and applications conference (ITNAC). IEEE, 
pp 1–6 

16. Isaksson C, Elmgren G (2018) A ticket to blockchains. Retrieved 2 Mar 2021, from internet: 
https://www.diva-portal.org/smash/get/diva2:1282090/FULLTEXT02 

17. Jeppsson A, Olsson O (2017) Blockchains as a solution for traceability and transparency. 
Retrieved 2 Mar 2021, from internet: https://lup.lub.lu.se/student-papers/search/publication/ 
8919957 

18. King S, Nadal S (2012) Ppcoin: Peer-to-peer crypto-currency with proof-of-stake. self-
published paper, August, 19, 1. Retrieved 2 Mar 2021, from internet: https://www.chainwhy. 
com/upload/default/20180619/126a057fef926dc286accb372da46955.pdf 

19. Ko DH, Choi HK, Kim KS (2020) A design and implementation of macro pr ion ticket booking 
system using blockchain. In: Proceedings of the 2020, the 6th international conference on 
e-business and applications, pp 95–98 

20. J. Rajalakshmi, Ranjani SS, Sugitha G, Prabanand SC (2022) Electroencephalogram data anal-
ysed through the lens of machine learning to detect signs of epilepsy. In: 2022 4th International 
conference on inventive research in computing applications (ICIRCA), Coimbatore, India, pp 
898–902. https://doi.org/10.1109/ICIRCA54612.2022.9985641 

21. Kuznetsov A, Svatovskij I, Kiyan N, Pushkar’ov A (2017) Code-based public-key cryptosys-
tems for the post-quantum period. In: 2017 4th International scientific-practical conference 
problems of infocommunications. Science and Technology (PIC S&T). IEEE, pp 125–130 

22. Lamport L (1983) The weak Byzantine general’s problem. J ACM (JACM) 30(3):668–676 
23. Larimer D (2014) Delegated proof-of-stake (dpos). Bitshare whitepaper, 81, 85. Retrieved 2 

Mar 2021, from internet: https://whitepaper.io/document/388/bitshares-whitepaper

http://arxiv.org/abs/1407.3561
http://arxiv.org/abs/1407.3561
http://www.smallake.kr/wp-content/uploads/2016/06/314477721-Ethereum-Platform-Review-Opportunities-and-Challenges-for-Private-and-Consortium-Blockchains.pdf
http://www.smallake.kr/wp-content/uploads/2016/06/314477721-Ethereum-Platform-Review-Opportunities-and-Challenges-for-Private-and-Consortium-Blockchains.pdf
http://www.smallake.kr/wp-content/uploads/2016/06/314477721-Ethereum-Platform-Review-Opportunities-and-Challenges-for-Private-and-Consortium-Blockchains.pdf
https://www.hjp.at/(st_a)/doc/rfc/rfc3174.html
https://cryptome.rg/rpow.htm
https://cryptome.rg/rpow.htm
https://guts.tickets/files/GET-Whitepaper-GUTS-Tickets-latest.pdf
https://guts.tickets/files/GET-Whitepaper-GUTS-Tickets-latest.pdf
https://www.diva-portal.org/smash/get/diva2:1282090/FULLTEXT02
https://lup.lub.lu.se/student-papers/search/publication/8919957
https://lup.lub.lu.se/student-papers/search/publication/8919957
https://www.chainwhy.com/upload/default/20180619/126a057fef926dc286accb372da46955.pdf
https://www.chainwhy.com/upload/default/20180619/126a057fef926dc286accb372da46955.pdf
https://doi.org/10.1109/ICIRCA54612.2022.9985641
https://whitepaper.io/document/388/bitshares-whitepaper


Innovative Online Ticketing Model on an Intelligent Public Blockchains 345

24. Leach P, Mealling M, Salz R (2005) A universally unique identifier (uuid) urn namespace. 
Retrieved 2 Mar 2021, from internet: https://www.hjp.at/doc/rfc/rfc4122.html 

25. Leslie L (1998) The part-time parliament. ACM Trans Comput Syst 16(2):133–169 
26. Lin KP, Chang YW, Wei ZH, Shen CY, Chang MY (2019) A smart contract-based mobile 

ticketing system with multi-signature and blockchain. In: 2019 IEEE 8th global conference on 
consumer electronics (GCCE). IEEE, pp 231–232

https://www.hjp.at/doc/rfc/rfc4122.html


Machine Learning for a Payment 
Security Evaluation System for Mobile 
Networks 

Solleti Ramana, N. Bhaskar, M. V. Ramana Murthy, 
and M. Raghavender Sharma 

Abstract Consumers can now access services using a wide range of handheld 
devices due to the recent explosive expansion of various mobile network payment 
gateways. The method used to assess the security of mobile network payment gate-
ways covers complex, complex situations such as malware detection, two-factor 
authentication, and fraudulent payment system detection. To help with mobile 
transaction fraud detection, virus detection, and authentication issues, this work 
recommends using the Secure Mobile Electronic Payment Framework Enhanced 
by Machine Learning. 

Keywords Transfer learning ·Machine learning · Naive Bayes · DenseNet ·
Cloud security 

1 Introduction 

The massive development of wireless networks is generating a record-high rise in 
mobile devices. However, smartphone users are all still seriously challenged by 
financial malware, malware, spyware, and malicious applications. Modern smart-
phones may be used for e-commerce, personal transactions, and social media beyond 
simple communication. The methods now being used for malware detection are 
usually split into three divisions, with many practical approaches having been devel-
oped. Network-level behavior detection, dynamic system-level behavior analysis, 
and static analysis. Techniques for identifying malicious apps usually use static

S. Ramana (B) 
Department of Computer Science, Bhavan’s Vivekananda College, Saini-Kpuri, Secunderabad, 
Telangana, India 
e-mail: ramana_msc008@yahoo.co.in 

N. Bhaskar 
Department of CSE, CBIT, Hyderabad, Telangana, India 

M. V. R. Murthy · M. R. Sharma 
Department of Statistics, Osmania University, Hyderabad, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
G. Rajakumar et al. (eds.), Intelligent Communication Technologies and Virtual Mobile 
Networks, Lecture Notes on Data Engineering and Communications Technologies 171, 
https://doi.org/10.1007/978-981-99-1767-9_26 

347

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1767-9_26&domain=pdf
mailto:ramana_msc008@yahoo.co.in
https://doi.org/10.1007/978-981-99-1767-9_26


348 S. Ramana et al.

analysis and dynamic system approaches [1]. Static analysis, based on semantic 
signatures and focused on looking at code samples without running them, employs 
reverse-engineering techniques to analyze programmers’ code. To determine if an 
app displays malicious activity, it collects static data from malware attacks, such 
as binary sequences, callback sequences, authorization request sequences, and any 
other static information. 

Although masking methods can more readily circumvent these strategies, they 
are more resilient to changes in malware development [2]. The dynamic system-
level evaluation concentrates on gathering accurate data from the execution traces 
of malicious applications. Dynamic analysis has the disadvantage that it requires 
the applications to be executed in a controlled environment, which might also affect 
malware behavior, making it challenging to identify the specific programming loca-
tion where such activity happened. We initially collect Mobile malware activity 
during the initial minutes for use as training and testing data [3] to circumvent these 
issues. Then, we detect harmful activity using various well-known machine learning 
models, including SVM, C4.5, and Naive Bayes. The study’s results suggest that 
network traces and the selected criteria may be used to identify some malicious 
behaviors. [4]. They also highlight the limitations of traditional machine learning 
approaches in dealing with data sets. 

2 Related Work 

Researchers work hard to accurately pinpoint malicious network activity and identify 
the related malicious software. One research thoroughly analyzes the Internet infras-
tructure for mobile virus detection. The links between the network and user activity 
are examined in other studies, which is a typical method for identifying anomalies 
[5]. It offers a technique for clustering behavioral malware just at the network level. 
Several studies have also looked at using machine learning to detect malicious apps. 
Fortunately, there are excellent and efficient solutions to safeguard the information 
on your mobile device [6]. Data storage preservation and transfer on smartphones, 
laptops, and other mobile devices are called mobile Safety. The phrase “mobile 
security” refers to a broad category that covers anything from malware protection to 
smartphones. 

Furthermore, it decreases the chance that mobile devices will escape theft, unau-
thorized or accidental loss, and their data will be secured. “Contactless payments” 
refers to a customer’s transaction using their smartphone. This device converts the 
image data from standard and botnet network traffic into a robust convolutional neural 
network called DenseNet [7]. The effectiveness of each other’s simulation may be 
increased by the outcomes of transfer learning from 33.41% to 99.98%. Afterward, 
a security strategy construct based on learning is dynamically recommended to be 
transferred using the security strategy update approach. The outcomes of the secu-
rity plan formulation and network performance simulation confirm the viability and 
efficacy of the suggested security feature [8].
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The methodology allows you to take advantage of the data gathered from 
numerous IoT devices but only includes some. The experimental results demon-
strated that, compared to the basic in-depth training technique, the proposed DTL 
model significantly increases IoT attack precision [9]. 

3 Machine Learning Smart Payment Framework 

The framework necessary for the efficient operation of companies that are engaged 
in the development of mobile handsets is offered by the mobile infrastructure. 
The Global System for Mobile and 2-Generation, one of the most widely used 
mobile networks, was established with various goals. Globe roaming, increased 
voice, quicker data speeds, fraud protection, and collecting data [10]. The develop-
ment of payment options significantly impacts the standard of living. New payment 
methods are now presenting future possibilities and challenges. Contactless payment 
became increasingly complicated as the process became more accessible and quicker, 
especially in dealers where throughput was the most crucial component. 

The area covered by an emitter is shown in Fig. 1 as the primary physical compo-
nent of a cellular network. In its simplest form, a mobile phone communicates 
with an access point through radios. A base station connects and manages multiple 
base stations [11]. Every wireless connection can serve as the communication path 
between a base station and its controllers. 

The mobile switching center was interconnected with several base station 
controllers and downstream. Switch or Hub, connected through wired networks like 
the Public Switched Telephone Network (PSTN), handles accounting data. Some 
applications require signing in through the home network. The web and the Mobile

Fig. 1 An overview of a mobile system’s essential components 
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Table 1 The dataset’s top 10 
families 

Sl. no. Family name Number 

1 Plankton 626 

2 DroidKungFu 668 

3 Fake Installer 927 

4 Icono system 154 

5 GinMaster 340 

6 Opfake 615 

7 K min 155 

8 Geinimi 94 

9 Droid Dream 83 

10 SMS reg 42 

Switching Center provide a direct connection. The majority of the database comprises 
the user’s phone number, the services provided, and the secret key on a mobile device 
listed in the home location register [12]. The home location register, a database, is 
updated by the mobile switching center with user information. 

4 Analysis of Imbalanced Issues and the Collection 
of Mobile Malware Traffic 

4.1 Malware Sample Data Set for Android 

The malicious traffic data was collected to identify the project’s 5560 malware 
samples. The malware samples in question were collected between August 2021 
and November 2022. 

Table 1 gives an overview of the top 10 malware families in the data collection, 
including those currently being aggressively distributed in the app store [13]. 

4.2 Platform for Automated Traffic Collection 

We created helpful traffic creation and monitoring software to detect malware traffic 
traces. The foundation platform, the traffic generator, the traffic collector, and the 
networking proxy/firewall are displayed in Fig. 2, together with their specific roles. 
The foundation platforms offer a regulated setting for simulating Android and its 
essential features, including creating simulators and installing apps [14]. The traffic 
generator, designed to set up and run malware samples to generate traffic traces 
automatically, comprises two components: the automated traffic generator and the
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Fig. 2 Platform for creating and collecting mobile traffic 

malware execution controller. The previous module is required for a specific malware 
sample’s deployment and activation. In contrast, the later module is developed to 
preserve incoming and passing data via TCP dump automatically [15]. 

4.3 Collection of Mobile Traffic 

Using the network collection platform, within the first 5 min, we collect the network 
traffic of 5560 malware samples. 

To increase traffic quality, a sizable portion of useless traffic, including SSDP, 
DHCP, ARP, NBNS, IGMP, and SMB packets, is filtered out of the received raw 
data. Table 2 provides an overview of the most critical data from the traffic collected 
for the top 10 families [16].

4.4 Recognizing Malicious Traffic Flows 

We develop a method to transform mobile traffic packets into traffic flows. The TCP 
dump data packets must be converted into flows to detect malicious flows. According
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Table 2 Data about the top 10 families’ traffic in detail 

Name of family Data outbound Data inbound 

Number of 
traffic 

Average Bytes Number Average Bytes 

DroidKungFu 81,008 223.98 9,072,298 169,299 2752.05 213,138,982 

Plankton 57,765 347.85 10,075,699 49,755 763.16 18,935,688 

Fake installer 2672 246.73 2670 329 034 2938 1578.68 2,311,118 

Opfake 2298 336.19 382,654 2218 1036.90 1,152,088 

Base Bridge 6738 377.76 1,277,562 4812 881.95 2,117,626 

Iconosys 688 312.94 108,115 467 608.08 142,833 

K min 3958 291.5 575,357 3622 1152.60 2,085,299 

Fake doc 19,955 250.35 2,475,638 23,451 1705.69 19,988,415 

Geinimi 1138 288.9 165,237 835 506.03 210,344 

SMS reg 2382 244.92 292,572 3496 1977.52 3,458,448

to research, over 80% of malware applications use the repackaging strategy to hide 
their true nature as innocuous programs by embedding harmful code into innocent 
ones [17]. So, the majority of malicious apps pose as “harmless” ones. Naturally, 
both good and bad traffic data will be included in the traffic that has been collected. 
Both good and bad traffic data will be included in the traffic that has been gathered. 
The transformed flows help locate “pure” malicious traffic frequently provided by 
malicious apps. 

Based on extensive data analysis, we discover that each malware sample creates 
4–5 flows, 1–2 of which are malicious, on average, during the first 5 min. In contrast, 
a good application contains 8.02 flows [18]. Consider such a condition when five 
other Android devices are safe, but one Android device gets infected with a particular 
malware sample. Ninety-five secure applications are pre-installed on each smart-
phone. In a typical network context, just one out of every 4565 flow pattern average 
IR valuation is malicious. 

4.5 Analysis and Extraction of Flow Features 

We describe how the amount of downlink traffic differs from the amount of uplink 
traffic using a graph where the x-axis represents downlink traffic and the y-axis uplink 
traffic. The red line indicates that x = y, suggesting that the uplink and downlink 
traffic rates are equal in this case. By comparing the proportion of uplink traffic to 
downlink traffic in terms of packets, it can be shown that most malware families have 
packet quantity ratios higher than the threshold [19]. The study demonstrates that 
uplink traffic successfully and efficiently decreases downlink traffic and that most
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Fig. 3 The top 10 families’ 
downlink to uplink traffic 
amount ratio 

harmful applications upload data more often than helpful ones. The top 10 families’ 
downlink to uplink traffic amount ratio is presented in Fig. 3. 

5 Experimental Results 

Using virtual mobile simulation software, simulation research is carried out. The 
performance, security, cost, and accuracy ratios were all used to show how depend-
able the suggested technique was. Several security procedures have been put in 
place to ensure mobile payment security. Security issues with contactless banking 
include malware detection, multi-factor authentication, safety, fraud detection, and 
data intrusion prevention. Figure 4 provides the analysis of the ecosystem’s payment 
chain security. 

Each member of the digital payments system should be able to provide proof 
that they have implemented the necessary security protocols. Are included cloud-
based, token service providers, and the mobile payment system. The parties might be 
formed separately from the end-to-end safety check, with each component individu-
ally checked. Therefore, the many parties must collaborate to integrate and provide a 
service while enhancing health. It is essential to test the protection of all participants 
from threats, particularly privileged access for network administrators.

Fig. 4 Analysis of the 
ecosystem’s payment chain 
security 
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Table 3 Accuracy of classification models 

IR Bayes Net SVM Naive Bayes C4.5 

100 0.995528 0.995454 0.818124 0.999568 

200 0.997534 0.997008 0.422445 0.999636 

300 0.998256 0.997457 0.521018 0.996878 

400 0.998257 0.998183 0.589985 0.999854 

500 0.998983 0.998544 0.856845 0.999565 

600 0.998984 0.999273 0.956425 0.999781 

700 0.998618 0.999271 0.845233 0.999780 

The unbalanced mobile traffic flow feature data set is divided into seven groups 
to be taken into consideration to fix the problem with the IR values in the anomalous 
detection problem. 100, 200, 300, 400, 500, 600, and 700 are the IR values’ equiva-
lents. The ratios of positive and negative samples across various network topologies 
are represented in these graphs. The majority of the classifiers in the ACC findings 
perform well. Except for the Naïve Bayes classifiers, these classifiers’ accuracy rates 
may exceed 99.9%. The AUC results, however, demonstrate that when the IR value 
rises, the accuracy of every classifier falls as in Table 3. 

6 Conclusion 

Modern technological technology is more dependent on mobile payment systems in 
various settings as an alternative payment method. Adaptability, perceived utility, 
robustness, comfort, and mobility are a few advantages of this measurer examining 
the traffic flow statistics and comments. We recognize the data imbalance problem 
that negatively impacts the Android malicious flow detection secure statistics. The 
results show that most frequent classifiers work rather well, demonstrating the effec-
tiveness of machine learning methods for spotting fraudulent mobile traffic. When 
the amount of imbalance and the IR value increase, the accuracy of pleasant clas-
sifiers rapidly decreases. By comparing it to other classifiers using the same traffic 
flow data set, we show that the IDGC model is significantly more stable. The IDGC’s 
classification performance in terms of AUC and GM stays within the range of 0.8 and 
1.0 as the IR value rises. Based on the foundation of machine learning technology, the 
paper evaluates the safe electronic payment system of mobile payment technology. 
It also summarizes the safety concerns and security risks involved with each object.
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Secure and Efficient Routing Mechanism 
for Healthcare Networks 

Animesh Giri, B. V. Balaji, Bhoomika P. Bhavimath, V. Durgalakshmi, 
and B. Rahul 

Abstract The demand for healthcare services is increasing with the growing popu-
lation. Integration of the Internet of Things (IoT) is a key move to cater to this 
demand. Routing protocols form a key aspect of a network. The three principal 
elements of routing protocols deployed in the healthcare sector include compliance 
with the constrained nature of devices, capacity to manage heterogeneous traffic, 
and data security. In this study, the RPL routing protocol is being explored. This 
paper compares the usage of Multiple RPL Instances with Multi Sink against Single 
RPL Instance with Single Sink over Latency, Energy consumption, Control traffic 
overhead, and Packet Delivery Ratio in Cooja Simulator. The results obtained illus-
trate that the Multiple Instance and Multi Sink approach performs better, thereby 
indicating its ability to handle heterogeneity. Further, cryptographic mechanisms are 
added to ensure confidentiality. Additionally, data from the sinks are transferred to 
a backend server hosting a website. 

Keywords Internet of things · Routing protocol · Heterogeneous traffic ·Multiple 
instance · Cooja simulator 

1 Introduction 

In this period of digital transformation, the “Internet of Things” (IoT) is one of the 
main driver technologies. The IoT devices agree with the IEEE 802.15.4 standard 
making them constrained by nature. Such wireless nodes form a network termed 
“Low-Power Wireless Personal Area Networks” (LoWPANs). Thus, the conven-
tional Internet Protocol (IP) cannot be implemented directly. The “Internet Engi-
neering Task Force” (IETF) thus developed a solution to make Internet Protocol 
Version 6 (IPv6) to communicate with LoWPANs with strategies like compression 
of IPv6 headers and addition of an adaptation level/layer between IP and Data Link
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layer [1]. “Low-Power and Lossy Networks” (LLNs) consist of resource-constrained 
nodes connected through unstable links with high packet loss. One of the major 
considerations in such scenarios is the building of a suitable routing protocol. The 
protocol must deal with the less energy and processing power of nodes along with 
providing reliability given the lossy nature of the network [2]. The IPv6 Routing 
Protocol for LLNs (RPL) is a routing protocol explicitly designed for LLNs by the 
ROLL Working Group in the IETF. It is a proactive; “distance-vector” protocol that 
constructs a graph termed “Destination Oriented Directed Acyclic Graph” (DODAG) 
with no cycles [3]. Most healthcare organizations are using IoT technology to trans-
form into “Smart Healthcare” with a focus on personalized care. This inclusion 
allows to collect, analyze, and transfer data about patients and the hospital environ-
ment efficiently to a central database for better decision-making [4, 5]. It is observed 
that sensors on patients measuring vitals represent critical data with higher sending 
intervals. While static sensors measuring environmental conditions have a smaller 
sending rate. It is thus observed that different sensors within the healthcare environ-
ment generate different types of traffic that need to be handled in a varied manner. In 
summary, IoT devices in the healthcare environment generate heterogeneous traffic. 

2 Background 

2.1 RPL Overview 

RPL is a reliable routing solution that aims to satisfy the needs and requirements of 
constrained nodes and lossy networks. It is a “distance-vector” protocol that splits the 
given network topology of nodes/sensors into one or more instances. Each instance 
consists of at least one tree-like structure termed DODAG. All sensors in the graph 
are directed to a single node called the DODAG root/sink. A DODAG is uniquely 
recognized using DODAG ID and RPL Instance ID. Every RPL instance is linked 
to a single Objective Function (OF) that helps in the selection and optimization of 
paths within it [6, 7]. The OF helps a node to take primary decisions such as creating 
a potential parent list, choosing a parent over the others with an additional metric, 
choosing a DODAG to join, and rank calculation [8]. Figure 1 illustrates the route 
selection process followed by RPL.

2.2 Heterogeneous Traffic and RPL 

In a heterogeneous traffic environment, each type of traffic requires different Quality 
of Service (QoS) parameters [9]. An RPL instance is a collection of one or more 
DODAGs all operating with the same OF. Thus, all nodes in an instance are said to 
have one objective (in terms of how to optimize their routes). A heterogeneous traffic



Secure and Efficient Routing Mechanism for Healthcare Networks 359

Fig. 1 Flow chart representing route creation

context would need multiple routing objectives. Thus, forming multiple instances is 
a way to handle this requirement in RPL [10, 11]. Figure 2 shows the formation of 
multiple instances.

3 Related Work 

The authors in [12] built a network of 60 nodes generating critical and regular/periodic 
type data traffic. Sending intervals and packet sizes were modified for each. They
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Fig. 2 Multiple Instances

evaluated the performance of both single and multiple instance RPL (two instances 
in total) against average PDR, average convergence time, and average latency with 
three reception ratios (100, 85, 70%). The simulations were conducted in the Cooja 
simulator. It was observed that the average routing tree convergence time was a little 
higher in multiple instance by a margin of 4–5 s at all reception ratios. This is because 
every node must form two DAGs with the sink node as opposed to one in a single 
instance. Additionally, both types of data traffic had improved performance in latency 
and PDR at all RX ratios. Parameters like energy consumption and control traffic 
overhead were not explored in this paper. 

Al-Abdi et al. [13] considered an IoT system deployed on a floor with four wards 
with three kinds of traffic, namely critical, medium-critical, and periodic. Sending 
intervals and packet sizes were modified for each. Requirements included minimal 
delay and high reliability for critical data, considerable delay for medium-critical 
data, and least priority in terms of delay and reliability for periodic data. The authors 
evaluated the performance of both single and multiple instance RPL (three instances 
in total) against average PDR and average latency with three reception ratios (100, 
85, 70%). The experiment was conducted using the Cooja simulator. The results 
obtained illustrate that multiple RPL instances outperformed at all reception ratios. 
Considering the RX ratio of 100%, an overall latency of 21.2 s was obtained with 
single instance. In contrast, with multiple instances, an average latency of 0.04 s was 
observed. Similarly, the average PDR was 28% with single instance and 93% with 
multiple instance RPL. However, only two metrics were evaluated against single 
instance RPL. 

Mardini et al.  [10] demonstrated the performance of multiple instances in a 6G/ 
IoE-based sample health monitoring system. The system is assumed to be employed 
at King Abdullah University Hospital (KAUH), Jordan. Sensors were deployed on 
every floor of the hospital, each segregated into departments such as labs and the 
Intensive Care Unit (ICU). Thus, each floor would generate different traffic types, 
namely high-critical, medium-critical, and periodic. Sending intervals and packet 
sizes were different for each type. Requirements included minimal delay and high 
reliability for critical data (data from ICU), considerable delay for medium-critical
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data, and the least priority in terms of delay and reliability for periodic data (data 
from general wards). Three floors (1, 9, 11) were simulated in the Cooja simulator. 
Average PDR and average latency were tested for three reception ratios (100, 85, 
70%). Latency was improved in multiple instance RPL at all RX values. Further, 
PDR has also improved in most cases except on the eleventh floor at 100% and 85% 
reception ratios. Other metrics such as convergence time and energy consumption 
were not compared. 

Zaatouri et al. [14] have evaluated the performance of multi-sink in a network 
topology of randomly spaced 35 sender nodes. Cooja Simulator was used to contrast 
the performance of 1 sink, 5 sinks, and 10 sinks against PDR, energy consumption, 
number of lost packets, and throughput. Additionally, the results were compared with 
all nodes running with OF0 and MRHOF separately. The results obtained proved that 
the multi-sink approach improved the performance in all four aspects. Here every 
node tries to form a DODAG with the nearest sink thereby decreasing the number 
of packets lost, energy consumption, and increasing PDR and throughput. Further, 
MRHOF (ETX) outperformed OF0 (HC) in all cases. 

The limitations of the existing work in this area include:

• Testing of the Multiple Instance and Multi-sink approach together in a network 
generating heterogeneous traffic

• Relaying sensory data outside the Cooja simulator to a backend server 

This paper aims to address both these limitations with a new network topology 
and with the integration of COAP and SSE service. 

4 Proposed Approach 

In this paper, we have assumed an IoT system to be deployed on a hospital floor 
with three departments, ICU, a Special ward, and a laboratory. Sensors are placed on 
patients in Special wards and ICUs to closely track their health statistics while sensors 
are placed on walls of laboratories to get environmental statistics. Information from 
the ICU and Special ward sections are regarded as critical traffic and medium-critical 
traffic, respectively. Data from labs are classified as periodic traffic (to be sent after 
a fixed period) considering it measures values such as temperature and humidity of 
the room (Fig. 3).

A multiple instance approach is proposed to route traffic efficiently in this scenario. 
This is because, a single OF is used when all the nodes have the same Quality 
of Service (QoS) requirement while in a heterogeneous environment, a Multiple 
Instance approach (DODAGs running on different OFs to create routes) is to be 
deployed [5]. Data from ICU and Special ward is considered as one instance while 
traffic from labs forms the second instance. This is because both critical and medium-
critical data share characteristics such as high sending intervals and less delay. While
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Fig. 3 High-level design of the proposed mechanism

periodic data is sent after a large fixed interval and is delay tolerant. Here hetero-
geneity is only defined based on the QoS parameters requirement. Further, a multi-
sink approach is proposed. Each department/traffic type is provided with a separate 
sink to relay information as opposed to having one single sink for all the depart-
ments/traffic types. Thus, three DODAGs would be formed in total with two of them 
being part of one instance (critical traffic) and the other forming a separate instance 
(periodic traffic). Figure 4 illustrates the proposed mechanism. This paper aims to 
compare and contrast the single instance and single sink approach with the multiple 
instance and multi-sink [with 2 and 3 sinks] approach for the proposed architecture. 
Further, the communication between the Constrained Application Protocol (COAP) 
server and the backend server is illustrated in Fig. 5. 

Each sink (act as COAP client) buffers the data received from the sender nodes 
and pushes it periodically to the COAP server as a COAP request. The backend server

Fig. 4 Proposed approach to handle heterogeneous traffic
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Fig. 5 COAP-proxy-backend server communication

(indicated as the client in Fig. 5) establishes an Server-Sent-Events (SSE) connection 
with the Proxy server (shown as the server in the Fig. 5). Thus, the client/ backend 
server continues to listen to this connection. The server periodically sends a COAP 
request to the COAP server. The entire queue (maintained by the COAP server) is 
sent back as a COAP response to the proxy server. On receiving data, the Server/ 
Proxy server sends it to the client/Backend server via the SSE connection to update 
the website. 

COAP is a lightweight application protocol (majorly following a client–server 
architecture) running on User Datagram Protocol (UDP). Any COAP client and 
server communicate via request and response messages. Request messages are of 
four types GET, POST, PUT, DELETE similar to Hyper-Text Transfer Protocol 
(HTTP). Figure 6 displays a sample communication. 

Certain measures have been taken to ensure data security within the simulation 
alone (majorly confidentiality tackled). Contiki-NG provides link-layer security for 
IEEE 802.15.4 Time Slotted Channel Hoping (TSCH). Link-layer security encrypts 
frames as it travels across the medium using the AES-128-bit algorithm (Advanced 
Encryption Standard). Suitable changes have been made to the configuration files to 
deploy and activate this feature at all sender nodes (at sink nodes, data gets decrypted). 
This feature maintains 2 cryptographic keys for data transfer and control/management

Fig. 6 COAP 
communication between 
server and client 



364 A. Giri et al.

Fig. 7 Packet encrypted with AES-128 algorithm 

messages, respectively. Further Datagram Transport Layer Security (DTLS) is used 
in this project. It is a security layer built over UDP that has both cryptographic and 
authentication mechanisms all resolved within a short run of time thereby not adding 
to latency. 

Figure 7 shows all the packets transferred during a simulation run (pcap file loaded 
in Wireshark). The dialogue box (marked with an arrow) illustrates the data/payload 
in the packet. It is seen that it is encrypted successfully and the cipher text is shown 
in place of plain text. Further, the Auxiliary Security Header is included as part of 
the frame (highlighted with a box) with information such as Message Integrity Code 
(MIC) and Frame Check Sequence (FCS) checksum. Thus, the inclusion of Link-
layer security and DTLS protocol ensures confidentiality of data is maintained as it 
travels from sender to sink nodes. 

5 Simulation 

Critical, medium-critical, and periodic traffic is distinguished based on sending inter-
vals and payload sizes. Critical data from ICU would be sent regularly at short inter-
vals. While medium-critical data would also be sent regularly. Periodic data will be 
sent after large intervals [12]. Further, the payload length will be in the order crit-
ical, medium-critical, and periodic from smallest to largest. Tables 1, 2 and Fig. 8 
highlight these values. The two approaches (Single Instance with Single Sink and 
multi-instance with multi-sink) were compared against four metrics, Packet Delivery 
Ratio (PDR), Latency, Average Energy consumption, and Control traffic overhead.



Secure and Efficient Routing Mechanism for Healthcare Networks 365

Table 1 Sending Intervals of sensor nodes at different departments 

Critical traffic Medium-critical traffic Periodic traffic 

15 s 30 s 200 s 

Table 2 Simulation environment parameters. 

Parameters Values 

OS Contiki-NG 

Simulator Cooja 

Communication protocols IEEE 802.15.4, 6LoWPAN, RPL, IPv6,UDP 

Radio medium Unit Disk Graph Medium: with distance loss 

Mote type Cooja mote 

Total number of sender nodes 38 

Node positioning Linear, eclipse 

Transmission ratio 100% 

Transmission range 50 m 

Interference range 100 m 

Simulation period 45 min 

Squared area 360 m × 360 m 

Topology Grid topology 

TX ratio 100% 

RX ratio 80%, 85%, 90%, 95%, 100% 

Speed No limit 

OF Single instance—OF0, Multiple instance: OF0 (periodic), and 
MRHOF (critical and medium-critical data) 

Fig. 8 Payload length for UDP packet
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Fig. 9 Topology for single instance with single sink 

Fig. 10 Topology for multiple instance with multi (2) sinks

Figures 9, 10 and 11 display the topology for single instance with single sink 
and multiple instance with multiple sinks approaches. Single Instance with Single 
Sink approach has a single sink/collector for all departments. Multiple Instance RPL 
with 2 sinks, has a sink common for ICU and Special ward and a dedicated sink for 
Lab sensors while Multiple Instance RPL with 3 sinks, has a dedicated sink for each 
department. 

These three topologies (with 38 sender nodes) were deployed in a 360 × 360 grid 
in the Cooja simulator with suitable changes in payload size and sending intervals 
and run for 45 min at different reception ratios (100%, 95%, 90%, 85%, 80%). The 
in-built Simulation Java Script Editor was used to calculate Packet Delivery Ratio 
and Latency 1 . Control Traffic Overhead was calculated by analyzing the resultant 
pcap file in Wireshark. The energy consumption of each node was calculated using 
the “Energest module” in Contiki-NG. This library helps to track the components of

1 https://github.com/DURGALAKSHMI0108/Multiple-Instance-RPL-with-Multiple-Sink.git 

https://github.com/DURGALAKSHMI0108/Multiple-Instance-RPL-with-Multiple-Sink.git
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Fig. 11 Topology for multiple instance with multi (3) sinks

the node and prints those details as part of the mote output. The log file (indicating 
simulation output) was given as input to a python script written to calculate the energy 
consumption with the outputted values (See footnote 1). 

6 Results and Discussion 

6.1 Packet Delivery Ratio (PDR) 

The PDR values are drastically improved in the proposed approach for all types of 
traffic (at all reception ratios). For critical traffic, Single Instance and Single Sink 
approach provides lesser values compared to Multiple Instance + Multi Sink [3 
sinks] approach at all RX values. This difference becomes large at RX ratios below 
80%. At an RX ratio of 50%, Single Instance and Single Sink approach provide 
only 83.6734% while this was improved to 99.6817% in the Multiple Instance + 
Multi Sink approach. For medium-critical traffic, the Single Instance and Single 
Sink approach gives only 98.84% and 47.4137% at 85 and 50% RX ratios while 
these values are increased to 100% and 100% in the Multiple Instance + Multi Sink 
approach. Similarly, value jumps are seen at the other reception ratios. For periodic 
traffic, Single Instance and Single Sink approach present 0 at 50% RX ratios. While 
this value is increased to 97.0588% in the Multiple Instance + Multi Sink approach, 
the rest of the values are 100 in both approaches for periodic traffic. Generally, at a 
50% RX ratio, the PDR values will be considerably low because of the low reception 
ability of the sink node thereby leading to high data loss. In the Single Instance 
and Single Sink approach, all kinds of data traffic packets are aimed at one node 
making it congested. Critical packets are sent at a 4 ppm rate and medium-critical
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Fig. 12 Results of PDR values obtained 

with a 2 ppm rate. Periodic packets are sent at a 0.33 ppm rate thereby around 18– 
19 packets are sent in the entire simulation. With a single congested sink, none of 
the periodic packets get a chance to reach the sink node making the PDR 0%. In 
contrast, in the Multiple Instance + Multi Sink approach, each kind of traffic has its 
sink node. Therefore, periodic traffic gets a better PDR value of 97.0588% at a 50% 
RX ratio. The reduction in congestion is one of the main reasons for the improvement 
in PDR in all traffic kinds. Another reason for the change in PDR for critical and 
medium-critical traffic is due to the use of ETX (in Multiple Instance + Multi Sink). 
ETX considers the quality of the communication links and can rapidly respond to 
dynamic network conditions, a feature that is missing in OF0. This feature helps us 
to meet high-reliability requirements for critical and medium-critical traffic. Further, 
the variation in PDR in Single Instance and Single Sink approach with RX values is 
large compared to the Multiple Instance + Multi Sink method thereby making it a 
better choice in realistic scenarios where RX ratios are less than 100%. The reason for 
the small differences between Single Instance and Single Sink and Multiple Instance 
+ Multi Sink approach at higher RX ratios could be attributed to the small number of 
nodes in the network. The same experiment was conducted for Multiple Instance + 
Multi Sink (with 2 sinks) and the results are shown in Fig. 12. It is seen that Multiple 
Instance + Multi Sink (3 sinks) outperforms all the approaches. 

6.2 Average Latency 

Figure 13 displays the overall latency results obtained. Here latency is calculated as 
the delay of every packet received to the total number of packets received irrespective 
of the traffic type. The Multiple Instance + Multi Sink [with 3 sinks] approach gives 
better performance at almost all RX ratios. The Multi Sink approach gives lower 
latency due to the presence of a closely placed dedicated sinks. Further, it is proved 
that ETX has a lesser hop count than OF0 thereby giving way for lesser delay [15]. 
Furthermore, as the RX ratios decrease, latency values increase in both methods. 
But the variation is reduced in Multiple Instance + Multi Sink approach. This is
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Fig. 13 Results of average latency values obtained 

because MRHOF was used for critical and medium-critical traffic and it considers 
data related to link quality such as ETX while forming routes. 

6.3 Average Energy Consumption 

Figure 14 displays the results obtained. The average energy consumption of all nodes 
is the least in our proposed approach (Multiple Instance + Multi Sink [3 sinks]) at all 
RX ratios. This is attributed to the presence of dedicated sinks. This avoids normal 
sender nodes being relay nodes (nodes that transmit information of other nodes to 
the sink), thereby reducing energy consumption. Further, the energy consumption of 
MRHOF is lesser than OF0 because it measures link quality while forming routes 
thereby creating better routes, allowing lesser re-transmissions, and saving energy 
[16]. 
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6.4 Control Traffic Overhead 

Figure 15 displays the results obtained. Control traffic overhead is calculated as the 
total number of control messages transmitted throughout the simulation time to form 
and maintain routes. It is observed that Multiple Instance + Multi Sink [3 sinks] has 
lesser control traffic overhead among all the approaches at all RX ratios. Further, as 
the reception levels decrease, there is an increase in the control messages passed, but 
the variation is less in our proposed approach. The effects of higher overhead include 
higher network traffic and energy drain. 

6.5 Foren6 

Foren6 is a visualization and diagnosis tool specifically designed for 6LoWPAN 
networks. The simulation pcap file is processed to display the DODAG formed, its 
parameters (DODAG ID, Instance ID, Objective function, Node rank). Figures 16 
and 17 show the DODAG formation at a 50% RX ratio with Single Instance with 
Single Sink and Multiple Instance with 3 sinks, respectively. It is observed that many 
nodes are not connected at all in the Single Instance and Single Sink approach while 
in the proposed approach none of the nodes are left out. Thus, the proposed approach 
ensures reliability even at an RX ratio as low as 50%.

7 Conclusion and Future Scope 

In summary, our project proposes the use of Multiple Instance RPL to handle hetero-
geneous traffic within a single network. The instances were formed based on varia-
tions in sending interval, QoS requirements, and payload sizes. Further, a multi-sink 
[3 sinks–one for each department] approach was also chosen to avoid hotspots within 
the network. The proposed approach was compared with Multiple Instance + Multi
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Fig. 16 Foren6 visualization of single ınstance with single sink approach 

Fig. 17 Foren6 visualization of multiple ınstance with 3 sinks approach

Sink [2 sinks] and Single Instance with Single Sink approach in the Cooja Simu-
lator. Results showed that the proposed approach is better at all reception ratios 
in terms of PDR, Latency, Control Traffic Overhead, and Energy consumption. As 
part of future implementation, the proposed routing mechanism can be tested with 
a topology with multiple departments and floors thereby adding more nodes to the
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network. The routing mechanism could be altered by making the number of instances 
dynamic rather than pre-defined. The Multiple Instance approach could be extended 
by proposing an improved and optimized Objective function and Trickle algorithm. 
Additional security mechanisms (such as Firewalls, Intrusion Detection Systems) 
can be incorporated to ensure all security principles are maintained. Our project 
aimed at securing data transfer within the simulation bounds, further, attacks, and 
mitigation mechanisms on COAP and SSE could be tackled. 
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Secured Ticketless Booking System 
to Monuments and Museums Using 
Cryptography 

Kuldeep Vayadande, Ankur Raut, Roshita Bhonsle, Vithika Pungliya, 
Atharva Purohit, and Varad Ingale 

Abstract The background of our prototype—‘Safar’, is to develop a web-based 
application based on the effectiveness of QR codes for authenticating an E-ticket. 
The aim is to provide a simple and sophisticated system to generate an E-ticket, it 
will be able to increase ticket sales. The proposed system will allow the user to book 
a ticket for a particular monument on a particular day. After booking a ticket, the user 
is directed to the payment portal where the money transaction is carried out using the 
RazorPay testing API. If the payment is successful, an E-ticket containing the QR 
is generated which is sent to the email of the tourist. The tourist then scans this QR 
code at the monument to gain entry into the monument. The proposed website also 
contains an admin portal where the live count of visitors with their credentials and 
the history of tourists for that monument is stored. All the user data will be encrypted 
using a novel cryptographic approach before it is saved to the database, to provide 
added security. As tourism accounts for 7% of India’s GDP, the proposed system 
aims to attract tourists by giving them an all-round, complete experience. It not only 
reduces the time to wait for a long duration in queues but also makes the process 
of visiting a monument seamless and hassle free. The proposed system is developed 
using React, HTML, CSS, JavaScript, and Django. It will give a boost to the heritage 
and culture of our country and also ensure a greener and cleaner economy.
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1 Introduction 

Even if the idea of E-ticketing is widely used in the travel industry, it is challenging 
to put into practice in a setting where the entire company strategy is built around 
flexible travel and tourism. The daily verification of identification documents for 
22 million visitors requires significant human resources, but all of this can be digi-
tally streamlined by connecting the location of the app with the information card 
database, with local museums generating a major portion of this income. With the 
use of digitalization, technology is becoming increasingly important in today’s fast-
paced environment. E-ticketing systems will be able to integrate effective verifica-
tion mechanisms and also be time and cost-effective. The proposed work aims to 
help individuals by offering a simple, user-friendly layout by providing a simple and 
secure way for museums to verify visitors. It also does away with the need for human 
resources to check tickets, which is another benefit. With the present trend heading 
toward digitalization, smart ticketing systems are imperative. Ticketing systems are 
projected as Museums and Heritage Sites in recent plans for smart cities. 

With technology taking over the world, the E-ticketing system is in tourism as 
a ‘paperless’ revolution. The process of booking tickets is getting better every day. 
There is no more need for people to be in long queues. United Airlines was the first 
airline to experiment with E-ticketing in 1984, but it took another six years for the 
process to be put into practice. But once it got going, the world’s travel industry 
recognized the potential for a significant change in ticketing methods. There are 
various ticketing media and are categorized into: 

• Cash 
• Tokens 
• Paper Tickets 
• Magnetic Strip Ticket 
• Contact-based Smart Cards 
• Contactless Card. 

In this work, an E-ticketing system with the help of a QR system is proposed. 
Through this system people can generate tickets to monuments and museums all over 
the country. Through this approach, the booking system is more centralized and real 
time. Some of the advantage QR code offers are: 

• An inexpensive printer can be used to print QR barcodes and placed on objects 
as compared with printing RFID tags which requires a special purpose device to 
do that. 

• Ability to store large amounts of information as compared to NFC and RFID. 
• It performs high-speed encryption and decryption with good reliability.
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• By using Smartphone’s QR scanner, data entry can be done without using the 
phone’s numeric keypad. This is suitable for the transfer of data from the physical 
world into electronic devices. 

E-ticketing is a widely used idea in the travel industry, but it is challenging to put 
into practice in a setting where the entire business strategy is built around an ‘open 
access’ system for flexible travel and tourism. A system is proposed for generating 
real time QR code for various monuments, this paper describes the working of the 
system and briefs over the features. It also talks about the models: 

1. Admin module 
2. User module. 

2 Literature Review 

The design and development of a ticketless mobile web-based travel booking system 
that can be delivered by QR code are covered in this study [1]. The website includes 
timetables for all company buses as well as an online booking system that enables 
users to purchase tickets electronically using a valid debit or credit card and a mobile 
device with Internet connection. The web application is a mobile-based platform that 
enables potential consumers to request corporate information and make reservations 
over the web and through Smartphones in particular. The client side architecture was 
built using JavaScript, HTML5, Cascading Style Sheets, and jQuery. For server-side 
scripting, PHP was used. 

The objective of [2] was to set up an online system for frequent passengers of 
Nagpur city to buy bus passes and tickets. The information about commuters is 
essentially stored in a database by program. The system developed in this features 
two login pages, one for the user and one for the administrator. This is used to create 
tickets, create bus passes, and renew a user’s current bus pass. Every passenger who 
registers for the first time will receive an one time password (OTP), which will be 
delivered to the user’s email address. 

The advantages and disadvantages of E-ticketing in public transportation are 
discussed in paper [3], although E-ticketing is a common practice in the airline 
sector, and it is challenging to put into practice in a setting where the entire busi-
ness model is built around an ‘open access’ system for flexible travel. Here is a case 
study of the effective E-ticketing implementation technique used by Deutsche Bahn 
Mobility, the largest logistical network in the world. Describe E-ticketing tactics in 
the transportation sector and briefly describe the differences between the trains and 
aircraft sectors [4]. 

In [5], the authors propose a model for secure E-tickets which include a QR code 
containing user-encrypted data. The TLS protocol, which assures secure communi-
cation, is used by the user to book a ticket on an application that contacts a web-sales 
service [6]. A symmetric cryptosystem is used to ensure that another user cannot 
copy/steal the access to the event. Another layer of security is added to the model



376 K. Vayadande et al.

and implements hashing of the encrypted token to prevent forgery of the e-ticket. 
The user can scan his QR code, enter the password and if the ticket is valid, the user 
is admitted. 

The necessity of data security has grown, particularly for Web applications and 
distributed databases [5]. Using cryptographic methods, whose advancement has 
been a continual worry, is one way. These algorithms’ growing complexity necessi-
tates longer execution durations, which lowers application performance. This study 
compares the execution timings of three asymmetric key algorithms—RSA, El 
Gamal, and ECIES—based on the size of the encryption/decryption keys. A bench-
mark utilizing Java APIs and an application for evaluating the algorithms on a test 
database were developed for this algorithms comparison [7, 8]. 

In [9], authors discussed encryption and decryption, everything is quickly 
becoming completely dependent on Internet communication in the current, digital 
world. Our lives are made simpler by using the Internet effectively. In the modern 
day, there are significant security dangers and difficulties with the information that 
is disclosed online. The answer to protecting data from various security dangers is 
cryptography. It is evident that stronger encryption technology is needed to increase 
the security of communication systems. Authors mostly concentrate on data encryp-
tion and decryption methods for a superior cryptosystem, and they have put forth 
a fresh strategy that guarantees improved performance in contrast to cutting-edge 
approaches. In this work, the plain text is converted into ciphertext after a special 
key is created using random letters [10]. 

In [11], authors discussed Cloud, although the cloud-based system is safe and 
reliable, data can corrupt without the cloud service provider’s notice. Better but 
requiring more storage is the blockchain. In this research, authors developed a key 
management technique to protect exam storage using public key cryptography; it 
makes use of the RSA algorithm to give distinctive features of data integrity, secrecy, 
and authentication. It may be applied to cloud-based systems or centralized server-
based systems. The suggested system in this work offers security without extending 
encoding or decoding times or growing file sizes [12]. 

3 Methodology 

This Section presents the methodology for the proposed system (Fig. 1) that allows 
users to book tickets to monuments/museums online.

3.1 Tools 

Using HTML, CSS, JS, and React for the Frontend and Django for the backend, to 
provide users a seamless experience to book their tickets. The booking details and 
information entered by the users were stored in an SQLite database.
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Fig. 1 System architecture

3.1.1 Frontend 

HTML, CSS. and JavaScript is used for creating the frontend of the webpages. Also, 
React is used which is an open-to-use JS library that provides all the necessary tools 
to build an interactive user interface. 

3.1.2 Django 

Django is a web framework that runs on the server. It’s a free, open-source Python web 
framework for quick construction, easy maintenance. A group of elements needed 
to construct an application makes up a web application framework. The Django 
framework’s primary goal is to make it easier for developers to concentrate on the 
new application components. It handles many of the low-level tasks associated with 
web development, allowing users to concentrate on creating the components required 
for their application.
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3.1.3 SQLite Database 

SQLite is a relational database which is used for storing data and by default Django 
is used for SQLite Database. 

Figure 1 shows the flow diagram for the proposed system. 

3.2 RSA Algorithm 

The user’s data is encrypted before storing to the database to provide an additional 
layer of security. 

(1) Select 3 prime numbers randomly—p1, p2, p3. 
(2) Calculate the modulus (n) by multiplying p1 *  p2 *  p3. 
(3) Calculate the totient ‘Φ(n)’, such that Φ(n) = (p1 − 1) * (p2 − 1) * (p3 − 1) 
(4) Find the number ‘e’ such that ‘e’ and ‘Φ(n)’ have 1 as the only common factor 

and ‘e’ is co-prime to Φ(n) 
(5) Find a number ‘d’ such that d is the modulo inverse of ‘e’ and ‘Φ(n)’. 
(6) Thus, the public key obtained is ⟨e, n⟩ is used to encrypt the data, while the 

private key ⟨d, n⟩ is used to decrypt the data. 
(7) The ciphertext generated using the public key is done by finding the modulo of 

each character in the string to the power ‘e’ by  n. 
(8) The ciphertext is decrypted by finding the modulo of each character in the 

ciphertext to the power of ‘d’ by  n. 

To further increase the security, Python’s cryptography package is used. The 
cryptography package’s fernet module has built-in functions for generating keys, 
converting plaintext to ciphertext, and recovering plaintext from ciphertext using 
the encrypt and decrypt methods, respectively. In the proposed work, the message 
is encrypted using the above algorithm and a cipher text is generated. The ‘d’ and 
modulus ‘n’ generated are also encrypted using the fernet module. 

3.3 Working/Features 

Safar contains two main modules whose working and functionalities are discussed 
below. 

User Module 

As discussed previously, Safar features an interactive user interface to allow users to 
book their tickets online without any hassle. The user can access the ‘Safar’ website 
in order to book their tickets. The user is then presented with a choice of 6 of the 
main cities in India–namely–Agra, Delhi, Jaipur, Pune, Kolkata, and Hyderabad. On
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choosing one of these cities, the user is then directed to a page featuring 3 of the 
most popular monuments or museums in the chosen city. 

Once the user chooses a monument/museum to visit, he/she is directed to the 
booking page. 

The Booking Page consists of a user form containing the following fields to 
be entered by the user–Name, Contact Number, Email ID, Date of visit, Number 
of Children, Number of Adults, and Number of Foreign Nationals (if any). It also 
contains some additional information about the ticket prices, the contact details and 
the address of the museum/monument and also provides a link to Google’s Art and 
Culture 360° view of the monument/museum. The user must also enter his/her ID 
proof details such as his/her Aadhar No. or PAN No. or Passport No. for authentication 
and identification purposes. 

This along with the information about the city and monument chosen and the 
ticket price is saved to the database. The user is then directed to a page where the 
user can make the payment. If the payment is successful, a QR is generated using the 
user’s order_id and displayed on the screen along with the ticket. This is also sent to 
the user’s email. 

If the payment is unsuccessful, a message ‘Transaction failed’ is displayed and the 
user can make the payment again. After a successful payment and booking, the ticket 
with the relevant details will be displayed on the screen as well as it will be mailed 
to the Email ID provided by the user in the Booking Form. The E-ticket will contain 
all the relevant information about the booking along with a QR code which the user 
will need to scan to verify his/her booking before entering the monument/museum. 

Admin Module 

The admin, the other two features are available to the admin. The first one is to view 
the booking details of all the users who have made the payment and second one is 
to view the daily live count of all the visitors whose entries have been verified. To 
access the Admin Module, the admin is required to login using the username and 
password provided to him/her. After successfully logging in, he/she is directed to the 
page for QR scanning. The admin can select the monument/museum whose QR code 
has to be scanned from the given drop-down list. If the QR code is verified a green 
box is created around the QR code indicating that the verification has been successful 
and the tourist can be allowed to proceed inside the monument/museum. However, 
if the QR code fails verification, a red box will be created around the QR code, 
indicating that the tourist shall be denied entry inside the museum/monument. The 
Admin Module has two other features that allow the admin to view all the booked 
records for the current day. Users can also sort these records to view the specific 
records for a given city and whether the tourist has visited the monument or not. The 
admin can also view the Live Daily visitor count of the tourists sorted according to 
the Monuments/Museums displayed using an elegant dashboard. 

QR Scanning Feature 

The user can enter the monument by showing the E-ticket to the admin who scans the 
QR code and verifies the booking. The QR code contains the encrypted ‘order_id’



380 K. Vayadande et al.

of the visitor, which is then decrypted using the OpenCV library and programming 
logic in the backend. The decrypted ‘order_id’ is checked against the database to 
verify the booking of a ticket. The time of scan of the QR code is noted and updated 
to the database. The QR code remains valid for 30 s after scanned at the entry 
by the Admin. After this time elapses, the user will not be granted entry inside the 
museum/monument. This time window is introduced to expire the QR code on the E-
ticket after a single use and will prevent tourists from entering the monument/museum 
multiple times using a single ticket. 

Payment Feature 

For the payment feature, RazorPay Testing API is used to introduce a payment 
gateway in the proposed system. 

4 Results and Discussion 

4.1 User 

The user can access the website through the link and will be prompted to the home 
page where they will be able to select a city for which they want to book a ticket. 
This can be seen in Fig. 2. 

After the user has selected the city, they will be redirected to the locations page 
where the monuments in the city can be selected. The page also contains general

Fig. 2 The homepage of Safar 
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information about the city and its culture to enhance the user experience. This can 
be seen in Fig. 3. 

Once the user selects the monument, it will be redirected to the booking page as 
in Fig. 4, where the user can enter the required information and book their tickets. 

After all the steps, the user will be redirected to the payment portal where payment 
can be made using either card or UPI as seen in Fig. 5. Once the payment is done a

Fig. 3 Choice of monuments/museum provided by user 

Fig. 4 Booking page for a chosen monument/museum 
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ticket with a QR code is generated and sent to the registered email id entered. This 
can be seen in Fig. 6. 

Fig. 5 Payment page 

Fig. 6 Booked E-ticket displayed on the screen
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Fig. 7 Total counts of booking for the selected monument/museum for all days 

4.2 Admin 

To enter into the admin panel, the admin first has to log in. After successfully logging 
into the admin panel, the admin can view the scanning page wherein the admin has 
to choose the monument from the drop-down list and click on the scan icon. 

Next, the user has to place the QR code, sent on his/her email, in front of the 
camera to get it scanned. Now if the ticket is valid, then the access is granted and is 
depicted using a green box around the QR code. Once the access is granted, the QR 
is valid for another 30 s after which the QR code expires and the access is denied. 

The admin dashboard has a ticket page where the daily records of all the monu-
ments are displayed and the admin can filter the records according to the city and 
verified status. The admin dashboard has a count page where the live count of all 
the monuments is displayed and by clicking on a particular monument, the whole 
visitor’s history till the date of the monument can be viewed by the admin and the 
admin can filter the records according to the date. The admin dashboard can be seen 
in Fig. 7. 

5 Conclusion 

The proposed system is a prototype to an E-Tourism Booking System for monuments 
and museums. The web stack which was used for the prototype is React, Html, CSS, 
and Django. The moveable camera is responsible for scanning the QR code and the 
access message of Access Denied or Access Granted, as well as the count of people.
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By using the RSA Cryptographic Algorithm for the encryption and decryption of data 
stored in the database, an additional degree of protection is added to the proposed 
system. The admin side is responsible for collecting all the data and maintains a 
relational database which can be queried and filtered using the City, Monument, and 
Date Filter. The website is instrumental in various domains and can boost tourism in 
India. 

6 Future Scope 

The future scope of this system is to collect the data of the number of people visiting 
the monument day wise and then predict the number of visitors for the monument’s 
day wise. This would help the user to predict the visitors count day wise. Finally, 
this application may be deployed on a cloud to manage the large data and handle the 
simultaneous booking requests from users in an error-free manner. 
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Security Enhanced RFID-Based Digital 
Locking System in Home Automation 
Using IoT Framework 

M. Dhivya, A. B. Gurulakshmi, G. Rajesh, and Sanjeev Sharma 

Abstract In modern era, smart home automation system provides sophistication 
and comfort in day-to-day life. Secure, scalable, efficient authenticated protocols are 
designed for indoor localization, real-time tracking, and flexibility of applications 
in home automation. In this paper, a novel, secure, and cost effective IoT frame-
work is implemented using Raspberry Pi 3 B+ controller and sensor network. The 
proposed model is an advanced access control system encompassing face recogni-
tion, biometric authentication that provides decentralization of information in the 
home environment including protection of the PET animals. The proposed model 
is analysed for three different scenarios and an exhaustive theoretical and extensive 
experimental analysis is carried to prove the significance of the proposed model. 

Keywords Home automation · Radio frequency identification (RFID) · Internet of 
things (IoT) · Digital locking system · Face recognition · Biometric authentication 

1 Introduction 

Automation and embedded systems market has become a trend to design various 
cyber physical systems incorporating IoT and IIoT for aerospace, military systems, 
consumer electronics, communications, automotive, industrial controls, and other 
sectors, including smart cities. One vital aspect in day-to-day application is Smart 
Home automation. Smart Home automation has extended swiftly in terms of access 
to network technology and enhancement of systematic analytics. People can control 
and secure their houses conveniently by using IoT and RFID technology. The control 
strategies in designing a home includes durability, ease of control/convenience, and 
assist with security and energy savings of home.
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Fig. 1 Statistics of home automation system 

According to Markets and Markets [1], the home automation system market is 
projected to grow from USD 40.8 billion in 2020 to USD 63.2 billion by 2025; it is 
expected to grow at a Compound Annual Growth Rate (CAGR) of 9.1% from 2020 
to 2025. The ease of use and affordability of home automation systems drives the 
growth of home automation system market from sophisticated HAS to DIY HAS. 

The statistics of home automation systems and RFID technology are depicted in 
Figs. 1 and 2. The objective of this paper is to design a Security Enhanced RFID-
Based Digital Locking System In Home Automation Using IoT Framework. The 
rest of the paper is organized as follows: Sect. 2 discusses the related work in home 
automation system. In Sect. 3, the proposed framework is discussed. Description 
of the proposed model and the flowchart is depicted in Figs. 4 and 5. Section 4 
presents the results and discussion. Section 5 elaborates on the conclusion and future 
directions.

2 Theoretical Background 

Home automation is an inevitable topic in consumer electronics and intelligent 
control and computational systems. Home automation dates back to late 1960’s 
in literature. Thring [2] has stated the inventive skills of engineer for satisfac-
tory lifestyle of men and women. In early eighties, standardization of the Home 
Bus System was implemented by Murata et al. [3], for effective realization of
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Fig. 2 Statistics of RFID automation systems

home automation system. In late eighties, conformance test system, development 
tools, microcomputer-based intelligent sensors and various revised protocols were 
devised for home automation system. Reliability of home automation system, 
simulation models for home automation employing artificial intelligence, self-
optimization-based systems, spectrum technologies, comprehensive description of 
system encompassing features, architecture, control algorithms etc., were discussed 
during 1990–2000 [4, 5]. 

Home automation system employing java-based stand-alone embedded system 
board integrated into a PC-based server at home was implemented in 2004 by Al-
Ali and Al-Rousan [6]. The authors developed the system incorporating password 
protection to block unauthorized users from using the home appliances. Zigbee-based 
wireless sensor network, virtual reality–3D virtual world, routing requirements were 
garnering significance during 2005–2010. 

Zigbee-based home automation by Gill et al. [7] incorporated a light switch, 
radiator valve, safety sensor, and ZigBee remote control. The model developed is 
a virtual home security system with feasibility and effectiveness. X10, Z-Wave, 
ZigBee, INSTEON, and EnOcean home automation technologies were surveyed by 
Withanage et al. [8]. Since the inception of home automation, for four decades it had 
significant increase in the usage of technologies enabling to address the barriers like 
security, connectivity of Internet, protocols, and smart communication. 

Raspberry Pi-based home automation gained significance in literature from 2014 
onwards. As per google scholar reports, nearly 300 articles are published in the smart 
home automation based on Raspberry Pi from 2014 to 2021. Jain et al. [9] authored 
the paper on smart home automation through E-mail in 2014. Python programming 
environment was used with Raspberry Pi for implementation of the proposed algo-
rithm. Vladimir Vujović and Mirjana Maksimović implemented Sensor Web node as
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a part of Internet of Things using Raspberry Pi in 2015 [10]. Vladimir developed the 
testbed with low energy and resource consumption. They also elaborated the usage 
of fuzzy logic in their approach for effective flexibility and scalability of the project. 
Smart home automation for elderly people was designed using python, OpenCV, 
Raspberry Pi, and android application by Vaidya [11]. All the equipment’s were 
controlled by voice of the user from the mobile phone. Advancements in automation 
developed employing loT of sensor modules like PIR, RFID, etc. [12, 13]. 

In recent years, blockchain technologies, machine learning, and deep learning 
techniques are also employed for home automation. Popa et al. [14] developed a 
modular platform used for collecting, aggregating, and storing of the information of 
smart environment. Parvaresh and Faghani [15] has emphasized the need of infor-
mation routing for effective data delivery in automation. Thus considering a brief 
survey of literature, we have proposed a model incorporating RFID with Raspberry 
Pi for home automation. In this model, the user recognition is employed enhancing 
digital lock system for both the inmates of the house and Pets. 

3 Proposed Architecture 

3.1 Problem Statement 

Locking systems commonly employed has physical key and lock. Physical keys are 
unique for the lock and there can be fixed number of possible key ‘codes’ or blend 
of diverse inner elements that can unlock it. Physical keys provide safety and control 
access authorization. If keys are out-of-place (or) missing (or) pilfered then entire 
locking mechanism to be revamped. Relatively depending on a key to turn, at present 
prevalent electronic locks are furnished with motors concealed within the door itself. 
Large firms go with two factor authentication for hardware keys even-though it is 
susceptible to get lost and it’s a burden to have numerous keys for different doors. 

Alternative measures for physical keys are smart door lock with keyless entry, 
keypad entry, smart card entry through Radio Frequency Identification (RFID). The 
device can pair with more than one card. Nevertheless, they are susceptible to theft 
and loss. And carrying a key defeats the purpose of not carrying one. Face recognition 
is proposed as a replacement for existing systems to overcome all these problems. 

3.2 Proposed Solution 

To tackle the above issues, we propose to replace physical keys with an equipment 
that contains digital information like fingerprints and face recognition which allows 
the user to unlock the lock in multiple ways. For example, you can still open the 
lock with face recognition even if your fingerprint is not working. The equipment
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Fig. 3 Proposed architecture of digital locking system 

consists of a PIR sensor to detect any motion in front of the door, LDR to measure the 
light intensity, Camera module to monitor the surroundings, recognize faces and scan 
barcodes, fingerprint scanner for user authentication, RFID reader to read the RFID 
tags and a processor to process all the digital information, electromagnetic lock for 
opening and closing the door and a processor to process all the digital information 
obtained by all the modules and unlock the electromagnetic lock. 

The proposed model also includes the provision to control the ‘IN’ and ‘OUT’ 
passage of the pets using RFID Reader. Proposed Architecture of Digital Locking 
System is shown in Fig. 3. It reads the tag present in the pet’s collar for authentication. 
The Face recognition system and Fingerprint scanners are used for user authentication 
using which the user can unlock the lock using multiple ways. The camera module is 
also used as a Barcode scanner, which scans the tracking ID present in the couriers 
and receive the packages from the personnel. The hardware and software components 
used in the project are listed in Fig. 4.

3.3 Description of the Proposed Model

• A live person generally emits infrared energy and when a person approaches the 
operating range of the PIR sensor, PIR sensor detects the change in temperature 
and send the equivalent voltage (sensing signal) to the Raspberry Pi. The Rasp-
berry Pi checks for the light intensity using the LDR sensor. During daytime the 
light intensity is more. Hence, the resistance offered by the LDR is very low and 
current flows through the LDR and ground and low voltage is passed to the Rasp-
berry Pi. Similarly, in night time the resistance of LDR is high compared to other
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Fig. 4 Components used in the proposed model

part of the circuit. As a result, the current flows through the low resistance lane 
such that high voltage is passed to the Raspberry Pi. Whenever the signal is high 
Raspberry Pi turns on the light.

• It activates the camera module and the fingerprint scanner for user authentication. 
The user can unlock the door in multiple ways. The camera module is used for 
face recognition which uses Local Binary Pattern Histogram (LBPH) algorithm. 
Fingerprint scanner is used as an alternative way to unlock the door.

• If the user’s face is recognized by the algorithm or fingerprint matches the 
saved data in the database, Raspberry Pi sends the logical high command to the 
electromagnetic door lock.

• The electromagnetic door lock unlocks the door when it receives a high voltage 
input. Raspberry pi automatically locks the main door after a fixed time delay if 
there is no further movement within the PIR operating range.

• In contrast, if the person’s face is not recognized by the algorithm, an image of 
the person is captured and sent to the owner through Internet. This is done using 
the Telegram Bot API. Along with the image, Raspberry Pi sends two inline 
keyboards such that the owner can send the call back message whether to unlock 
the door or not for the user.

• Apart from these, we have designed a pet door which lets the pet come and 
go as they please. A RFID reader is places on top of the pet door such that it 
reads the RFID tag on the pet’s collar. Raspberry Pi opens or unlocks the pet door 
whenever it detects the RFID tag. This feature also restricts all other stray animals 
from entering the house.

• Our system can also receive the packages when there is no one in the house. The 
Raspberry Pi can read the barcode of the package which contains the tracking id 
using the camera module. If the tracking id matches your courier tracking id, it 
unlocks the pet door such that the package can be placed inside the house.
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Fig. 5 Flowchart of the proposed model

3.4 Flowchart of the Proposed Model 

The flowchart of the proposed model is depicted in Fig. 5. Database 1 and Database 
2 is fed to fingerprint recognition system and face recognition system. When motion 
is detected in camera module, it is checked with the existing database. 

Database 1 and Database 2 is fed to fingerprint recognition system and face recog-
nition system. When motion is detected in camera module, it is checked with the 
existing database. If the match is obtained notification is sent to the owner to open 
the door. Else, finger print is obtained through biometric fingerprint scanner and if 
the match is obtained the owner will open the door. For the pets, the pet door is 
accessed through RFID.
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4 Experimental Results and Discussion 

In this section, the performance of the proposed model is evaluated via hardware 
software integration. 

The efficacy of the model is tested as four cases as shown in Table 1. The exper-
imental setup of the enhanced RFID-Based Digital Locking system is depicted in 
Fig. 6. The sensed parameters are processed through Raspberry Pi 3 B+ and Raspbian 
OS (4.19). 

Case (i) Authorization for Unknown Person 

A message is sent to the owner’s Smartphone when the Raspberry Pi detects an 
unknown person (Fig. 7). The owner can take further decision whether to allow the 
person inside the house.

We have used the Telegram Bot API which is an HTTP-based interface used to 
build Bots for Telegram. It will send the unknown person’s image along with the 
inline keyboards to the Owner’s Telegram app and wait for the response from the 
owner. If the owner clicks the Allow button, the Raspberry Pi will unlock the main 
door of the house and automatically close after a fixed time delay else the system 
will continue its process. 

Case (ii) Authorization for Known Person—Face Recognition 

We should note that face detection and face recognition are not the same. Since we 
are using OpenCV, it comes with a lot of pre-trained classifiers for face detection 
and its data is stored in XML files. We have used Haar cascade classifier for face 
detection in our model. We will import the Opencv library which is used for computer 
vision and NumPy python library to store the location of the detected faces. We will 
load the Haar cascade classifier XML file which contains all the trained data for face 
detection. Start capturing the video using the Raspberry Pi camera and each video 
frame is converted into grey scale. The algorithm finds faces in the image. If the faces 
are found, the function returns the position of the face. The facial images cropped 
and converted to grey scale are used to train the algorithm. The Raspberry Pi will 
capture 50 images of each people we want to recognize and a database is created with

Table 1 Different analysis of the proposed model 

Description Inference 

Case 1 Unknown person Telegram API BOT is used to permit access 
(or) deny the person enter the house 

Case 2 Face recognition 
• Known person 

• Permitted access 

Case 3 Biometric access 
• Known person 

• Permitted access 

Case 4 RFID recognition and bar code detection • Permitted access for pets and to receive 
courier
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Fig. 6 Experimental setup of security enhanced RFID-based digital locking system in home 
automation

that facial images where images of same person is given same ID. As a result, the 
algorithm use this information and recognize the input image. The original images 
are converted into intermediate images which describes the images in better way, 
by highlighting the facial characteristics. The LBP algorithm uses sliding window 
concept considering the radius and neighbours of each pixel. A part of the image 
is considered as a window of 3 × 2 pixels and represented as a matrix containing 
intensity of pixels (0–255). 

The central value of the matrix is set as a threshold and based on the threshold 
value, the values of the 8 neighbouring pixels is defined with new value. If the pixel 
value is greater or equal to the threshold, the pixel value is considered as 1 and 
if pixel value is less than the threshold, the pixel value is considered as 0. As a
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a. Unknown user is trying for access to 
enter to house 

b. Image sent to owner through 
Telegram Bot API 

c. Owner Provides Access for Entry d. Door is unlocked 

Fig. 7 Authorization for unknown person

result, we will get an 8-bit binary number when we traverse the matrix in clock-wise 
direction. The 8-bit binary number is converted to decimal and set it as the central 
value of the matrix. At the end of the LBP procedure, a new image is created which 
represents the characteristics of the image better than the original image. Using the 
arguments of the position of the face, the image is divided into multiple grids and a 
histogram of each region is extracted. Since the image is in grey scale, each histogram 
will contain values in the range of 0–255 which represents the occurrences of each 
pixel. Each histogram is concatenated to create a bigger histogram and the final 
histogram represents the characteristics of the original image. At this movement, the 
algorithm is completely trained and each image in the training dataset are converted
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a. User Identified  Recognition b. Lock is Opened using Face 

Fig. 8 Authorization for known person 

into histograms and its data is stored in a YML file. While recognizing a new facial 
image, all the above steps are repeated to create a histogram of the image. The new 
histogram is compared with the histograms in the dataset and the ID of the image 
with the closest histogram is returned. If there is no closest histogram, the algorithm 
will return − 1. The LPBH algorithm is trained using fifty images of each person for 
face recognition. The training was successful and the output is shown in Fig. 8. 

Case (iii) Authorization for Known Person—Biometrics Recognition 

Although we have designed a face recognition system, it may fail to recognize due to 
low illumination or image quality. Therefore, we have biometric authentication as an 
alternative way to unlock the door (Fig. 9). The fingerprints of each people we want 
to give access is stored in the database. When the fingerprint scanner detects a finger, 
it will convert the fingerprint into a unique code and compares it with the unique 
codes stored in the database and will unlock the electromagnetic lock if it matches. 
Fingerprint sensor is interfaced with the Raspberry Pi and can be used as an access 
control system along with face recognition. A HTTP-based interface, Telegram Bot 
API in Raspberry Pi is made possible using TeleBot, a python package. As a result, 
the Raspberry Pi can chat with the House owner.

Case (iv) Authorization for Receiving Courier in Absence of Owner 

Barcode is a method of representing data in visual form which can be scanned by 
optical scanners and also from Camera module (Fig. 10). We have used a Raspberry 
Pi camera module to read the barcode present in the packages. All the packages 
have a unique tracking number which is printed on the shipping label as a bar code. 
Tracking numbers are used to locate the time sensitive deliveries. In our project, the 
system will scan for a barcode in the screen. If the barcode data is same as the data 
stored in the database, the system will unlock the Pet door so that the package can 
be placed inside the house in the courier tray. This is shown in Fig. 10.
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Fig. 9 Lock opened using 
fingerprint

5 Conclusion 

The proposed system allows to unlock the door remotely without physical user inter-
vention. It is more convenient than the mechanical keys. This paper presents a novel 
Internet of Things-based access control system which can detect user, fetch user Id, 
analyse and verify, send notifications, and process according to the response which 
integrates home security with home automation. Since our system is built on wire-
less network sensors, it is cost efficient, easily installable system. The intruder alert 
feature enhances the security of the system. The system consumes minimal power and 
automatically unlocks and locks the door. It is a low-cost access control system based 
on face recognition, making home automation more secure. Practically this system 
can be implemented in any place where security, automation or remote controlling 
is required. Some of the functionality that this system needs to be further developed 
is to replace the face recognition system with the Face ID which enables secured 
authentication. We can use this system instead of CCTV to boost security. We can 
have real-time access to the criminal database to track the criminals.
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a. Barcode Scanner 

b. Pet Door Lock Opens after authentication 

Fig. 10 Authorization for receiving courier in absence of owner
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Towards a More Secure and Transparent 
Crowdfunding Ecosystem Using 
Blockchain 

M. R. Sumalatha, Rozen Berg, B. S. Sandeep, and M. Tharunraj 

Abstract A recent development in industry and a cutting-edge means of generating 
funds is blockchain-based crowdfunding. While it has similarities with conventional 
crowdfunding, it has some unique characteristics of its own. In the light of this, 
the success criteria that affect how traditional crowdfunding turns out might have a 
different impact on crowdfunding enabled by blockchain. It is currently unknown 
what distinguishes the success criteria for blockchain-based fundraising efforts from 
those for conventional crowdfunding, given the fact that the amount of these projects 
has grown significantly over the past several years. Such information is necessary 
for organisation to properly organise their blockchain-based fundraising operations 
and to help potential investors find the important characteristics and motivators of 
outstanding initiatives. Regulators and market players would also benefit from under-
standing how the present regulatory framework applies to blockchain-based crowd-
funding. Due to the specific properties of blockchain-based crowdfunding, legal 
structures may need to be interpreted in order for law to be successfully enforced. In 
order to fill this information vacuum, a variety of significant literature on the success 
determinants for both conventional and blockchain-based crowdfunding was looked 
upon. The results of this literature evaluation offer recommendations for the direction 
of future research and development. The study has helped to clarify the differences 
and parallels between traditional crowdfunding and blockchain-based crowdfunding. 

Keywords Blockchain · Crowdfunding · Ethereum · InterPlanetary file system 
(IPFS) · Smart contract 

1 Introduction 

Cyber-risks are one of the most difficult problems, the technology and information 
industry has recently had to cope with since they have the potential to pose a major
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threat to consumers, companies, and organisations. Now that the Internet of things is 
routinely used, network, wireless network, and information technology, IT systems, 
and any sensitive data they could contain are extremely exposed. Shifting the risk to 
the outside entities may be more beneficial for the organisations, even though there 
are approaches that may help firms discover possible cybersecurity problems and 
improve their cybersecurity. The practice of transferring the financial risk connected 
to network and computer accidents to a third network provider known as the insurer 
is known as cyber-insurance. 

Crowdfunding is a method of getting funds from many of different people or 
businesses [1]. Investors may do this and make money by giving to any cause they are 
passionate about the benefit of the effort’s success. There are currently a large number 
of sites for crowdfunding that take big contributions from investors in return for 
unreliable guarantees. Blockchain-powered crowdfunding modifies the conventional 
approach to handling business money. Before such a person can pitch their concept to 
prospective clients or collaborators in order to collect money to begin a corporation, 
they frequently need to develop a plan, data, and models. These funding sources 
included lenders, seed funding, and venture capital. 

In 2022, more seasoned businesses also began investigating the novel financing 
solutions. Due to the complex and evolving nature of the phenomena, there is a lack of 
information on the distinctions between crowdfunding that use traditional techniques 
and those that use blockchain technologies. While traditional and blockchain tech-
nology crowdfunding have certain similarities, there are also many areas where they 
diverge. Because of this, blockchain-based crowdfunding [2] could not be affected 
by the success criteria that determine the outcome of traditional crowdfunding. The 
success variables for Ethereum-based initiatives are not as well understood as they 
should be as compared to traditional fundraising techniques. 

1.1 Research Objectives and Contribution 

The research objectives of this work are

• Comprehension of the situation of crowdfunding today and the difficulties it faces, 
including as fraud and a lack of transparency.

• Investigation on how blockchain technology may increase crowdfunding’s 
integrity by increasing transparency and lowering the risk of fraud.

• Creating and implementing a blockchain-based crowdfunding platform, and 
assessing how well it protects crowdfunding process integrity.

• Scalability and viability of the blockchain-based crowdfunding platform, as well 
as any implementation issues or restrictions. 

The study can show how security and transparency may be improved in crowd-
funding by utilising blockchain technology, boosting platform confidence, and 
drawing in additional investors. The study may also offer a fresh framework for



Towards a More Secure and Transparent Crowdfunding Ecosystem … 403

crowdfunding platforms that other businesses may use, advancing the expansion and 
growth of the crowdfunding sector. 

2 Related Work 

2.1 Blockchain 

The capacity of blockchain-based to offer security and transparency has made it 
extremely popular. A distributed ledger is used by blockchain to store transaction 
histories. In this scenario, record changes are made by consensus, requiring consent 
from every node, and instead of having separate versions of the same information, all 
network members share the very same information. Since data is stored throughout 
a computer network rather than on a single server, blockchain also offers improved 
security [3]. Blockchain has the capacity to eliminate errors and spot fraudulent 
activity since it may generate a public ledger among numerous untrusted parties. By 
offering a complete history record, a blockchain library can autonomously check the 
legitimacy of clients, policies, and transactions [4]. 

2.2 Smart Contract 

The blockchain’s cryptographic protocol technology makes it possible to define the 
business logic supporting transactions, from determining who is the rightful owner 
of an object to putting in place intricate self-enforcing regulations. Only two benefits 
that financial intermediaries and cryptocurrency may offer are the smooth transfer of 
assets and the ease with which claims may be processed. The Ethereum blockchain 
currently offers the most support for the development of smart contracts [5]. The 
Ethereum Smart Engine, a straightforward stack-based Turing perfect 128-bit virtual 
processor, executes smart contracts. Solidity, a well-known programming language, 
offers a growing ecosystem for creating smart agreements. 

2.3 Decentralised Autonomous Organisation 

Virtual businesses that are run by autonomous payment systems are known as decen-
tralised autonomous organisations (DAO). According to the usage of the Ethereum 
platform, an agreement method is used to preserve the state of the organisation, and 
agreements are used to handle transactions, free cash flow, regulations, and privi-
leges inside the institution [6]. Members can exchange ether and use smart contracts 
to communicate once a DAO code has been made public. DAOs typically convert
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tokens tied to the recipient account into ether. The number of tokens issued is inversely 
connected with the volume of ether transferred, and they are utilised to grant various 
permissions. 

2.4 Crowdfunding Mechanisms 

Through a process known as equity crowdfunding, big groups of investors can 
contribute to new businesses or people in exchange for shares. A wide range of 
for-profit enterprises, including programmes for peer social entrepreneurship, travel, 
medical expenditures, and artistic and creative endeavours, have utilised crowd-
funding. Fund raising affects a company or person getting assistance through a 
big series of tiny significant contribution from the a large number of customers, in 
comparison with the conventional form of raising funds, that also involves a corpo-
ration receiving a limited amount of fairly sizable investments from the a specific 
subset of lenders [7]. Thus, crowdsourcing is a hybrid of social network involvement 
and economic ventures in which members act as investors [8]. 

2.5 Limitations and Issues with Existing Models 

One of the main problems with the current blockchain-based crowdfunding methods 
is their inability to grow. A blockchain network can only handle a certain amount 
of transactions at once, which can result in delays and rising transaction prices as 
the network’s user base expands. Because different blockchain networks adhere to 
various protocols and standards, interoperability is a problem for existing models. 
As a result, combining many blockchain platform into an unified crowdfunding site 
may provide difficulties. The adoption of blockchain technology may make it more 
difficult to abide by current laws in the tightly regulated field of crowdfunding. 
Additionally, investors and site operators may experience uncertainty due to the fact 
that the regulatory environment for crowdfunding models based on blockchain is 
still developing. Blockchain-based crowdfunding models still have dangers despite 
the benefits of blockchain technology for maintaining security. For instance, smart 
contracts, which are a common component of blockchain-based crowdfunding sites, 
may have security flaws that attackers might take advantage. Last but not least, 
existing blockchain-based crowdfunding methods have a problem with user adop-
tion. Numerous investors and business owners might not be aware with blockchain 
technology or comprehend how it might help them during the crowdfunding process.
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3 System Model 

Vendor, customer, auditor, and insurer are the four parties involved in this paradigm 
as shown in Fig. 1. The following is a description of these things: 

• In order to shift the danger of having a fresh vulnerability exploited to the insurer, a 
vendor must request life insurance for its computer security. The vendor might be 
a producer of equipment or software, a manufacturer of applications, a provider 
of IT services, etc. The vendor wants to expand its market share by providing 
insurance services to clients. In order to find new vulnerabilities, a vendor cannot 
reduce security spending, hence the framework must ensure this does not happen.

• A client is the user of a cyber-final product. The buyer expects that the item will 
have the necessary level of protection and will be safe from cyberattacks when 
they acquire it from the vendor. In order to be paid in the event that an attacker 
discovers a new weakness, clients opt to purchase computer security for the botnet 
[9].

• The task of assessing a product’s cybersecurity falls to an auditor. The accoun-
tants are also charge of evaluating the validity of the customers’ indemnification 
demands. It is important to design the system to prevent cooperation between 
the inspectors, patrons, and vendors. An insurance provider is a business that, in

Fig. 1 Crowdfunding 
system architecture
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return for a premium, takes the risk posed by a cyber-critic’s protection against 
recently found flaws.

3.1 Design Objectives 

The following reasons led to the creation of a cyber-product insurance:

• Insurance for cyber-products: The presence of cyber-product insurance increases 
the clients’ trust in the security of cyber-products and covers the expense of 
cyberattacks. The vendor’s market share grows as a result.

• Risk sharing: Since it might be difficult to predict the likelihood that a product’s 
new vulnerability will be exploited, insurers may not be eager to take on the 
entire risk and engage in such a market [10]. However, the low-risk tolerance 
insurers are encouraged to participate in such a process by creating a platform for 
crowdfunded insurance and risk pooling.

• Increase Security: The method should include measures to increase the security 
of the cyber-product. 

4 Crowdfunding Framework 

The problem with the existing system is that firms charge both donors and users hefty 
fees. There is no tracking of money transactions, contact among investors and users, 
or openness in the project’s development. Trust is the main problem to financing 
with reputable businesses. The donor guarantee policy is not available from these 
companies. Absurdly high fees, lack of transparency, there is no track the recordings 
and no donor assurance policy. The suggested approach states that when campaign 
creators submit their creative projects in the campaign, interested parties would pay 
money to the proposed project. It differs from earlier crowdsourcing in that all the 
funds are presently held in cryptocurrencies like ether [11–15]. 

The blockchain will monitor and store every single ether currency. The blockchain, 
in comparison, is an immutable ledger. The donor has authority over the funds. 
The requests clearance module gives the donor total control over the funds they 
contributed. Only if the authors’ plan is accepted by at least half of the investors. 
Giving control over invested cash is a part of developing trust. Belief, command of 
finances, donor guarantee policy: no charges. All actions are tracked, and money is 
held in a safe place.
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4.1 Crowdfunding 

That once sensitive data has been broadcast in the blockchain, the vendor starts the 
auction. The system conducts an encased auction for this. This is due to the fact 
that insurers put offers in an encased auction depending on their measured principles 
rather than the auction’s present status. Due to the fact that it is a blockchain-based 
smart contract, users are certain that the seller also is not exploiting the competitive 
process. 

Insurers engage in the encased auction by indicating the quantity of insurance 
they would be obligated to purchase and the associated desired premium for their 
obligation. The beneficiaries will be selected after the auction based on the entire 
indemnification for the requested insurance. The winners are then given the tokens 
via the smart contract in return for executing their obligations. The insurers will 
be compensated for their services by delivering these credentials at the end of the 
insurance term. The insurers may also sell their tokens when in an insurance contract. 
This boosts the profitability of the insurance sector and attracts additional insurers. 

4.2 Algorithms 

4.2.1 Campaign Contract Algorithm 

The algorithm1 is a contract algorithm for a blockchain-based crowdfunding 
campaign. The algorithm outlines how requests for funding from a campaign recip-
ient are handled, as well as how donations from contributors are gathered and 
managed. A number of functions are defined by the algorithm, including “Con-
tribute,” “Request,” “ApproveRequest,” and “FinalizeRequest.” If a donation fulfils 
the minimum contribution criterion, the “Contribute” function designates the contrib-
utor as an approver and increases the count of approvers. The “Request” method adds 
a new request to a list of requests by initialising a new variable of type “appeal.” A vote 
on a specific request can be cast by approved contributors using the “approveRequest” 
method. The request is authorised, and the count of approvals is increased if the 
account is designated as an approver. If the number of approvals equals or surpasses 
half of the total number of approvers, the “finalizeRequest” function sends the cash 
to the beneficiary.
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Algorithm 1 Campaign Contract Algorithm 
Require: current hash, nodeID, transaction key 0: struct appeal 
0: string account; 
0: uint val; 
0: address receiver; 
0: bool finish; 
0: uint approvalCount; 
0: mapping(addess == bool) approvals; 0: function Contribute 
0: if contribution == minimumContributionRequirement then 
0: mark contributor as approver 0: increment approvercount 
0: end if 
0: end function 
0: function Request(account, val, receiver address) 0:initialize new variable of 
type appeal 

0: add new Request to to requests list 0: end function 
0: function approveRequest(index) 
0: appeal=rappeal[index] 
0: if approvers[account]=true then 
0: appeal.approvals[account]=true 
0: appeal.approvalCount++ 
0: end if 
0: end function 
0: function finalizeRequest(index) 
0: appeal=requests[index] 
0: if appeal.approvalCount == (approversCount/2) then 
0: transfer appeal amount to recipient 0: 

appeal.complete=true 
0: end if 

0: end function=0 

4.2.2 Verifier Algorithm 

The algorithm2 explains a verifier that is employed in a blockchain-based system. The 
three primary operations of the algorithm are verify, VerifyC, and Checker. Input and 
proof are the two inputs required by the verify function. The contributing credentials 
and the verifying key are first initialised (vk). The next step is to determine if the length 
of the input plus one equals the length of the minimal contributions in the verifying 
key. The function returns true if this criterion is satisfied; otherwise, it returns false. 
A struct of data with the property d is the input for the VerifyC function. This
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function creates an elliptic curve using input d and obtains the blockchain address. 
The helperFunction is then invoked using the input and evidence as inputs together 
with the input values from d. The Boolean mapping value is indicated as true if the 
function’s output equals zero. The blockchain address is sent to the Checker function. 
The Boolean mapping value is then verified. The method returns 1 if the value is true 
and 0 otherwise. 

4.3 Indemnity 

The insurers will get their obliged values and tokens back if no weakness was used 
within the insurance policy’s duration. Before utilising a new risk, users must alert 
the vendor or assessor. Following data verification and blockchain registration, the 
auditor uses the reimbursement feature to request compensation from the fundraising 
stage. The insurers will share the cost of the indemnification in an equitable manner. 
The claiming procedure is recorded on the blockchain, has a negative effect on the 
company’s reputation, and lowers trust in the vendor’s security. As a result, fewer 
underwriters are willing to cover items, which drives up the insurance rate. 

4.4 Advantages of Proposed Framework

• Given that it is impossible to predict the risk connected with the cyber-product, 
an extensive indemnity request could not be granted by the insurers. The insurers 
mitigate the effect of a loss by utilising a hazard insurer crowdsourcing strategy, 
nevertheless. This enables companies with different risk appetites to select their 
desired degree of risk.

• Blockchain makes it possible for insurers to track the progress of the insureds 
by keeping accurate records of indemnification and claims. Although it can be 
difficult for insurers to estimate the likelihood that a new vulnerability would be 
used, the seller’s track record in dealing with security-related problems has aided 
insurers in making wiser investment choices. This kind of design also uses the 
image of the organisations who provide the service.
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Algorithm 2 Verifier Algorithm 
0: function verify(input,proof) 
0: initialize contributor credentials 0: initialize verifying key as vk 
0: if input.length+1 == vk.minimumcontributors.length then 
0: return true 
0: else 
0: return false 
0: end if 
0: end function 
0: function VerifyC(struct data d) 
0: fetch and initialize blockchain address 0: construct elliptical 
curve input d 
0: take input values from d 
0: if helperFunction(input,proof)==0 then 0: mark 
boolean mapping value as true 0: end if 
0: end function 
0: function Checker(blockchain address) 0: if boolean mapping value is true then 
0: return 1 
0: else 
0: return 0 
0: end if 

0: end function=0

• Under conventional insurance models, it is difficult, if not inconceivable, for 
carriers to shift the risk of an insurance products to a third party. In contrast, 
insurers get paid in tokens thanks to the use of a smart contract. The insurers are 
able to accomplish this by trading tokens with other insurers.

• When the agreement expires, the insurer will be reimbursed for their obligations. 
The entities have faith in the veracity of the smart contract since it operates on 
a blockchain network and is backed by a resolution procedure. The blockchain’s 
architecture also eliminates intermediaries. The entities’ services are improved. 

4.5 Smart Contract 

The encased auction for financing presents a challenge due to the transparency of 
blockchain transactions. To part of the responsibility from the auction winners, the 
bidders should transmit their bid amounts to the consensus mechanism during the 
bidding process. The fundamental reason why this is challenging is because everyone 
may see the bids that are recorded in the blockchain. As a consequence, bidders 
modify their proposals accordingly and do not submit genuine bids, which costs the 
seller money. Consider the scenario where a legitimate appraisal of an insurance 
cover by an insurer is $2 premium. The insurer will reduce its bid to $2.99 in hopes 
of winning the auction if it discovers that now the lowest desired premium is $3. 

The auction procedure is split into the revealing and bidding phases in order 
to address this problem. To protect the bid values, the commitment approach is 
employed. A commitment strategy has elements of binding and concealment. While
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concealing requires that a promise contain no details about the value being committed, 
binding property makes sure that a pledge cannot be extended to some other value. 
The approach employed the Ethereum-SHA3 hash algorithm (Keccak256) as that of 
the commit mechanism as shown in Eq. 1. 

E[u] = b · R − b)(N−Y ) 

R 
(1) 

4.6 Realisation of Security 

Decentralised ledger technology, cryptographic algorithms, and consensus proce-
dures are used to achieve high security in blockchain-based crowdfunding 
integrity. These characteristics guarantee the transactions’ security, transparency, and 
immutability. Blockchain’s decentralised structure reduces the need for middlemen, 
lowering the likelihood of fraud, and cyberattacks. Data cannot be changed or 
removed after it has been stored on the blockchain thanks to cryptographic algorithms 
and consensus procedures. This results in a lasting and verifiable record of transac-
tions, preserving the legitimacy of crowdfunding campaigns, and fostering partici-
pant trust. Additionally, the blockchain’s smart contract functionality can automate 
the funding and disbursement of funds, lowering the possibility of fraud or errors. 

4.7 Achievement of Reliability 

Using blockchain technology, reliability in crowdfunding integrity is made possible 
by a number of important qualities.

• Decentralisation: By doing away with middlemen, blockchain lowers the possi-
bility of single points of failure and makes sure the network is always accessible, 
even if some nodes are down.

• Transparency: The blockchain creates a transparent and accountable system 
because all transactions are visible to all participants.

• Immutability: The cryptographic methods and consensus procedures employed 
in blockchain technology ensure that once a transaction is recorded, it cannot be 
changed or removed. This is known as immutable record-keeping. This ensures 
the dependability of the system and gives a permanent record of all activities.

• Automation: Automation of smart contracts can be used to reduce the risk of fraud 
and human mistake by automating the funding and disbursement of cash.
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4.8 Monitoring and Storage of Ethers Accurately 

Smart contracts and decentralised ledger technology allow for reliable monitoring 
and storage of ethers in blockchain-based crowdfunding.

• Smart Contracts: These agreements can be set up to automatically track and hold 
ethers, guaranteeing that the funds are safe and secure. The contracts can impose 
particular guidelines and requirements, such as establishing a campaign deadline, 
releasing funds only when specific requirements are satisfied, and allocating the 
cash to the proper parties.

• Decentralised Ledger: The blockchain’s decentralised ledger offers a safe, visible 
record of every transaction, guaranteeing that the money is properly monitored 
and kept. A network of nodes maintains the ledger, making it challenging for a 
single organisation to change or modify the data.

• Security: Blockchain employs cryptographic techniques to encrypt transactions 
and guard against unwanted access, making sure that the money kept in the smart 
contract is safe and can only be accessed by authorised parties. 

4.9 Suitability for Future Research and Real-Time 
Implementation 

Blockchain offers a safe and open ledger for recording transactions, preserving 
the legitimacy of the crowdsourcing procedure. Decentralised networks that record 
transactions make it more challenging for hackers to influence the system. The 
blockchain-based crowdfunding may automate many traditional crowdfunding oper-
ations, such as recording donations, confirming terms, and allocating cash, by using 
smart contracts. By doing this, the likelihood of human mistake and potential fraud 
is decreased. The stakeholders’ confidence and responsibility may rise as a result 
of blockchain’s openness. A crowdfunding campaign’s development may be easily 
followed by contributors, and the project’s funders can be held responsible for 
spending the money as intended. Blockchain has the potential to increase accessi-
bility of crowdfunding by enabling cross-border transactions and lowering entrance 
barriers for smaller investors. 

5 Results 

5.1 IPFS Performance 

Blockchain can be combined with the decentralised file storage system known 
as InterPlanetary File System (IPFS) to enhance the efficiency of crowdfunding 
campaigns.
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• Decentralised Storage: IPFS is a distributed, decentralised file storage system 
that makes it possible to store and retrieve huge data quickly and effectively. In 
particular for crowdfunding projects that call for the storing of huge volumes of 
data, like video or photographs, this helps to lessen the stress on the blockchain 
network and enhance performance.

• Increased Security: IPFS uses cryptographic hashing to defend against manipula-
tion and guarantee the integrity of the data stored, thus strengthening the security 
of the crowdsourcing campaign.

• Improved User Experience: By using IPFS, users may access crowdfunding 
campaign content fast and effectively without waiting for it to load from a 
central server. This helps to enhance user experience generally and raise campaign 
involvement. 

IPFS is used as the study’s privacy data database. To evaluate the storage, Fig. 6 
shows the IPFS uploading and receive times over various file sizes. The test envi-
ronment uses Ubuntu LTS 20.4 version and go-ipfs v0.16.0 as the IPFS version. As 
noted in the illustration, as file sizes increase, so do IPFS’s transfer files times, with 
the data allow often taking more time than the download speeds. The transfer files 
speeds are 43.54 and 51.27 MB/s, correspondingly, when the storage file exceeds 
50 MB, which can accommodate IoT demand. 

5.2 Algorithm Efficiency 

In this work, an elliptic curve cryptography smart contract using the Go programming 
language is built. The encryption and decryption timings of the technique for various 
key lengths are shown in Fig. 4. The execution durations of three different approaches 
for varied key lengths are shown in Fig. 5. The chart shows that, given the same key 
length restriction, the encryption time is less time than the decrypting time, and that 
the time needed for cyphertext plus block cypher is longer than the time needed for 
cyphertext plus constants but less time than both. The duration of cyphertext + block 
cypher is 538.61 ms when the key length is 1024 bits, which may meet the blockchain 
requirement. 

5.3 Meta Mask Integration 

Figures 2 and 3 show us the creation of funding initiative and creation of account 
using Meta Mask. Figure 4 depicts the login screen for the Meta Mask user to chrome 
and work as an individual user. The Meta Mask login acts as a private network where 
multiple users can be created over a network and they can contribute to the blockchain 
network for the crowdfunding contributions. The final project of all crowdfunding 
is shown in Fig. 5.
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Fig. 2 Creation of a funding 
initiative 

Fig. 3 Configuring with 
meta mask
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Fig. 4 Logging in using Meta Mask to the particular crowdfund 

Fig. 5 Status of all crowdfunding initiatives

5.4 Gas Fees 

Table 1 represents the gas fees for various operations over the blockchain network. 
Digital identity smart contract deployment charges the highest gas fee and donate 
operation require minimum gas fee. Since the digital identity verification is a complex 
operation, it requires more gas fee compared to other operations. The results of 
logging in using Meta Mask to the particular crowdfund are provided in Figs. 6  and 
7
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Fig. 6 Logging in using Meta Mask to the particular crowdfund

Table 1 Gas fees associated 
with smart contracts 
functionalities 

Module GAS FEE 

Smart contract deployment 0.0043542 

Function to update keys 0.0035414 

Function to update users 0.0023781 

Function to update passwords 0.0081923 

Function for verification 0.0014234 

Function for suspension 0.0076521 

Function for creation of campaign 0.0023124 

Cost of donation 0.0043212 

Fig. 7 Upload and dowload time of the nodes
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6 Conclusion 

In this paper, a novel paradigm for using blockchain technology to guarantee a 
digital good is provided. To spread the risk involved with insurance, crowdsourcing 
through secure blockchain platform is proposed and implemented. The advantages 
of the architecture proposed are discussed and examined the insurers’ bid strategy. 
The execution of an encased auctioneer on the blockchain and proposed a way to 
safeguard bid values during in the tender process is looked with standard Ethereum 
tabulation. 

Future study should concentrate on creating a thorough knowledge of the criteria 
for success for ledger crowdsourcing and how they vary from those for conven-
tional crowdfunding. This can entail performing further research on the drivers of 
investors and business owners as well as examining the legal environment around 
blockchain-based crowdfunding and how it affects the outcomes of these projects. 
Examining how established finance patterns could be disrupted by blockchain-based 
crowdfunding and the effects this would have on the whole economy are the potential 
for future research. 
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A Brief Analysis on Video Compression 
and Deduplication Models Using Video 
Steganography with Optimised Feature 
Extraction Techniques for Integrity 
Preservation 

S. K. Sameerunnisa and J. Jabez 

Abstract Increased Internet use has brought about a greater focus on security in 
recent years. The daily rate of data exchange is increasing as Internet usage grows. 
Hackers might potentially compromise the daily flow of information. Videos feature 
a wide variety of sceneries and objects, some of which are static, some of which are 
constantly moving, some of which are sparsely populated, and some of which undergo 
complex, non-repetitive motions. The Dynamic Texture (DT) in particular presents a 
number of difficult challenges due to its constantly shifting appearance and motion. 
With cloud computing, users have unprecedented flexibility in terms of video data 
storage, sharing, and accessibility. It has also contributed to the explosive growth of 
digital data. In order to keep up with this speedy expansion, video deduplication has 
become a major strategy for Cloud Storage Providers (CSPs) by enabling them to effi-
ciently delete duplicate data from their storage facilities. This research proposes a new 
compression plot that can safely deduplicate videos stored in the cloud. To efficiently 
transmit and store digital video files over a network and on computer discs, video 
compression techniques are used to solve the problem of reducing and deleting super-
fluous video data. Video steganography, in which information is concealed within 
video frames, is used in this research. The video compression and deduplication 
techniques and feature extraction techniques for video steganography for integrity 
preservation are analysed in this research. 
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1 Introduction 

Images for a digital video are taken at regular intervals. Digital samples of the images 
are used to represent the visual data present at each pixel in the image over its full 
range of time [1]. The values of the three primary colours in the RGB colour space 
can be used to express visual information at each sample point [2]. Both frames 
and fields can be used to sample a video signal. One frame is sampled at a time 
in progressive video. In an interlaced video, just half of the frame is recorded at 
any given time instant. An increasing variety of video codec technical standards and 
intelligent algorithms are available, making it feasible to store and transmit video in 
digital form, making video compression a crucial enabler for these applications. New 
algorithms and the ever-increasing processing capability of inexpensive integrated 
circuits like digital media processors are driving changes in compression standards 
[3]. 

Compression standards vary, as do implementations of those standards, with the 
key differences stemming from varying emphasis on secondary needs [4]. Video 
compression, in the broadest sense, is a technology for compressing video signals 
that seeks to preserve the original quality under a variety of constraints, such as those 
imposed by storage space, latency, or processing capacity. It uses redundant data 
between consecutive frames to cut down on the amount of processing power needed 
to store the data. It is common practice in the design of data compression systems and 
make sacrifices in the areas of performance, speed, efficiency, and resource/energy 
usage [5]. 

Steganography is crucial to the realm of information security. Pictures and videos 
are frequently used to conceal information. To practise visual cryptography, an image 
can be considered and use LSB audio steganography to hide information in its colour 
channels. Video encryption has the advantage of being able to conceal a sizable 
quantity of information within a continuously evolving sequence of images [6]. 
When data encryption and steganography are used together, a multimedia file can be 
used as a covert communication channel. The information is concealed in the angular 
and linear motion of the objects. Images, audio, and video files are collections of bits 
that can be decoded into their respective data types [7]. Excess bits and blank space 
in the file might be used to store new information or to conceal older information. 

Due to the high volume and inherent redundancy of the data produced by IoT 
devices, both communication capacity and storage space are quickly depleted. As a 
result, data deduplication has become increasingly popular as a means to dispose of 
duplicate information [8]. It is a difficulty, however, to ensure the privacy of users’ 
information because the data acquired in IoT are often highly personal and sensitive. 
When privacy is at stake, the user can select a secure policy and a personal model 
that best suits their needs. Some devices under the personal model can only offer 
services, such as the sharing of data acquired by environment sensors, to other devices 
in a close enough network that they already have a common public key [9], such as 
devices belonging to the same user.
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Thus, encryption of data prior to storage in the cloud is essential and also duplicate 
removal is required. In many research models, data encryption is a useful tool for 
protecting individual privacy in videos [10]. While in transit from the peripheral 
device to the central structure, the sensor gathered video data is encrypted to ensure 
that even if it is intercepted by another unauthorised device, such as a malicious one, 
on the same wireless physical media, the interceptor will be unable to read the original 
data [11]. A downside of this approach is that encryption makes deduplication by 
the cloud server more difficult to do, since the cypher text will be unique even if the 
underlying plaintext is similar [12]. 

A video comparison system is essential to the deduplication framework. The 
video signature is a concise representation of the video that is used for fast video 
comparison. Different methods have been offered in the past [13]. Ordinal signature 
was selected from the presented strategies for the development of video signatures. 
Because ordinal signature depends on the colour and the spatial–temporal distribution 
of intensities of video, it is insensitive to differences in the resolution and display 
formats of the compared videos [14]. 

Deduplication can reduce the amount of space needed to store this increasingly 
centralised web data. Deduplication is a process that uses pointers to the original 
copy of duplicate data to get rid of unnecessary copies of the data [15]. In light of 
the growing centralization of web data and the widespread redundancy of that data, 
deduplication offers a promising method for optimising storage space. It is crucial to 
differentiate between managed and unmanaged redundancy from a storage perspec-
tive [15]. When the storage system knows about the duplicates and replicates for a 
reason, it can be considered that redundancy is managed. Unmanaged redundancy, 
on the other hand, results in the storage system being oblivious to the existence of 
the copies and does not explicitly contribute to better characteristics of the system 
[16]. Problems with data management arise when redundancy in large-scale storage 
systems is not properly controlled [13]. 

The term data hiding describes the procedure by which information is secreted in a 
cover media. Data concealing typically causes some distortion to the cover media and 
prevents the media from being converted back to its original state [17]. However, 
reverting tagged media to unmodified media is essential in a variety of contexts, 
including medical diagnosis, military imagery, remote sensing image analysis, legal 
certification and proof, and other areas [18]. Even now, reversible video steganog-
raphy techniques are put to use in a wide range of applications. The primary goal of 
steganalysis is to reveal hidden information in a given object. Digital media files such 
as video, audio, and photographs are perfect for using with steganography to conceal 
a hidden message. Measurable descriptors make it hard to demonstrate certain empir-
ical spreads properly and also greatly muddle the detection of embedding changes 
[19].
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2 Literature Survey 

The use of augmented and virtual reality (AR and VR) applications has attracted 
increasing attention in recent years. It is not uncommon for augmented and virtual 
reality applications to make use of 360°, or omnidirectional, video. In response to 
market demand, a new edition of HEVC was recently released, and it contains a 
number of SEI messages that make it possible to transport omnidirectional video 
using High-Efficiency Video Coding (HEVC). On the other hand, 360° video 
compression efficiency still has room for development. To combat this issue, the 
ITU-T VCEG and ISO/IEC MPEG formed the Joint Video Exploration Team (JVET) 
to study 360° video coding technologies like projection formats, pre- and post-
processing methods, and 360° video coding tools analysed by Ye et al. [1]. Recently, 
the ITU-T VCEG and ISO/IEC MPEG announced a joint CfP on video compression 
technologies beyond HEVC, and one of the categories was 360° video. We received 
12 replies to our call for proposals for 360° videos. This article discusses 360° video 
and virtual reality communication methods. 

HEVC is a new generation of video coding that features both better compression 
performance and greater coding complexity. Therefore, the current trend in video 
production is to lessen perceptual redundancy in order to improve compression. In 
this research, Zhu et al. [2] expanded and optimised the HEVC by combining a 
video saliency method based on an attention mechanism with a video compression 
strategy based on perceptual priority. This research provides a convolutional neural 
network-based spatial saliency method and a motion vector-based temporal saliency 
algorithm for identifying important parts of videos. To finish off the saliency map 
of the input video, the saliency algorithm can merge the motion estimation of each 
block during the HEVC compression using a convolutional neural network and carry 
out adaptive dynamic fusion. This study presents a more adaptable approach to QP 
selection within the context of the perceptual priority video compression algorithm, 
wherein the QP is chosen in relation to the saliency value of the CU. The author also 
presented a new rate-distortion optimization approach that uses the current block’s 
saliency characteristic in conjunction with the standard way of calculating rate-
distortion to better direct bit allocation and realise the desired effect of perception 
priority. 

Two important new generations of video coding standards have been produced 
in the 17 years since the initial version of the now-dominant H.264/Moving Picture 
Experts Group-4 (MPEG-4) Advanced Video Coding (AVC) standard was finalised 
in 2003. High-Efficiency Video Coding (HEVC) is one of these, along with the VVC 
(Adaptive Video Coding) standard. The final version of HEVC was released in 2013, 
maintaining the ten-year cycle time established by AVC’s predecessor. The VVC 
project, which was completed in July 2020, had a shorter cycle by three years and 
reduced bit rate by nearly 50% compared to its predecessor HEVC. Bross et al. [3] 
provide a concise overview of post-AVC advances in the standardisation of video 
coding. The initial version of VVC is reviewed in detail, alongside comparisons to 
HEVC. As with earlier iterations of development, VVC explains not only the latest
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innovations in hybrid video compression but also the extensive flexibility of the 
application domain emphasised by the name. VVC includes capabilities to handle 
computer-generated/screen video, high-dynamic range information, multilayer and 
multi-view encoding, and support for immersive media like 360° video, in addition 
to the more common standard- and high-definition camera-captured content codings. 

As a result of the high bit-rate versus video quality trade-off and the complicated 
perceptual masking that affects performance, highly textured video footage is difficult 
to compress. This highlights the need for, but scarcity of, test datasets that encompass 
a wide variety of texture types for use in evaluating codecs. Katsenou et al. [4] 
presented a data set of synthetic video textures (BVI-SynTex) created in a CGI 
environment, which may be used to investigate the characteristics of video textures. 
It has 196 sequences organised into three groups by texture type and the ability to 
make numerous variations of the same scene using varied video parameters. As a 
result, it serves as a malleable starting point for investigating how different texture 
types and characteristics affect both video compression and the impression of video 
quality. BVI-SynTex is thoroughly tested and compared to genuine video content 
with a similar texture. The results demonstrate that BVI-SynTex yields encoding 
statistics that are equivalent to real-world video data sets, and that it also displays 
comparable coverage in the spatial and temporal domains. In order to conduct a 
subjective judgments of compression using the MPEG HEVC codec, a subset of the 
BVI-SynTex data set was chosen. The outcomes illustrate the effect of the content 
parameters on compression effectiveness and on the experienced quality. 

Data deduplication is a powerful tool for preserving storage and bandwidth within 
the cloud environment. Yet, it is not easy to avoid adding layers of redundancy in 
the form of more storage or communication because of safety concerns. In spite 
of the many efforts made to find a unified cryptographic framework for safe data 
duplication, issues still exist between data privacy, security, and authority. Specif-
ically, despite the fact that convergent encryption makes the data unintelligible, a 
violent dictionary attack is still effective because the entire pseudorandom process 
is largely dependent on plaintexts. Similar issues may arise with data ownership, as 
the hash value used to determine who has download access. Mi et al. [5] introduced 
a threshold blind signature-based data deduplication methodology in this model to 
do away with these issues. The outsourced file and deduplication label are compu-
tationally distinguishable from random strings with the use of several key servers. 
To verify that users’ claims of ownership are genuine, the author deployed the boom 
filter as a proof of ownership mechanism. As a result, the attacker is unable to use 
the stolen tag to gain unauthorised access to the entire file. The main contribution of 
this research is the introduction of a secret sharing mechanism based on the Chinese 
Remainder Theorem for hiding signature keys, which strikes a balance between cloud 
and client security concerns by using homomorphism calculation to aggregate and 
generate partial signature tags. Limitations of existing models are listed in Table 1.

The study of how to combine information from different databases is known 
as heterogeneous database integration. There are three key obstacles that make the 
heterogeneity problem difficult to tackle when integrating disparate databases of the
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same area. Heterogeneity in meaning, syntax, and structure are the issues. Deduplica-
tion techniques, data warehousing, and information retrieval (IR) search techniques 
are all examples of traditional heterogeneous database integration strategies, but none 
of these can solve the problem of database integration on its own. The only plausible 
explanation is that they are ineffective in addressing issues of semantic heterogeneity.

Table 1 Limitations of existing models 

Author name Year of 
publication 

Manuscript title Proposed model Remarks 

Ye et al. [1] 2020 Omnidirectional 
360° video coding 
technology in 
responses to the 
joint call for 
proposals on video 
compression with 
capability beyond 
HEVC 

The ITU-T VCEG 
and ISO/IEC 
MPEG formed the 
joint video 
exploration team 
(JVET) to study 
360° video coding 
technologies like 
projection formats, 
pre- and 
post-processing 
methods, and 360° 
video coding tools 
are analysed 

High time 
complexity 

Zhu et al. [2] 2020 High-definition 
video compression 
system based on 
perception guidance 
of salient 
information of a 
convolutional 
neural network and 
HEVC compression 
domain 

The author 
expanded and 
optimised the 
HEVC by 
combining a video 
saliency method 
based on an  
attention 
mechanism with a 
video compression 
strategy based on 
perceptual priority. 
This research 
provides a 
convolutional 
neural 
network-based 
spatial saliency 
method and a 
motion vector-based 
temporal saliency 
algorithm for 
identifying 
important parts of 
videos 

More memory 
usage

(continued)
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Table 1 (continued)

Author name Year of
publication

Manuscript title Proposed model Remarks

Bross et al. [3] 2021 Developments in 
international video 
coding 
standardization 
after AVC, with an 
overview of 
versatile video 
coding (VVC) 

The author provided 
a concise overview 
of post-AVC 
advances in the 
standardisation of 
video coding. The 
initial version of 
VVC is reviewed in 
detail, alongside 
comparisons to 
HEVC. As with 
earlier iterations of 
development, VVC 
explains not only 
the latest 
innovations in 
hybrid video 
compression but 
also the extensive 
flexibility of the 
application domain 
emphasised by the 
name 

Unsatisfactory 
compression 
levels 

Katsenou et al. 
[4] 

2021 BVI-SynTex: a 
synthetic video 
texture dataset for 
video compression 
and quality 
assessment 

The author 
presented a data set 
of synthetic video 
textures 
(BVI-SynTex) 
created in a CGI 
environment, which 
may be used to 
investigate the 
characteristics of 
video textures. It 
has 196 sequences 
organised into three 
groups by texture 
type and the ability 
to make numerous 
variations of the 
same scene using 
varied video 
parameters 

More complex 
operations

(continued)
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Table 1 (continued)

Author name Year of
publication

Manuscript title Proposed model Remarks

Mi et al. [5] 2020 Secure data 
de-duplication 
based on threshold 
blind signature and 
bloom filter in 
internet of things 

The author 
introduced a 
threshold blind 
signature-based 
data deduplication 
methodology in this 
model to do away 
with these issues. 
The outsourced file 
and deduplication 
label are 
computationally 
distinguishable 
from random strings 
with the use of 
several key servers. 
To verify that users’ 
claims of ownership 
are genuine, the 
author deployed the 
boom filter as a 
proof of ownership 
mechanism 

Applicable only 
on small videos

In this research, Asfand-E-Yar et al. [6] experimented with and talked about a model 
for ontologies on the semantic web that is grounded in the way queries are executed. 
There are two stages to ontology modelling; the first involves adapting the database 
rules to the ontology rules in order to arrive at an abstract ontology model. Second, we 
need to add more specifics to the abstract ontology model based on the information 
already present in the databases. Using this technology, similar SPQRAL searches 
may be applied on database data with ease. In order to access data that is similar in 
meaning to another set of data, the Jena API is called upon. 

In this paper, Xu et al. [7] offered a commutative encryption and data concealing 
technique that performs well for HEVC videos. Due to the commutative character-
istic, it is possible to encipher a steganographic video without affecting the hidden 
signal, or to execute steganography on an encrypted video while maintaining flawless 
decryption. Security is maintained against unauthorised viewing by encrypting the 
HEVC standard’s syntactic parts, such as the sign of quantized transformation coef-
ficient (QTC), the sign of motion vector difference (MVD), and the intra-prediction 
mode (IPM). Due to the usage of a tailored QTC modification mechanism, the visual 
distortion brought on by data concealing is minimal when using data embedding. 
Also, the proposed framework will generate a HEVC-compliant bitstream and allow 
for hidden information extraction in both the encrypted and decrypted domains.
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Confidential information can be concealed in digital carriers using information 
hiding techniques. The presence of sensitive information within digital carriers is 
often concealed, making it harder for malevolent users to find. Digital media might 
take the form of audio files, photo files, or video files. Steganography and water-
marking are two methods of concealing data. In order to safeguard intellectual prop-
erty, watermarking is employed in this research by Ko et al. [8]. Steganography 
is employed to shield the transfer of sensitive data from prying eyes. In steganog-
raphy, the primary considerations are always concealment and capacity. In this study, 
the author suggested a magic cube- and modulus-based steganography scheme for 
photographs. The bits of the partially revealed secret message are counted and then 
mapped to a cube. The cover art features a modulus operation that encodes the map’s 
coordinates there. With a payload size of only 3 bits per pixel, we are able to produce 
stego-images with a quality of over 42 dB. 

When sending sensitive information via the Internet, security should be the top 
priority. Therefore, steganography is utilised to protect this information during trans-
mission. Steganography is the practice of hiding information in other media, be it 
a digital image, video, audio file, written document, or any other type of carrier. 
Existing picture steganography techniques function as follows: a cover image is 
assigned, and the secret message is embedded within it via alterations to the image’s 
pixels, yielding a stego-image. This alteration makes it possible for steganography 
analysis algorithms to read the hidden message. Therefore, Saad et al. [9] proposed a 
concept of coverless data concealing as a means of resolving this issue. It is important 
to note that coverless does not imply that the secret message will be sent without a 
cover file or that the cover file will be removed after transmission. Instead, a cover file 
or secret message mapping will be generated to conceal the message. In this work, 
the author offered a new, highly secure coverless image steganography approach that 
utilises optical mark recognition (OMR) and rule-based machine learning (RBML). 

High-capacity picture steganography is a method for protecting private informa-
tion such as photographs and fingerprints by disguising the hidden image within the 
cover image. While traditional approaches prioritise secrecy during transmission, 
they expose users to potential privacy breaches following the successful restora-
tion of hidden photos. Multitask Identity-Aware Image Steganography (MIAIS) is a 
framework proposed by Cui et al. [10] to directly recognise container images without 
having to restore secret images. The primary challenge of direct recognition is in the 
need to both conceal the identities of the secret images within the container images 
and make the container photos appear similar to the cover images. To this end, the 
author implemented a minimax optimisation to handle the contrasting factors and 
introduced a basic content loss to protect the identity information. The author showed 
that the robustness findings generalise to other cover datasets. The author provided a 
multitask framework and add an optional restoration network to this method to allow 
for adaptability when restoring hidden images. Traditional models and limitations 
are given in Table 2.
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3 Proposed Model 

In this research, duplicate-free storage architecture models, which allows for stream-
lined, centralised management of terminals’ aggregated data models are analysed. 
The difficulty lies in achieving remote server-side deduplication that protects user 
privacy. If users want to keep computations secret, they need to do them in an 
encrypted format. As a result, a deduplication strategy with compression models 
to cut down on storage needs and encryption mechanisms to safeguard individual

Table 2 Traditional models and limitations 

Author name Year of 
publication 

Manuscript title Proposed model Remarks 

Asfand-E-Yar 
et al. [6] 

2020 Semantic 
integration of 
heterogeneous 
databases of same 
domain using 
ontology 

The author 
experimented with 
and talked about a 
model for 
ontologies on the 
semantic web that 
is grounded in the 
way queries are 
executed. There are 
two stages to 
ontology 
modelling; the first 
involves adapting 
the database rules 
to the ontology 
rules in order to 
arrive at an abstract 
ontology model 

Ontologies models 
are applicable to 
same domain that 
need to go for 
heterogeneous 

Xu et al. [7] 2019 Commutative 
encryption and 
data hiding in 
HEVC Video 
Compression 

The author offered 
a commutative 
encryption and data 
concealing 
technique that 
performs well for 
HEVC videos. Due 
to the commutative 
characteristic, it is 
possible to encipher 
a steganographic 
video without 
affecting the hidden 
signal, or to execute 
steganography on 
an encrypted video 
while maintaining 
flawless decryption 

The key generation 
model need to be 
more complex for 
enhancing the 
security

(continued)
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Table 2 (continued)

Author name Year of
publication

Manuscript title Proposed model Remarks

Ko et al. [8] 2022 Efficient 
cost-reduced with 
high-quality image 
of imperceptible 
steganography 
using modulo and 
magic cube 

Digital media 
might take the form 
of audio files, photo 
files, or video files. 
Steganography and 
watermarking are 
two methods of 
concealing data. In 
order to safeguard 
intellectual 
property, 
watermarking is 
employed in this 
research 

The magic cube 
model is complex 
and reduces the 
performance levels 

Saad et al. [9] 2021 Coverless image 
steganography 
based on optical 
mark recognition 
and machine 
learning 

The author 
proposed a concept 
of coverless data 
concealing as a 
means of resolving 
this issue. It is 
important to note 
that coverless does 
not imply that the 
secret message will 
be sent without a 
cover file or that the 
cover file will be 
removed after 
transmission. 
Instead, a cover file 
or secret message 
mapping will be 
generated to 
conceal the 
message 

The complex 
operations can be 
reduced using light 
weight operations 

(continued)

confidentiality is analysed. Web searching, target recognition, surveillance, criminal 
detection, and other computer vision applications all face the challenge of recog-
nising object sequences from videos. The goal is to create a powerful video retrieval 
system that makes advantage of contextual information such as colour, texture, shape, 
motion, and embedded visual text. Usefulness of the content model varies across 
domains and audiences depending on the sorts of descriptors used and the level 
of detail in the description scheme. This raises the problem of the content model 
being incompatible across different systems, software, suppliers, and intellectual 
property. The model’s syntactic and semantic content descriptions must be fused in
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Table 2 (continued)

Author name Year of
publication

Manuscript title Proposed model Remarks

Cui et al. [10] 2021 Multitask 
identity-aware 
image 
steganography via 
minimax 
optimization 

While traditional 
approaches 
prioritise secrecy 
during 
transmission, they 
expose users to 
potential privacy 
breaches following 
the successful 
restoration of 
hidden photos. 
Multitask 
identity-aware 
image 
steganography 
(MIAIS) is a 
framework 
proposed to directly 
recognise container 
images without 
having to restore 
secret images 

The time 
complexity levels 
can be reduced by 
reducing the round 
operations

this way, revealing an organic relationship between the content’s structural elements 
and its concepts. The semantic gap refers to the discrepancy between what a human 
reader understands to be the content’s meaning and what can be recovered through 
automated means of indexing. 

To create a memory-friendly video compression model that makes use of frame 
deduplication for use with real-time database management is required. Using a robust 
steganography model for video encryption and decoding to safeguard sensitive infor-
mation is strongly required for maintaining security. The purpose of this research 
is to analyse the limitations of existing models and suggest to develop a powerful 
framework for a novel video steganography feature extraction approach that makes 
use of regions of motion. The purpose of this survey is to provide suggestions to 
develop a methodology for optimising video feature extraction that will significantly 
improve data security. 

4 Conclusion 

The limited storage and processing capabilities of most end-terminals in a network 
setting necessitates that users typically outsource data from local to cloud-based 
computing. In order to keep up with the exponential growth of the data generated
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by IoT terminals, data deduplication must be implemented in data centres to save 
on both transmission and archival costs. By focusing on the computation of frame 
near distance, an effective video compression method based on frames difference 
methods can be developed. The selection of significant frames, in which compa-
rable frames are eliminated, relies on a number of criteria. Preprocessing, frame 
extraction, frame selection, frame reordering, two-dimensional (2D) wavelet trans-
form, and finally video production are all processes in the system for deduplication 
and to secure the data. The compressed video that is output is of a high quality, 
has a high performance, and is compressed to a fixed ratio. By eliminating redun-
dant data, data deduplication is a potent tool for lowering the footprint of large-
scale storage infrastructures. Another intriguing area of study is the development 
of methods for efficiently and scalably dealing with false positives during video 
comparison. Steganography refers to the practise of secretly encoding information 
into other data. Network steganography, which involves transferring data with the use 
of a network protocol, is another method for concealing information. This method 
of data protection centres on encrypting and cloaking sensitive information within a 
multimedia file. The process of video steganography consists of two steps: the extrac-
tion of video files and the insertion of a hidden message. In the simple scenario of zero 
motion between frames, it is straightforward for the encoder to effectively predict the 
current frame as a duplicate of the prediction frame, and this is the foundation upon 
which motion estimation is built. This research presents a brief survey on the video 
deduplication, compression, and steganography models that are used to secure the 
data and to effectively utilise the memory to store the video content. This research 
helps numerous researchers to identify the limitations of the existing models. 
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A Study on Various Techniques 
of Two-Dimensional Bin Packing 
Problem 

U. Prabu 

Abstract In real-world circumstances, like as logistics, it may be highly valuable to 
consider all of the features of the products and the container, such as value, weight, 
and form, for better optimum solutions. Two well-known optimization problems 
involving placing products in a container are the packing problem and the Knapsack 
Problem. Knapsack Problem is an optimization problem in the sense that it finds the 
best solution with maximum profits among a group of objects with varying weights 
and values. Packing problems are a sort of optimization problem in which objects 
are packed into containers. The combination of these two issues (called the Joint 
Problem) defines the set of things that must be placed in a bin such that the greatest 
amount of space in the bin is used by obtaining the maximum profits. The geometric 
forms associated with the objects and the container in the packing problem were 
combined with the value and weight conceptions of the Knapsack Problem. The Joint 
Problem’s purpose is to maximize the total value sum of all things in the container 
while remaining within the container’s maximum weight constraint and avoiding 
geometric crossings. In this article, a detailed study has been performed on various 
techniques of two-dimensional bin packing problem. The main categorization of 
mathematical models or algorithms, as well as the purpose of usage, are also studied 
and listed so that it will be useful for the researchers to have an insight on the working 
of each technique. 
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1 Introduction 

The packing bin problem is an optimization problem. In this problem, a set of objects 
need to be placed in a bin such that the maximum space of the bin is utilized. It is 
similar to a knapsack technique in which the objects are kept in a knapsack bag 
without exceeding the weight of the bag. Similarly, the bin packing problem also 
exists and it needs to be optimized. A two-step technique, i.e., positions making and 
covering them can be used to get the optimal answers for the two-dimensional (2D) 
packing bin problem [1]. By integrating the crow search algorithm (CSA) and a type 
of genetic algorithm (GA), the 2D bin packing issue is addressed in [2]. 

Generally, in problems bins are considered in rectangular shape but in this 
problem, the shape of the bin is not limited to a specific shape, and the placeable 
items also can have different shapes and objects have sizes and fragility [3]. The 
problem here is limited to two-dimensional that is the bin and the objects are in two-
dimensional geometric shapes, but the shape is not limited to a rectangle. For this 
bin packing problem, as in knapsack weights are included in the bin and the objects, 
and both problems are considered to be combined. The issue can be known as a 2D 
irregular shape packing bin problem with weights. The objects placed should not 
overlap in this problem. The goal is to reduce the complete cost of the bins used for 
packaging the rectangular objects, which come in a variety of sizes and prices [4]. 

The problem is solved using the genetic algorithm such as generating the initial 
population from the given inputs and then generating the offspring from the selected 
ones and obtaining the solutions for every set and the set with the best outcome 
is considered as the optimal one. The best is obtained from the maximize function 
which is generated using the limitations of the problem such as weights and the 
values of objects and the weight of the bin. The greedy strategy with edge-occupying 
action is used by the ALNS algorithm [5]. 

A binary value is considered for every bin such that if it is placed or not that 
is 1 if it is placed else 0. From the maximum value of the bin obtained the best 
solution is considered from the rest. An effective variable neighborhood search (VNS) 
metaheuristic produces first answers using a straightforward greedy heuristic [6]. 

The objective of this article is 

1. To review the state-of-the-art techniques of two-dimensional bin packing 
problem. 

2. To list out the purpose and classification of mathematical model and algorithms 
used for two-dimensional bin packing problem.
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2 Review on Two-Dimensional Bin Packing Problem 
Techniques 

2.1 A Two-Stage Methodology to Obtain Optimal Solutions 

Cid-Garcia et al. [1] proposed a two-stage methodology for obtaining optimal solu-
tions. The well-known NP-hard combinatorial problem seeks to fit as many objects 
(small rectangles) as feasible into as few bins as possible (larger rectangles). The 
initial step in the locations and covering stage is to establish a list of appropriate place-
ments for every object using a pseudo-polynomial algorithm, showing the numerous 
ways to pack the item into the bin. In the next step, a novel way for finding the best 
non-overlapping solution, the set-covering formulation utilized item configuration 
for each bin, and to back it up, three sets of legitimate inequalities are employed. 
The problem and covering approach’s experimental results are to be better than other 
techniques. 

2.2 A Crow Search-Based Genetic Algorithm 

Amri et al. [2] discussed briefly the bin packing problem in two-dimensional. It is 
comprised of packing that is not intersecting geometrically. A group of rectangle-
shaped objects of varying sizes is placed into the least number of rectangle-shaped 
containers, known as "bins," of comparable proportions. For solving the 2D BPP, 
a crow search technique is used on basis of genetic operators. A problem-solving 
hybrid algorithm incorporates two bio-inspired techniques, the genetic algorithm 
(GA) and the crow search algorithm (CSA). Cutting and packing (C&P) have real-
world applications from many domains. 

2.3 A Novel Algorithm with Fragile Objects 

Laabadi et al. [3] introduced a novel algorithm. The Bin Packing (BP) challenge is to 
discover the least quantity of bins required for loading objects optimally for a given 
set of items. The things are large and delicate. The frequency allocation problem is 
used as an analogy for the fragile object bin packing problem. The BP problem is 
considered differently. The BP problem affects a variety of applications, including 
industry and logistics.
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2.4 Evolutionary Hyper-Heuristics for Tackling Bi-Objective 
Problems 

Gomez et al. [7] introduced Tackling bi-objective 2D Bins. A multi-objective evolu-
tionary learning mechanism is used in this method. An extensive experimental study 
was carried out using a large number of 2D BP issues. A 2D BP issue exists with 
irregular pieces that are convex and nonconvex as well as single-size bins. For fitting 
a finite large quantity of items into a small number of containers, the suggested 
framework includes three well-known multi-objective evolutionary algorithms. 

2.5 Binary Crow Search Algorithm 

Soukaina et al. [5] proposed a strongly sensed problem of optimization. Different 
metaheuristics are used to solve the 2D BPP or 2D packing bin problem. The 2D BPP 
issue can be solved using a variety of metaheuristics, however, swarm intelligence 
methods are rarely used to tackle it. The crow search algorithm (CSA), a newly 
evolved method based on the ideas of swarm intelligence, has been effectively used 
to solve continuous optimization issues. To make the CSA suitable for solving the 
2D BPP, a sigmoid transformation is used to binarize it. 

2.6 Adaptive Large Neighborhood Search 

It outlines substantial changes made to the algorithm to finely increase the quality of 
packaging and suggests the adaptable large neighborhood searching (ALNS) tech-
nique [6]. To provide an initial solution, ALNS first calls GACOA. The next step is 
a regional or local neighborhood searching period, which repetitively perplexes the 
present solution by picking any two bins used at random. The procedure is somewhat 
almost equal to that suggested by Okano and Osogami [8] and adopts the topic of He 
et al. [9] (examining a one-circle packing problem instance), in which every circular 
item is estimated as a square in the way to find open goods locations to avoid local 
minimal by exchanging two circular items of the same size or two circles chosen at 
random. 

2.7 Fitness Dependent Adaptive Optimizer 

El-Ashmawi et al. [10] proposed an Adaptive Fitness Dependent Optimizer (AFDO) 
technique for solving the 1D container packaging issue, and the technique is devel-
oped by usage of a lately improved swarm optimization and fitness-based optimizer,
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and a modified firstly fit (FF) intuitive method is used to generate a workable initial 
population. The performance outcomes of the suggested design are also differentiated 
from those of PSO, CSA, and Jaya algorithms, and it is clear from these comparisons 
that the suggested design can find an answer to the robust NP-hard problem. 

2.8 A Variable Neighborhood Search Methodology 

Luiz et al. [4] proposed a metaheuristic approach which is a variable neighborhood 
search (VNS) algorithm for solving during last destination delivery to the small ware-
houses in big city areas, the compatible categories included the packing bin problem, 
and a difficult optimal technique occurs. To reduce the number of bins necessary, the 
optimal assignment of delivery of various items to a homogenous fleet of capable 
vehicles must be found. The suggested VNS metaheuristic uses a straightforward 
greedy heuristic to produce the first solutions. According to computational studies, 
the utilized VNS methodology can successfully achieve the answer for the compat-
ible categories including the packing bin problem in the relatively least amount of 
computational time. 

2.9 A Variable Bin Size and Cost-Oriented Methodology 

Pisinger et al. [11] discussed the test of squeezing an assortment of rectangular items 
into an assortment of rectangular receptacles is known as the two-layered variable 
estimated container pressing issue (2DVSBPP). The objective is to lessen the expense 
of the receptacles used, and some container types might have variable costs or costs 
that are not proportionate to the size of the canister. Such issues have different modern 
applications, including the cutting of metal plates and wood, where more modest bits 
of wood might be more reasonable than greater ones. 

2.9.1 Multi-Dimensional Bin Packing Problem with Guillotine 
Constraints 

Amossen et al. [12] addresses choosing whether a gathering of multi-layered rectan-
gular boxes can be stuffed symmetrically into a rectangular receptacle as a decision 
issue. There are numerous scenarios when organizing boxes into bins is a difficulty. 
For example, in business, one goal is to save travel and capacity costs by pressing 
however many things as doable per space unit.
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2.9.2 An Improved Optimization Algorithm for Container Load 
Balancing 

Shunzhi et al. [13] devised a novel method for loading several items into one container 
using multi-batches. The method employs a “depth priority” technique to find a 
suitable space using the concepts of “plane” and “block.” The algorithm also allows 
objects to spin in any direction while ensuring effective space consumption and 
improving placement stability. When the last group packing is inappropriate, the 
optimum algorithm is expected to withdraw. The algorithm’s effectiveness in solving 
such situations is demonstrated by experimental findings. 

2.9.3 Heuristics for Container Loading Problem 

Pisinger et al. [14] suggested a novel heuristic based on the wall-building technique, 
which divides the issue into several tiers, which are then divided into many strips. The 
loading of a strip is best expressed and solved as a Knapsack problem with a volume 
equal to the width or height of the container [15–17]. The depth of a layer, as well 
as the thickness of each strip, are determined using a branch-and-bound technique 
in which only a subset of branches is investigated. 

3 Analysis of Two-Dimensional Bin Packing Problem 
Techniques 

The algorithms or techniques are used to load the goods in a container. The various 
dimensions of the container are taken into consideration. The items are stored for 1D 
bin packing as well as 2D bin packing. Table 1 provides an overview of techniques 
for various bin packing problems. Table 2 provides the usage and classification of 
algorithms used in the bin packing problem.

4 Conclusion 

The various packing problems are examined. In some articles, along with the packing 
problem, knapsack technique is included to obtain the maximum profits in an optimal 
solution. The various topics tackled over the period are also noted. This provides 
a clear understanding for investigating the packing issues and delivering a better 
solution. It is also intended to work on three-dimensional packing in the future.
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Table 1 Overview of techniques of various bin packing problems 

Research work Addressed issue Compared with Results 

[1] Position and covering NP-Hard The items are stored in 
bins with possible 
positions and optimal 
packing 

[2] 2D bin packing problem Binary particle swarm 
optimization (BPSO), 
standard GA 

Bin usage is optimized 
compared to GA and 
BPSO 

[3] Bin packing problem Frequency allocation 
problem 

Results are better by 
following the first fit 
algorithm 

[7] Tackling bi-objective Hyper-heuristics Better solutions 
generated 

[5] Fixed orientation Crow search algorithm To fix the bin packing 
issues in two dimensions 

[10] Optimization of 1D-BPP PSOA Performance is better 
than other algorithms by 
obtaining the smallest 
fitness values and 
advantage in terms of 
speed of execution 

[4] Compatible categories Item-by-item bin 
packing formulation 

The suggested approach 
can successfully resolve 
the BPCC with very fast 
CPU times 

[11] Bin sizes and costs 2DVSBPP Reduce the overall cost 
of the bins that will be 
used to pack the 
rectangles 

[12] Orthogonal packing NP-hard Reduce the price of 
storage and 
transportation and 
maximize the utilization 
of items 
The optimal rate of a 
container is more 

[13] 3D bin packing problem New algorithm based 
on depth priority 
strategy [18] 

Results are better by 
following the first fit 
algorithm 

[14] 3D bin packing problem Wall building approach Having the capacity to 
fill larger-sized instances 
to a volume greater than 
95%



440 U. Prabu

Table 2 Usage and classification of algorithms used in bin packing problem 

Research work Mathematical 
model/algorithm 

Purpose of usage Classification 

[1] Heuristic algorithm To discover a more 
expedient solution to an 
issue when traditional 
approaches are 
unsuccessful in doing so 

– 

[2] Crow search algorithm For bin packing Binary classification 

[3] First fit algorithm It allocates the empty 
blocks of space for items 
among all bins 

Bin packing 

[7] Hyper-heuristic 
algorithm 

To find excellent 
solutions to problems 

Multi-objective 
optimization 

[6] Fitness-dependent 
optimizer (FDO) 

To develop ALDO for 
solving the BPP 

Stochastic optimization 
technique 

[4] Variable neighborhood 
search (VNS) 

To solve the BPCC Metaheuristic 
optimization 

[5] Crow search algorithm 
Binary crow search 
algorithm 

To solve continuous 
usage issue 
To adapt CSA to 2D BBP 

Dynamic programming 
Binary classification 

[10] Fitness-dependent 
optimizer (FDO) 
First fit heuristic  
approach 

To develop ALDO for 
solving the BPP 
To generate a feasible 
initial population 

Stochastic optimization 
technique 
Bin packing 

[11] Branch-and-price 
algorithm 

This generalized to 
handle the 2DVSBPP 

Linear programming 

[12] Guillotine algorithm Maximize the total area, 
minimize the amount of 
waste 

Guillotine partition 

[13] Space cut technology 
Goods placement 
method 

Obtained a good result 
while using this 
technique with a loading 
optimization more than 
81% 

Heuristic algorithm for 
multi-cluster container 
stacking issue 

[14] Space cut technology Obtained a good result 
while using this 
technique with a loading 
optimization of more 
than 81% 

Heuristic algorithm
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Advances in Computer-Aided Diagnosis 
of Developmental Delay in Children 
Using Bioengineering Systems: A New 
Math Model and Algorithm 

Igor Val Danilov 

Abstract Assessing cognitive abilities in children is one of the contemporary chal-
lenges. The classical psychometric approach for assessing is based on a ques-
tionnaire of behavioral markers. It does not offer great prospects for developing 
a possible computer-aided assessment. Recent studies proposed a new approach 
that provides a computerized diagnosis based on evaluating shared intentionality 
in mother–child dyads. This new approach does not employ behavior markers. 
However, the proposed high-tech method is limited by the applied mathematical 
model described in probabilistic terms. This theoretical study develops the computer-
aided approach, shaping the concept design for translational research. The new high-
tech method also emulates the mother-newborn communication model by employing 
human–computer interaction to detect shared intentionality in mother–child dyads. 
Its novelty lies in introducing the mean baseline value into computations that forms 
the new mathematical model and algorithm, reducing the shortcomings of the former 
computerized method. 

Keywords Assessing cognition · Communication technologies · Communication 
model · Human–computer interaction · Shared intentionality 

1 Introduction 

Assessing cognitive abilities in preverbal children is one of the crucial contemporary 
challenges. About 15 percent of the world’s population has a significant physical 
or mental disability [1]. The economic impact of mental illness amounts to 600 
billion euros in the European Union, or more than 4% of GDP [1]. Until now, the 
psychometric behavior marker questionnaire is the only generally accepted clas-
sical diagnostic method for estimating cognitive development trajectory in young 
children [2, 3]. However, there are several limitations of this classical assessing
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method: some of the social communication features of cognitive delay are not yet 
fully present, no specific period exists for the manifestation of “marker” skills in a 
child, and ongoing development bears an extent of uncertainty in developmental diag-
nosis [2, 3]. The behavior markers approach in diagnosing requires the competence 
of caregivers in reporting and the level of experience of the professionals to recog-
nize them from the parent’s rapport [3]. The continuous monitoring of the child’s 
cognitive development trajectory based on this psychometric approach demands the 
parent’s persistence in self-education with their opportunities in time management 
(for providing regular monitoring and appointments with specialists). This behav-
ioral marker method becomes even more problematic in a case of a multicultural 
environment when parents cannot relevantly explain a child’s divergent behavior to 
specialists for disclosing behavior markers because of social, cultural, and linguistic 
differences. Even more, the behavior markers approach is relative to the situation 
in which the child is being. Further, similar behavior patterns may have different 
meanings in different cultures; lifestyle, family habits, and values vary from site 
to site, from country to country. So, the impact of ecological context also limits 
this approach. Therefore, the classical psychometric approach does not offer great 
prospects for developing a possible computer evaluation. 

Recent studies proposed computer-aided approach to a cognitive development 
assessment that relies on social interaction evaluation [2]. Developmental delays 
possess a common feature: children’s lack of interaction ability [4–10]. It is common 
for children with developmental delays to have difficulty with social and emotional 
skills, i.e., a shortage of social bonds. So, the social bond evaluation in the mother– 
child dyads can provide an understanding of cognitive development in pre-verbal 
children. According to received view in cognitive sciences, the mother-newborn 
interaction appears due to shared intentionality [11], when children still lack commu-
nication skills [e.g., 11–16]. This mother-newborn bond provides cognitive devel-
opment in young children at initial developmental stage even without sensory cues 
(meaningful stimuli) [2, 11–16]. Recent theoretical articles contributed to knowledge 
about the neurophysiological mechanisms of the social interaction at the begin-
ning of cognition [2, 17, 18]. They constituted theoretical grounds for the new 
assessing cognition method in children by evaluating shared intentionality magni-
tude. Finally, research empirically proved the computer-aided method of assessing 
children’s cognitive abilities by emulating the mother-newborn communication 
model. They stimulated ongoing interpersonal dynamics in the mother–child dyads 
for evaluating shared intentionality magnitude in this bioengineering system [19– 
22]. However, the proposed high-tech method is limited by the applied mathematical 
model incorporated in probabilistic terms. 

The remainder of this paper is as follows: Sect. 2 gives a concise literature review 
of the original computer-aided method showing methodological components. The 
method of the current study is explained in Sect. 3. Section 4 discusses the results. 
Finally, the paper concludes with Sect. 5.
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2 Objectives and Related Literature Review 

2.1 Original Method Establishment 

Because the translational impact of basic neuroscience research relies on how we 
define brain functions, definitions of these functions should be carefully considered 
[23]. About thirty years ago, shared intentionality was defined as collaborative inter-
actions in which participants share psychological states [24, 25]. Empirical evidence 
of inter-brain neuroscience research [26–28] contributed to the new definition devel-
opment accounting for neurophysiological mechanisms underlying shared intention-
ality. They showed increasing coordinated activity of neurons in participants without 
exchanging sensory cues between them [26–28]. According to recent research [17, 
20], shared intentionality is collaborative interactions in which a recipient organism 
chooses one shared stimulus from many irrelevant stimuli due to intentionality of 
a contributor organism. These individuals share the essential sensory stimulus for 
solving the actual cognitive problem. It is pre-perceptual communication via nonlocal 
neurons coupling. This social bond enables ecological training of the immature 
organism, starting at the reflexes stage of development, for processing the organiza-
tion, identification, and interpretation of sensory information in developing percep-
tion. In nature, shared intentionality appears in mother-newborn dyads in increasing 
interpersonal dynamics due to mechanisms of cell coupling that provide the ecolog-
ical developmental template. This updated definition constitutes the framework for 
translational research on assessing cognitive development in preverbal children with 
the following methodological components. 

Assessing Objective. The original computer-aided method employs human– 
computer interaction to provide psychophysiological coherence in the mother–child 
dyads by stimulating their ongoing interpersonal dynamics. This bioengineering 
system emulates the “mother-newborn” communication model in the dyads for 
detecting meaningful interaction within these pairs via shared intentionality since 
this communication model eliminates other meaningful interactions. Shared inten-
tionality is pre-perceptual communication, i.e., an implicit variable. Therefore, the 
assessing cognition method needs a manifest variable of shared intentionality that 
the method can precisely assess. The studies reported that before testing, they asked 
recipients to guess, and the method registered recipients’ intuitive responses to the 
unintelligible items in the condition of primed contributors [19–22]. During testing, 
the method stimulated participants’ intuition by asking recipients to solve unintel-
ligible tasks in the primed condition of contributors. Recipients did not know the 
correct responses; they could not solve these problems independently. While the 
recipients showed greater accuracy in answering unintelligible items, believing they 
were using their intuition, they answered better due to shared intentionality. From 
this perspective, the recipients’ intuitive responses to the unintelligible items are 
the manifest variable of shared intentionality. The primary indicator of the original
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computer-aided method is the superior number of intuitive responses to items over 
chance. 

Object of Influence. The original computer-assisted method assesses the cognitive 
development of children from 2 years old by shaping the “mother-newborn” commu-
nication model in the dyads. Significantly, assessing cognitive abilities means the 
necessity to assess the social bond between the mother and a child from 2 years old 
but not a newborn. Therefore, it is expected to develop a bioengineering system to 
form the “mother-newborn” communication model features in dyads. This bioengi-
neering system should stimulate such specific organisms’ properties and put them 
in such conditions that would emulate the mother-newborn model. Research [2, 17, 
19–22] showed that the necessary prerequisites for shaping the mother-newborn 
communication model are psychophysiological coherence in organisms indwelling 
in social entrainment, which are motivated to solve a common cognitive task (unin-
telligible for the newborn). The bioengineering system addressed the challenge of 
shaping the mother-newborn model by stimulating interpersonal dynamics in the 
mother and a child during solving unintelligible tasks [2, 17, 19–22]. That is, the 
object of influence is both the mother and her child. Recent psychophysiological 
research studies tested this method to assess shared intentionality in mother–child 
dyads with children of different ages [19–21] and in groups of adults [22]. These 
studies revealed evidence of statistically significant shared intentionality impact on 
the collaborative performance of human–human biological systems with large overall 
effect sizes. The association of children’s diagnoses (aged 18 months to 10 years) 
with the shared intentionality magnitude in the dyads allowed these studies to argue 
a relationship between the cognitive development trajectories in children and the 
shared intentionality magnitude in dyads [19, 20]. 

Stimuli. According to the “mother-newborn” communication model, recipients could 
solve a common cognitive task (shared with the contributors) in a lack of meaningful 
sensory interaction due to shared intentionality [2, 17]. During testing, the inter-
action by sharing intentionality with contributors was the only way for recipients 
to complete the unintelligible tasks. By asking the unintelligible tasks, the bioengi-
neering system put the participants in conditions where they were forced to muster 
all their properties. The empirical studies reported that the recipients showed better 
accuracy in answers on unintelligible items while recipients and primed contributors 
were solving identical cognitive problems in contrast to the condition of unprimed 
contributors [22] and the outcome by chance [19–21]. The recipients solved (cooper-
atively with contributors) unintelligible tasks, receiving clues that were not sensory 
cues. As mentioned above, the mother-newborn interaction appears due to shared 
intentionality [11] when children lack communication skills [e.g., 11–16]. That is, 
the bioengineering system stimulated recipients to choose the correct option via 
shared intentionality, and the unintelligible tasks encouraged this interaction. So, 
the first component of stimuli for the bioengineering system is unintelligible test 
items capable of stimulating shared intentionality in recipients and contributors under 
specific conditions.
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According to Premi et al. [29], low frequency-pulsed electromagnetic fields can 
modulate cortical excitability in human brains, even after a single-shot application. 
This neuroscience study reported that electromagnetic impulses of 1 Hz (60 ipm, by 
generating a magnetic field up to 2 T with an impulse duration of 5 ms and a period 
of 1000 ms) modulated long-term corticospinal excitability in healthy brains [29]. 
They observed a persistent increase of more than 60% in corticospinal excitability (as 
an index of Long-Term Potentiation-Like Cortical Plasticity), recording the motor-
evoked potential from the contralateral first dorsal interosseous muscle [29]. This 
perturbation lasted for at least 30 min after the stimulation protocol, potentially 
maintaining a significant difference (at least 30%) for an even longer time [29]. 
That is, a single harmonic oscillator can modulate excitability in neurons of different 
organisms. Neuroscience inter-brain research [26–28] showed increasing coopera-
tive neuronal activity while participants were solving the shared cognitive problem in 
contrast to the condition when subjects solved the similar problem alone. Together, 
these experimental data support the hypothesis of neurobiological processes occur-
ring during social interaction [17], supposing nonlocal coupling of their nervous 
systems while solving identical cognitive problems. With the reason to form the 
mother-newborn model in the pairs of participants for strengthening interpersonal 
dynamics, the research studies reported generating low frequency-pulsed electro-
magnetic fields of wavelengths of 700 and 400 nm alternately of 1.3 Hz (80 ipm, 
with impulse duration of 750 ms and a period of 1500 ms each) using their smart-
phones [19–22]. The wavelengths of 700 and 400 nm were chosen for stimulating 
emotional arousal (they correspond to red and violet colors). This emotional stimu-
lation contributed to ongoing interpersonal dynamics. Therefore, a single harmonic 
oscillator–low frequency-pulsed electromagnetic fields–is a second component of 
stimuli of the bioengineering system for modulating cortical excitability in human 
brains, providing neuronal coherence in participants. 

Data Collection Process. The research studies [19–22] employed the within-subjects 
forced choice research design. Two groups of participants–unprimed recipients and 
primed contributors–solved unintelligible cognitive tasks simultaneously. The smart-
phones simultaneously showed one-by-one ten unintelligible questions for all recip-
ients and contributors. The design of each item was the same for all: recipients and 
contributors simultaneously saw the same picture with the equal mapping of the 
task and options of an answer. Furthermore, the design of each task promoted the 
same geometrical navigation of the correct answer on the screen. In such a manner, 
all screens showed the same geometrical point of the correct answer. Only contrib-
utors in the primed condition could solve the tasks independently. The research 
design excluded communication between participants. Therefore, the recipients had 
no sensory clues to solve these unintelligible problems. They could choose the correct 
option on the same topological point on the screen as the primed contributors due 
to shared intentionality. The research studies registered the children’s answers to the 
test items [19–22]. While the recipients and contributors saw the quiz-test on their 
smartphones, only the recipient could independently respond to items by pushing 
the options on the screen. The software processed the quiz test and collected the
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recipients’ inputs. Just before the quiz test, the recipients were instructed that they 
needed to guess the correct answer for each task, following the “like/dislike” feeling. 
After completing the quiz test, the software eliminated results with possible regular 
sequences of responses that could contain any rational strategy (e.g., when only the 
first option is correct in each item). The data was recorded for further processing if the 
recipient answered at least 70% of questions of the quiz test and did not follow any 
rational strategy. The difference between the number of correct recipients’ responses 
on unfamiliar items and the number of correct answers given by chance showed the 
magnitude of the shared intentionality effect. 

Factors of Shared Intentionality. Many factors contribute to facilitating or 
depressing shared intentionality in dyads on the day of the test. The most influ-
ential ones are presented in Table 1 [20]. Subjects’ motivation and concentration of 
oxytocin hormone in the mother can dramatically impact shared intentionality [20]. 
Motivation depends on many circumstances, such as mood and the subject’s healthy 
state. For assessing shared intentionality, the bioengineering system can modulate 
test attractiveness, one of these circumstances. As noted above, the quiz test items 
are unintelligible tasks without any feedback. Evidence reveals that task difficulty 
affects performance, e.g., [30–32], and limiting feedback reduces the incidence of 
trial and error problem-solving strategies, e.g., [33, 34]. Scores in low-stakes tests 
(purposes of no consequence to the test-taker) correlate with motivation [35]. Because 
unintelligible tasks reduce motivation, the method is forced to stimulate children’s 
motivation. Research reported [19, 20] to present children with a concise fairy tale 
dedicated to the test tasks to stimulate motivation. Entertainment in pauses between 
items was another agency to impact motivation. These studies showed nine video 
spots of 6 s each between items [19, 20]. 

A high concentration of oxytocin hormone is associated with pro-social behavior. 
In humans, the level of oxytocin molecules correlates with the expressions of reci-
procity in interaction, social recognition, and social bonding [36, 37]. In addition, it is 
associated with establishing affective links and affiliative behaviors [37, 38]. Empir-
ical data showed a significant increase in oxytocin concentrations in a woman during 
the menstrual cycle from the early follicular phase to ovulation [39]; the average 
length of the follicular phase is 16 days. Conversely, low oxytocin concentration is a

Table 1 The 11 Endogenous and exogenous factors of shared intentionality (SI) 

Endogenous factors Exogenous factors 

Facilitating SI (1) Social entrainment 
(2) Normal level of hormones 
concentration in children 
(3) An increase of oxytocin 
concentration in woman 

(1) Emotional arousal 
(2) Interactional synchrony 
(3) Unintelligible cognitive problem 
(4) Pleasant social impact 
(5) Motivation to solve the cognitive 
problem 

Depressing SI (1) Low oxytocin concentration 
in woman 

(1) Too exciting emotional arousal 
(2) Depressed psycho-physiological 
state 
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factor for depressing social interaction (Table 1). The most common causes of lower-
than-normal oxytocin levels in children, for instance, are ASD, depressive symp-
toms, and panhypopituitarism [40]. Empirical data showed a significant decrease in 
oxytocin concentrations in women during the menstrual cycle from ovulation to the 
mid-luteal phase [39]; this depressing period for shared intentionality lasts 6–8 days 
in a month. 

Mathematical Model. The original computer-aided method relies on detecting the 
difference between recipients’ answers in the condition of primed contributors and 
their answers given by chance. The studies [19–22] reported registering this magni-
tude for computing the relative value of shared intentionality to provide a universal 
rating allowing comparison of the different individuals’ assessments. The relative 
value of shared intentionality was denoted by R (Eq. 1). The integrated factor index 
F evaluated crucial factors influence. The loading of each factor affected the assessing 
outcome. This F-index minimized the input data deviation from the “true” value of 
the latent variable in the calculation. It is calculated according to Eq. 2. The  R-value 
compared the current input data with the value calculated from the Bernoulli equation 
for independent events (Eq. 3). Specifically, observed scores were denoted by Xo, 
and expected scores were denoted by Xe, i.e., the number of events with the highest 
probability of occurring calculated by the Bernoulli Eq. (3). 

R = F 
n

∑ Xo − Xe 
Xe 

(1) 

F = l(ι, 1) f (ι, 1) +  · · ·  +  l(ι, j ) f (ι, j ) (2) 

whereby, l(ι,j)is the loading for the ι-th observation of the j-th factor, f(ι,j) is the value 
of the j-th factor of the dyad. 

P(k) = Ck pk qn−k (3) 

The Bernoulli Eq. (3) shows a probability of a number of events (correct responses 
on items) made in independent trials, where: C–number of combinations n by k; p– 
the probability in each task; n–independent trials (items), the probability of each is 
p (0 <  p < 1);  k–events, how many items the child answers correctly; q = 1–p. In the  
math model of the original method, the baseline is equal to the Bernoulli value Xe 
= P(k). 
Algorithm. The original method began the assessing cognitive development with 
Step 1 “Registration”: the mother and child introduce the child’s data through the 
smartphone interface to register the data and monitor the child’s willingness to 
complete the quiz test. The data entry verified the intention of the child to proceed 
with testing. Step 2 “Quiz-test”: the bioengineering system started the psychophys-
iological stimulation of shared intentionality. At the same time, the child entered 
responses to the items (unintelligible intellectual tasks) into the smartphone through 
the smartphone interface. Step 3 “Outcome”: the bioengineering system computed
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the outcome–the relative value of shared intentionality–by comparing the obtained 
input value with the random choice value. In parallel, the bioengineering system 
evaluated the validity of the results based on the assessment components. 

2.2 Original Method Limitations 

However, the original computer-aided method bears limitations. Assessing cognitive 
development in children by comparing the shared intentionality outcome with the 
random choice value had been chosen [19–21]. This mode to assess shared intention-
ality limits the assessing cognition method since a method based on probabilistic tools 
consistently bears an extent of uncertainty when applied to assessing the psycholog-
ical construct of a single individual. Another limitation appears from unintelligible 
testing content that can affect cognitive performance by producing unexpectable 
associations. The original method does not consider the environmental and content 
impact on cognitive performance. Finally, shared intentionality appears in human 
pairs only in some interpersonal dynamics and not always to the same extent [20]. 
On the test day, 11 endogenous and exogenous factors contribute to facilitating or 
depressing shared intentionality [20]. The difference in factors’ values on the test 
day affects the measured manifested variables showing the deviation. Therefore, the 
assessing system should observe a set of defined factors on the day of the data input 
and compute their loadings. The integrated factor index F can minimize the input 
data deviation. However, accounting for each factor loading is a problem. Among 11 
factors, six of them require a sophisticated evaluation procedure because four factors 
represent hormone concentration in the mother and child, and two factors reflect the 
motivation impact and the current psychophysiological states of subjects. 

2.3 The Current Study Objectives 

So, the original computer-aided method bears limitations conditioned by applied 
probabilistic mathematical tools. The study aims to develop an enhanced computer-
assisted method of assessing cognitive development by improving a mathematical 
model and algorithm. These advancements decrease (or even remove) the limitations 
of the original high-tech method–problems of the probabilistic tools and the impact of 
the factors mentioned above–also considering the environmental and items’ content 
impact on performance.
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3 Approach 

This theoretical study analyzes recent findings from neuroscience, medicine, and 
research on assessment of cognitive development. It constitutes crucial compo-
nents of the concept design for translational research on bioengineering systems 
for assessing children’s cognitive development by computer-assisted evaluation of 
shared intentionality for preventing a cognitive delay in children. 

4 Results and Findings 

The new computer-aided method encompasses the significant components of the 
original computer-assisted one. The main similarity lies in the fact that the new 
method duplicates the original version idea, i.e., for assessing cognitive develop-
ment, it also evaluates shared intentionality in the bioengineering system, which 
emulates the “mother-newborn” communication model in the mother with a child 
from 2 years old [2, 19–22]. Again, the new method employs human–computer inter-
action to provide psychophysiological coherence in the dyads by stimulating their 
ongoing interpersonal dynamics [19–22]. This bioengineering system shapes the 
“mother-newborn” model in the dyads for detecting meaningful interaction within 
these pairs via shared intentionality since this communication model eliminates other 
meaningful interactions [2, 19–22]. Although the new method uses the main method-
ological components of the original high-tech method, there are several changes that 
are described below. 

Assessing Objective. The new computer-aided method still addresses assessing 
cognitive development through evaluating shared intentionality; the manifest vari-
able of shared intentionality is the recipients’ intuitive responses to the unintelligible 
items. However, the primary indicator of the new method is the superior number of 
intuitive responses to test items of the recipient over her/his responses in unprimed 
condition of the contributor. This is the main contribution of the new method–it intro-
duces the mean baseline value (MBV) based on recipients’ answers in the condition 
of unprimed contributors in contrast to the baseline equal to the Bernoulli value in 
the original version. This improvement reduces limitations of the original computer-
aided method that appear from the applied tools of probability theory since the 
new method only partially employs the probabilistic tools (the mean baseline value 
partially concerns the Bernoulli value). 

Further, the new method (hereafter the MBV method) addresses another original 
method’s limitation: the testing content can bear implicit associations (helpful or 
erroneous) for subjects. The environment can also promote implicit associations by 
creating the context for the testing content. Because these implicit associations can 
increase or decrease an obtained baseline magnitude compared to the chance value, 
it is proposed to account for the mean baseline value instead of data from obtained 
baseline magnitude (responses in unprimed condition of the contributor). The MBV
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method proposes two-times assessment cognition ensured by the MBV design. Two 
times repeated assessment procedure involves similar mental activity in a different 
environment, and the difference in the outcomes mirrors the environmental effect. 
The unintelligible testing content can also affect answers. Therefore, the difference 
between obtained baseline magnitude and the expected by-chance value shows both 
the influence of content and environmental effect. The MBV method considers this 
difference in the computation of relative value of shared intentionality. 

The next issue, while the MBV method excludes such significant factors as the 
impact of the probabilistic tools, content, and environment, it can only partially 
eliminate the impact of other factors. For instance, motivation and concentration 
of oxytocin hormone in the mother still can significantly impact the outcome of 
the cognition assessment. The following considerations show how the MBV method 
accounts for these two factors in computing the relative value of shared intentionality. 

Factor of Shared Intentionality: Motivation. The two times repetition of the same 
task decreases motivation. The method cannot change the testing items in the second 
phase, and for test validity, it is necessary to repeat exactly the same items to the dyads. 
The modification of the task can impact the outcome. A change of entertainment in 
pauses between items can maintain motivation in subjects (18 video spots of 6 s for 
2 × 10 items). So, during two phases of testing, the MBV method presents the child 
with a brief fairy tale dedicated to the items and 18 video spots in pauses. 

Factor of Shared Intentionality: Oxytocin. To reduce this factor, the new method 
suggests performing assessing cognition during the first two weeks after the day of 
the mother’s menstrual cycle beginning. These days are preferable for testing since 
research shows high oxytocin hormone concentration in women during that period 
[20]. That is, the enhanced method consists of the new procedure introducing data 
collection twice (at breakfast and after launch) in one day for two weeks after the 
day of the mother’s menstrual cycle begins. 

Mathematical Model. The mean baseline value (MBV) is calculated by subtracting 
the influence of the factors from the probability value following the Bernoulli equa-
tion for the total independent events (i.e., 10 baseline items from the total 20). Again, 
the MBV is based on recipients’ answers in the condition of unprimed contributors in 
contrast to the baseline equal to the Bernoulli value in the original version. It is equal 
to the subtraction: the baseline value (derived from the Bernoulli equation) minus 
the real mean magnitude deviation (the difference between obtained mean baseline 
magnitude and the Bernoulli equation value) denoted X(Δ). This MBV is computed 
from the two successive measures (totally, 5 MBV items and 5 primed items of the 
first phase + 5 MBV items and 5 primed items of the second). The MBV is denoted 
X(b) and calculated by Eq. (4). 

X (b) = P(k) − X (D) (4) 

The real mean magnitude deviation X(Δ) of two data collections is calculated by 
the Eq. 5:
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X (Δ) = b1−P(k) + b2−P(k) 
2 

(5) 

whereby, b1 and b2 are the mean baseline value of recipients’ answers in the condition 
of unprimed contributors obtained in two data collections. The MBV method also 
considers the real mean magnitude deviation X(Δ) for computing the mean recipient 
answers in the condition of primed contributors denoted X(o), see  Eq.  6: 

X (o) = (o1 + o2) 
2

− X(Δ) (6) 

Finally, the relative value of shared intentionality with the mean baseline value 
(MBV) is calculated by Eq. 7: 

RMBV = X (o)−X(b) 
X (b) 

(7) 

The mathematical model defines the algorithm of the MBV computer-aided 
method for assessing cognitive development in children (Table 2). In every algo-
rithm, it is essential to maintain the trade-off between the exploration and exploita-
tion processes [41]. The term exploration refers to the limits of the possible solution, 
whereas exploitation is the practice of selecting the most optimal answer from among 
several possible ones. The MBV method establishes the balance between the explo-
ration and exploitation by incorporating the mean magnitude deviation X(Δ) (Eq.  5). 
The MBV algorithm procedure follows three simple rules: (1) only the day with the 
high oxytocin concentration in the mother is correct for testing (line 3); (2) the child 
should show her attention toward the tasks, demonstrating an understanding of the 
story (line 5); (3) the child’s motivation and task comprehension should be expressed 
by the number of answers to at least 16 questions out of 20 (lines 7, 29, 31).

Validity. According to Devon et al. [42], the soundness of psychometric tests depends 
on many important factors such as underlying theory, the consequences of weak 
measures, and the implications of the findings. If it is pointed to become valid, 
psychometric assessment methods must be designed and researched according to 
strict scientific principles. Many social science tests are imprecise tools since no one 
can ever know what is on a person’s mind and can only have an observable test score. 
One of the approaches to estimating the method’s validity is confronting its results 
with estimation from another valid method. The research studies [22, 43] used both 
methods for assessing shared intentionality for the same subjects: comparing their 
results with chance and comparing their results in primed and unprimed conditions. 
The obtained data in both methods were consistent with the hypothesis and relevant 
to each other. Comparing the outcomes of the two methods reveals the data parity 
that may mean the methods’ validity [22, 43]. 

Another argument supports the method’s validity: at the initial stages, cogni-
tion develops due to statistical learning mechanisms and can be described only in
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Table 2 The MBV algorithm 
for assessing cognitive 
development of children 

Algorithm 1. The mean baseline value method algorithm 

1 Assessing cognitive development in 2-to-3-year-children 
2 Introducing child’s date and the mother’s menstrual cycle 
date; 
3 Choosing the calendar date. If the date is chosen then go to 4; 
4 Beginning. The 1 min fairy tale with the ticker; 
5 “Do you like the story?”If yes, then go to 6; if no–go 
to 4; 
6 The rhythmically (80 ipm) changed lightings; 
7 Counting balls: While counting go to 8; 
8 First Item “baseline” for 30 s 
9 Spot for 6 s 
10 Second Item “primed” for 30 s 
11 Spot for 6 s 
12 Third Item “baseline” for 30 s 
13 Spot for 6 s 
14 Fourth Item “primed” for 30 s 
15 Spot for 6 s 
16 Fifth Item “baseline” for 30 s 
17 Spot for 6 s 
18 Sixth Item “primed” for 30 s 
19 Spot for 6 s 
20 Seventh Item “baseline” for 30 s 
21 Spot for 6 s 
22 Eight Item “primed” for 30 s 
23 Spot for 6 s 
24 Ninth Item “baseline” for 30 s 
25 Spot for 6 s 
26 Tenth Item “primed” for 30 s 
27 end for 
28 The lights stimulation is finished 
29 If less then 10 resp. go to 30; if more, 10–go 
to 31 
30 While confirm, if more then 5 go to 4; if 
less–go to 2 
31 If more than 16 resp. then go to 32. If not–go 
to 3 
32 Computing the results for presenting the assessing 
score 
33 end while. “The test is completed, thanks!”

probabilistic terms [19]. Therefore, the tools of the probabilistic theory are likely 
appropriate for the phenomenon being measured. 

At the same time, even though this new computer-aided method does not use 
psychometric tools in assessment, this assessment method still assesses a psycho-
logical construct. Again, we will never be able to understand what exactly a person 
keeps in mind. This is another reason for the proposed two-times assessment cogni-
tion by the MBV design. If the results differ dramatically, there is still a classical 
psychometric method for checking the outcome. The MBV method does not employ 
behavior markers; its indicator is entirely different from the classical psychometric
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assessment by the behavior marker questionnaire. On the other hand, the computer-
aided method assesses the same psychological construct as the psychometric method, 
which employs behavior markers. The methodological difference and common aim 
together raise an opportunity to join both approaches in one assessment protocol to 
improve assessing validity. Suppose the metrological component of the new high-
tech cognition assessment method is established (see below translational research 
perspectives). In that case, one assessment protocol can implement a complex of two 
approaches (classical psychometric and MBV bioengineering) for assessing cogni-
tive development independently through different indicators. Because the high-tech 
method can diagnose children online, the negative outcome of assessing can be 
obtained earlier and through a more straightforward procedure. This easy checking 
would help parents identify the problem efficiently and react as fast as they receive 
this asking pediatrists to provide assessment by the psychometric method. Again, 
the new MBV assessing method is a tool for specialists that parents can use only as 
a developmental indicator to pay closer attention to the child’s behavior in case of a 
negative result and ask the pediatrists to intervene. 

5 Conclusion and Future Scope 

This theoretical study developed crucial components of the concept design for trans-
lational research on the MBV bioengineering system. It proposed an enhanced 
computer-aided assessing method by improving a mathematical model and algo-
rithm. 

According to metrology, any measurement can be divided into three essential 
overlapping domains: (i) the definition of units of assessment, (ii) the method of 
how to apply these units for assessing the biological system in practice, and (iii) 
the reference to measurement standard that provides a universal correlation of all 
assessment outcomes in practice. The measurement standard is a material measure, 
measuring instrument, reference material, or measuring system intended to define, 
realize, conserve, or reproduce a unit or one or more values of a quantity to serve as a 
reference. Further translational research can establish the metrological component of 
the MBV method of assessing cognitive development by defining the measurement 
standard related to other measurement systems that would be used to define the 
standard value of shared intentionality. 

The MBV method develops great perspectives for diagnosing children in a 
multicultural environment when parents cannot explain behavior markers relevantly 
because of social, cultural, and linguistic differences.
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An Analysis of Real-Time Number 
Plate-Based Verification System 
with Insurance Processing Using OCR 
Techniques 

P. Pandiaraja, P. Biranav Kumar, N. Jaisaran, and V. Karthick Ram 

Abstract If all aspects of vehicle transportation management are handled manually, 
it is a time-consuming operation that produces significant errors. To address the 
issues raised above, it is important to design an automatic license plate recognition 
system that will automatically identify numbers from an image of the vehicle’s front 
side. Recognition of license plates (LPR), commonly known because ANPR, has 
emerged as one of the most reliable techniques for vehicle surveillance in recent 
years. It can be utilized to achieve a range of objectives in numerous public spaces, 
including traffic safety regulation, automatic toll text collection, parking systems, 
and automatic car park systems. To automatically recognize license plates, different 
image processing, and techniques must be employed in a single application. Text 
localization, extraction, enhancement, segmentation, and identification algorithms 
are utilized to locate the number plate number in each frame of an image or video. 
The previous studies only partially covered the complete process of a typical LPR 
device, from picture acquisition to verification. This project developed an entire real-
time, restriction-based license plate identification system. They put this mechanism 
in place to find lost automobiles and find out how vehicle insurance is doing. 

Keywords Transportation system · Character segmentation · Number plate 
recognition · Optical character recognition · Number plate detection 

1 Introduction 

Using cameras to read license plates and identify vehicles is called license plate recog-
nition (LPR) technology. Although LPR is frequently connected to police enforce-
ment, it is yet another useful tool for businesses to interact with their customers and 
customize their experience in-store [1, 2]. Car dealers in particular can use the service

P. Pandiaraja (B) · P. B. Kumar · N. Jaisaran · V. K. Ram 
Department of Computer Science and Engineering, M.Kumarasamy College of Engineering, 
Thalavapalayam, Karur, Tamil Nadu 639113, India 
e-mail: sppandiaraja@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
G. Rajakumar et al. (eds.), Intelligent Communication Technologies and Virtual Mobile 
Networks, Lecture Notes on Data Engineering and Communications Technologies 171, 
https://doi.org/10.1007/978-981-99-1767-9_34 

459

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1767-9_34&domain=pdf
mailto:sppandiaraja@gmail.com
https://doi.org/10.1007/978-981-99-1767-9_34


460 P. Pandiaraja et al.

Fig. 1 Number plate detection using OCR Techniques. Source www.10pointer.com

drive to uncover extra sales and service possibilities, deploy automated greetings, 
track client behavior, alert management, and record client activity. Law enforcement, 
traffic cops, merchants, and car dealers have all expressed a strong interest in license 
plate recognition in recent years [3, 4]. By utilizing this technology, pertinent data can 
be quickly accessed with minimum effort or supervision needed. Several advantages 
also include the following elements: 

• An automatic record-keeping based on the vehicle’s history
• A subsystem for its management and task scheduling
• Used for immediate identification and real-time tracking of the automobile
• Customer activity heat mapping and their traveling conditions can be analyzed. 

To create and test a real-time detection, tracking, and license plate recognition 
system which will function effectively in the presence of slow-moving objects, 
objects that temporarily stop moving and return to the foreground, is adaptable to 
various traffic environmental conditions, robustness against gradual or unexpected 
illumination changes, and has the shortest possible identification time. The system 
should be capable of identifying all vehicle types, and all license plates across the 
nation, and it should also be impervious to image distortions as well as mechanical 
plate damage that might actually occur [5, 6]. The characteristics of the license plates 
are crucial to the identification process. In industrialized nations, rigorous regula-
tions are upheld regarding the size, color, and font face—that is, the size, color, and 
spacing between each character as well as the line count and the height and width of 
the characters [7]. The plate number detection mechanism is depicted in Fig. 1. 

2 Related Work 

Shashirangana et al. [8] gradually explore and analyze the existing approaches and 
techniques that were previously used in ALPR solutions in the recent literature. With a 
variety of datasets, single neural network learning-based systems have demonstrated 
strong performances. Large datasets can be used to pre-train inter-object detection

http://www.10pointer.com
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sysystem-base deep learning algorithms; however, they have shown to be less accu-
rate and computationally efficient than single-stage methods. The need for data sets 
in practice has been recognized, and this study has conducted a thorough comparison 
of the associated studies. Additionally, we have outlined the unresolved issues and 
provided ideas for future ALPR research directions. 

Weihong and Jiaoyang [9] discussed some unavoidable problems of license plate 
recognition in real situations. For photographs of license plates obtained with such 
a single camera along the side of the road that may have motion blur, wobbling, 
or deflection, as well as for weather situations including rain, snow, and fog, as 
well as use times during the day and at night. Lighting, shading, camera angle, shot 
distance, pixel elements, background complexity, noise, and other elements all have 
an impact on how accurately license plates may be read. In order to recover the best 
image possible, license plate preparation is divided into three sections: tilt correction, 
image de-noising, and resolution improvement. From 2005 to 2018, research on these 
three factors was highlighted in pertinent literature. One of them is the study of image 
denoising, which involves removing noise from the image, such as snow and rain that 
obscure the license plate, and the other is the study of improving resolution, which 
involves converting a blurred image brought on by a camera or a moving object into 
a high-resolution discriminative image. 

Zou et al. [10] utilizes a combination of techniques to address the challenges faced 
during license plate recognition in most common and complex scenarios. It includes 
three modules: character feature extraction, placement of license plate characters, and 
feature extraction from the license plate. The number plate module, based on Xcep-
tion, MobileNetV3, and a spatial attention mechanism, is used to extract the character 
characteristics of license plates. The license plate letter localization module uses a 
Bi-LSTM approach along with license plate context location data. The experimental 
results show that this approach is able to accurately detect and identify characters on 
license plates, regardless of whether they are standard or irregular, or in simple or 
complex scenarios. 

Henry et al. [11] presented a generalized solution for multinational license plate 
recognition. Our method includes phases for multinational LP layout identification, 
unified character segmentation, and LP detection. The text segmentation, as well 
as character recognition procedures, are combined into the object recognition issue 
known as LP recognition. Using our suggested transnational LP layout detection 
technique, our solution is suited to license plates from different nations. As far as we 
are aware, LPs from the majority of nations can be broadly split into single-line as well 
as double-line LPs. The suggested layout recognition algorithm is straightforward 
but is capable of accurately classifying a variety of LP configurations. Our method 
can successfully extract this same right order of LP numbers from a picture given the 
proper bounding boxes. A brand-new dataset for Korean license plates (KarPlate) 
has been made accessible to the public for research. 

Zhang et al. [12] presented a robust model for license plate recognition in an 
unconstrained environment. The suggested model is based on a two-dimensional 
oriented RNN module with sequence decoding and an Xception CNN component 
for feature extraction. CycleGAN is designed to produce synthetic LP images with



462 P. Pandiaraja et al.

various deformation styles and more balanced area codes, which provides a straight-
forward yet efficient technique to supplement the existing actual data. This is to 
address the deficiency or imbalance of real training data. Our methods are superior, 
especially when dealing with deformed license plates or with little training data, 
according to extensive testing results. To more fully assess LP recognition algo-
rithms, an LP dataset with photos taken in various ways from diverse locations is 
gathered. 

Pustokhina et al. [13] proposed the OKM-CNN technique which is a three-phase 
approach for license plate detection and recognition. The first phase uses IBA and 
CCA models for the localization and detection of license plates. In the second phase, 
an OKM-based clustering algorithm is used to segment the license plate image, and 
the characters are then identified using a CNN model. The technique can be used 
for toll charge collecting, parking management, and traffic surveillance. The model 
was tested on three datasets and achieved an overall accuracy of 0.981. The model 
may be effective under certain conditions, such as constant illumination, moderate 
vehicle speed, designated pathways, and static backgrounds. 

Tourani et al. [14] proposed a unified license plate detection (LPD) and char-
acter recognition (CR) system for various sets of Iranian vehicle license plates 
that boasts both real-time performance and high accuracy. The approach uses two 
successive YOLO v.3 deep networks to gather data under different lighting, noise, 
and weather conditions from operational driveway security cameras. This training 
procedure covers a wide variety of photos taken in both difficult and simple realistic 
settings. The proposed approach was evaluated on different realistic data, and the 
results showed that it was accurate for the LPD stage with better precision value 
and a recall value of around 0.979 and 0.991 respectively, and also for the Persian 
character recognition stage. 

Selmi et al. [15] proposed a system for detecting, segmenting, and recognizing 
license plates with multi-orientation and multi-languages, using Mask Region CNNs 
(MaskRCNNs). They created a new difficult database containing 610 Tunisian LP 
photos with various orientations, weather conditions, and complicated backgrounds 
for performance evaluation. They found that their proposed system performed better 
in terms of LP identification and character recognition than current methods, and 
observed an improvement in the results even as the number of characters increased. 
They attributed this to their data preprocessing technique but noted that the system 
may still fail to recognize a small number of characters due to the high image clarity 
or the full failure of the letters in the LPs. 

Chene et al. [16] proposed a methodology that combines the use of both convo-
lutional neural networks (CNNs) and k-means clustering to effectively detect and 
recognize license plates in vehicles. This system is composed of three steps: local-
ization and detection of the license plate using the CCA and IBA model, segmentation 
of the license plate image using clustering, and identification of the characters using 
a CNN model. The approach is tested using three different datasets and is found to 
have a high accuracy compared to other similar models. Additionally, it can recog-
nize license plates in various languages and is useful for applications such as parking 
control, traffic monitoring, and toll tax collection.
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Zhou [17] introduces a powerful false-alarm filtering algorithm for license plate 
recognition: FAFNet, a deep convolutional neural network-based artificial intelli-
gence system. A compact neural net that can be trained from beginning to end is 
FAFNet. In the paper, humans first go over the specifics of FAFNet’s design. By 
significantly reducing the number of input constants and calculation speed as well as 
by deepening the network, the model is able to recognize objects with a high degree of 
precision. Then, using experiments, we confirm that FAFNet has outstanding false-
alarm filtering performance and that it can recognize objects quickly on a variety of 
devices and recognition rate on various hardware platforms. 

3 Character Segmentation Methods 

The precision of number plate extraction is necessary for character segmentation and 
recognition. Therefore, this processing stage is crucial and emphasizes the develop-
ment of different strategies to ensure accurate number plate detection. The histogram, 
morphological processing, texture, edge detection, and transformation are the bases 
for the number plate detection techniques [18, 19]. 

3.1 Texture-Based Candidate Extraction 

The proposed approach for license plate recognition combines techniques such as 
character feature extraction, placement of the license plate characters, and feature 
extraction from the license plate. It uses a combination of Xception, MobileNetV3, 
and a spatial attention mechanism for character feature extraction, a Bi-LSTM 
approach for character placement, and reference line detection for feature extraction 
from the license plate [20]. This approach is able to accurately detect and identify 
characters on license plates, regardless of their standard or irregular shape and in 
various lighting conditions. Additionally, it uses a combination of projection proper-
ties, binarization, Rank filter, Robert’s operator, autocorrelation, and projection algo-
rithms for the rejection of false candidates, making it capable of detecting different 
types of Chinese license plates in real-world scenarios [21]. 

3.2 Edge Detection-Based Plate Extraction 

In order to extract car number plates, a new technique that combines the Line 
Grouping (LG) and Edge Density (ED) algorithms are presented. Using a set of 
geometric criteria, the very first algorithm is used to extract the line segments as 
well as group them. Accurately, it detects a rectangular at the plate boundary. The
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image is disregarded if no LG rectangle group was created [22]. A second oppor-
tunity using the ED approach is given to the rejected image. The second approach 
locates plate areas where the vertical edges are most densely distributed. The veri-
fication procedure is assessed both with and without the double chance framework. 
The segmentation module is utilized in the verification process [23]. 

3.3 Morphological-Based Plate Extraction 

First, boundaries in the input photos are found. The edge image’s vertical projections 
are then discovered. They can be chosen as potential regions since backgrounds 
and fences have vertical borders. Authors have suggested the compact factor as a 
way to avoid this [24]. These structures feature placed parallel in a wider range 
than a number plate, which has narrow vertical edges. Compact factors employ this 
functionality. It is used to determine the luminance of pixels in columns and the 
local maxima in that determine the potential candidate area. The extraction of plates 
involves morphological processes [25]. 

3.4 Plate Extraction by Smearing Algorithm 

This technique is utilized to determine the plate area since smearing is a technique for 
extracting text sections from mixed images [26]. According to the specified lowest 
and highest thresholds, the image is transformed along horizontal and vertical scan 
lines, and for both types of blurring, white pixels are turned black. The image is then 
subjected to morphological processing in order to determine the plate location [27]. 

3.5 Plate Extraction by Image Transformation 

The approach developed combines two techniques the Hough transform and the 
contour algorithm from the processed edge image to identify the approximate bound-
aries of the individual objects [28]. It describes an approach for identifying and 
verifying potential license plates using a combination of the Hough transform and 
contour algorithm, as well as a width-to-height ratio and horizontal crosscut evalu-
ation. The approach aims to accurately identify license plates in complex scenarios, 
while also taking into account the language and orientation of the license plate [29– 
31]. The approach is supported by the use of predefined acceptable width-to-height 
ratio limits and roughly defined criteria for evaluation, ensuring high accuracy in 
detecting license plates [32].
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4 Character Recognition Methods 

Isolated characters are necessary for character identification in license plate recogni-
tion systems. The process of character segmentation, which involves separating the 
individual characters from the license plate image, plays a crucial role in the overall 
accuracy of the system [33]. If the characters are not properly segmented, it can 
lead to errors in character recognition and negatively impact the overall performance 
of the system [34]. Various methods such as statistical classifiers, computational 
intelligence architecture, and pattern matching have been proposed to improve the 
character segmentation process in license plate recognition systems [35]. 

4.1 Statistical Classifiers 

Statistical classifiers use support vector machines for recognition to overcome the 
shortcomings of OCR as well as pattern-matching approaches then use SVM to 
identify numbers. The method begins with a set of examples of numbers taken from 
license plates [36]. An SVM recognizes each character after being educated by a 
few known samples beforehand. The trained model is evaluated on each number one 
by one until the number plate is accurately identified. Getting the highest benefit 
between SVM outputs is how the identification results are obtained [37]. 

4.2 ANN Classifiers 

Instead of using a cascaded action or feedback mechanism, this method combined 
recognition and segmentation. It is suggested to combine these two objectives into 
a single statistical framework using a two-layer Markov network [38]. In terms of 
probabilities, both low-grade cues and high-level previous information are taken into 
account. For state estimation, an effective non-iterative belief propagation approach 
is employed. The recognition algorithm makes use of both pattern recognition and 
NN approaches (Perceptron). When compared to template matching, NN has offered 
superior matching for recognition than these two strategies [39]. 

4.3 Pattern/Template Matching 

Shape-invariant, non-rotated characters can be recognized using the pattern-matching 
method. Additionally, cross-correlation can be used to determine whether normalized 
characters and templates match. Italian cars traveling through tollgates use this algo-
rithm. For two-letter provinces and character strings, single prototypes are designed
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as templates [40]. The algorithm tested over 3,000 genuine photographs taken in a 
variety of lighting and weather conditions and achieved an identification rate close to 
91%. Then, using an essential elements-based strategy, an OCR system was devel-
oped to recognize the car license plates, which typically have intricate shapes. Based 
on the fundamental components of characters, this algorithm can identify character 
patterns [41–43]. With this technique, the bulk of characters is condensed into a 
handful of crucial strokes. The first approach combines the Hough transform and 
contour algorithm to identify the approximate boundaries of the license plate and uses 
criteria such as width-to-height ratio and horizontal crosscuts for verification. The 
second approach uses a pattern-matching method to recognize shape-invariant, non-
rotated characters. The third approach uses an OCR system based on the fundamental 
components of characters, using Edge Hausdorff Distance for character matching. All 
of these approaches have been tested on various datasets and have shown promising 
results in terms of recognition accuracy [44]. 

5 Proposed System for Number Plate Recognition 

All across the world, number plates are used to identify individual automobiles. The 
photo handling technology is used by the system that recognizes number plates to 
identify cars based on their license plates. Recognition of number plate systems is 
used for practical traffic management and security functions like restricting entry to 
certain areas and tracking down the stolen vehicle [45]. 

The steps involved in detecting the number plate are: 

Step 1. Take a picture of the license plate. 

Step 2. Distinguish between character groups. 

Step 3. The recognized license plate is displayed on a graphic user interface and is 
saved with the time and date in a database for further use. 

Step 4. Send an SMS to an appropriate individual who has already filed a complaint 
about the car if a stolen the vehicle is found. 

The user may incur additional fines for violating any driving regulations. Based on 
the number plate recognition, the owner will receive a notification about the applied 
fine information and insurance obligations. We find it handy because we no longer 
have to worry about carrying our paperwork with us everywhere. Owners of vehicles 
can use this program to extract information about their vehicles and pay fines using 
it [46]. 

By incorporating CNNs with OCR, the entire process of number plate detection 
and recognition can be carried out seamlessly, from image preprocessing to character 
recognition. This approach results in higher accuracy and better performance in 
comparison to methods that use individual components for each step. The robustness 
of CNNs to variations in image size, orientation, and lighting conditions makes 
them ideal for number plate detection, especially when capturing images of moving



An Analysis of Real-Time Number Plate-Based Verification System … 467

vehicles in varying conditions. With the ability to learn complex representations of 
image data, CNNs are effective in character recognition tasks and when combined 
with OCR, they can accurately detect and identify characters on a number plate, even 
in the presence of low-quality images or angled shots. 

5.1 Condition Random Field 

Connected-component labelling is a method used in computer vision to identify 
connected components in binary digital images. It is often used in image processing 
for tasks such as object recognition, tracking, and filtering. The process involves 
examining the labels of neighboring pixels and assigning a label to the current pixel 
based on certain criteria, such as connectivity. It can also be used in optical recog-
nition systems or human–computer interfaces. It should be noted that segmenta-
tion and connected-component labeling are different techniques; segmentation is the 
process of separating an image into different regions or segments, while connected-
component labeling is the process of assigning labels to different connected regions 
[47]. 

1. Go through each data point iteratively, first by column and then by column (Raster 
Scanning) 

2. If the component isn’t the background, 

(1) Gather the items that are close to the current element. 
(2) If you have no neighbors, identify the current element specifically and go 

on. 
(3) In the event that is not, assign the neighboring element with the smallest 

label to the present element. 
(4) Save the equivalent values between nearby labels. 

On the second pass 

1. Go through each data point iteratively, first by column and then by row. 
2. If the component isn’t the background, 

(1) Change the element’s label to its lowest equivalent. 

5.2 Optical Character Recognition or Optical Character 
Reader (OCR) 

For many years, there has been a peek at the interest shown in the field of optical 
character recognition (OCR). It is described as the method of breaking down a picture 
of a document into its individual characters. Even after decades of intensive research,
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creating OCR with human-like abilities is still a difficult task. Researchers from 
both academic and industrial circles have focused on optical character recognition 
because of its difficult nature [48]. The number of educational labs and businesses 
conducting research on character segmentation has drastically expanded during the 
past several years. This study tries to summarize the research that has already been 
conducted in the area of OCR [49]. A software program called optical characters 
recognition (OCR) transforms printed text and graphics into electronic form so that a 
machine can handle them. Machines really aren’t intelligent enough to understand the 
information contained in images, unlike the human brain, which is able to recognize 
words and characters from images quite readily. As a result, numerous research 
projects have been launched in an effort to convert a document image into a machine-
understandable format. Due to the wide range of languages, fonts, and writing styles, 
as well as the intricate linguistic regulations, etc., OCR is a complex task [50]. 

The Optical Character Recognition (OCR) process usually consists of these steps: 

Step 1. Pre-processing: The image undergoes filtering and optimization to get it ready 
for recognition. 

Step 2. Segmentation: The image is divided into segments to separate individual 
characters. 

Step 3. Feature extraction: The character’s features, such as shape, size, and pattern, 
are extracted for recognition purposes. 

Step 4. Character recognition: The extracted features are compared to a database of 
known characters to identify each segmented character. 

Step 5. Post-processing: The recognized characters are put together to form words, 
lines, and paragraphs, resulting in the final text output. 

6 Experimental Results and Discussion 

In this study, a Python-based framework was implemented in real-time to process 
number plate images and evaluate its performance in terms of success rate (%). Here 
the success rate was calculated for three different phases of automatic number plate 
recognition (ANPR): number plate extraction, character segmentation, and character 
recognition. The success rate is determined by the ratio of successfully processed 
plates to the total number of input vehicle images. A higher success rate indicates a 
better performance in comparison to an ANPR approach with a lower success rate. 
The proposed method in this study resulted in a higher success rate compared to the 
existing method of ANPR. The study employed techniques from various branches 
of computer science, such as image processing, pattern recognition, and natural 
language processing, to address various issues in the OCR process. These include 
acquiring, pre-processing, breaking images into segments, extracting features, clas-
sification, and post-processing. As a potential next step, combining these methods
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could lead to the development of an effective OCR system. The system could be 
used in various real-time applications, such as smart libraries and number plate 
recognition, and their comparison was mentioned in below Table 1 and represented 
in Fig. 2. 

Figure 2 shows the success rate of existing models that are widely used and the 
success rate of the proposed model which has a better percentage than the existing 
models. The proposed model would provide a better success rate in predicting the 
license plate characters accurately and would prove to be more efficient than the 
previously implemented models. Out of all researched models, the LPR model, and 
YOLO model and the R-CNN models have a lower success rate of 50% which shows 
that the predicted result is not always feasible. The OpenCV and the ALPR methods 
show a better success rate than the previously mentioned models. The proposed 
model overall has the capacity to provide a better overall success rate. 

Existing systems have limitations, as they are only designed to work with a specific 
type of license plate format and may not be able to recognize license plates from other 
countries. Adverse weather conditions like rain, snow, or fog can make it challenging

Table 1 Comparison of proposed work with various methods 

Model used Number of images Success Failure Success (%) 

LPR model 10 5 5 50 

YOLO model 10 5 5 50 

R-CNN model 10 5 5 50 

OpenCV 10 6 4 60 

ALPR 10 6 4 60 

Proposed model 10 8 2 80 
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for cameras to capture clear images of license plates, leading to incorrect readings. 
The speed and movement of vehicles can also impact the accuracy of the systems. 
Additionally, there may be privacy concerns among individuals regarding the use of 
certain technologies and the collection of their personal information. 

The selection of a suitable model for a particular task in computer vision depends 
on the specific requirements and objectives of that task. When it comes to text recog-
nition, using OCR in conjunction with a CNN can produce better results than other 
models such as LRP, YOLO, R-CNN, OpenCV, and ALPR. This is because CNNs are 
highly effective in recognizing patterns in images, while OCR technology is specif-
ically designed for text recognition. On the other hand, for object detection tasks, 
models such as YOLO or R-CNN may be a better choice. Toolkits like OpenCV and 
ALPR can be used to build computer vision applications, but specialized models may 
provide more accurate results for specific tasks. Layer-wise Relevance Propagation 
(LRP) is a method to interpret the workings of deep learning models, but it is not a 
computer vision model by itself. It can be used with other models, including OCR 
+ CNN, to gain a better understanding of their inner workings and make informed 
decisions. 

7 Conclusion 

The scholars working on these advances can benefit from the thorough analysis of 
current trends and potential developments in ANPR provided and mentioned in this 
paper clearly. The methods used for number plate recognition, character segmen-
tation, and character recognition are covered briefly in this essay. Although there 
are a number of commercial LPR systems, discussing the strategies employed in 
them is outside the purview of this work because their functioning is completely 
private. The LPR algorithms examined were nation-specific. Algorithms described 
in the literature for number plate prediction are limited by the working parameters of 
distance, backdrop, light, and vehicle location. With the results of this study, we can 
use optical character recognition to perform number plate detection and recognition 
for real-time theft car identification and to confirm insurance information. 

The study of using optical character recognition (OCR) techniques in real-
time number plate verification systems for insurance processing is a thriving area 
of research and innovation. The integration of OCR technology with insurance 
processing holds the potential to enhance the speed and accuracy of the verifica-
tion process. The trend towards automated systems in various industries, including 
insurance and automotive, is increasing, making the future prospects of real-time 
number plate verification systems with insurance processing using OCR techniques 
very promising. Potential future advancements in the field include refining OCR 
algorithms to improve their accuracy and speed, linking the system to other rele-
vant databases, and broadening its application in areas such as traffic management, 
toll collection, and parking management. In summary, the outlook for the future of 
real-time number plate-based verification systems with insurance processing using
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OCR techniques is positive, with numerous opportunities for additional research and 
development. 

The proposed study on real-time license plate-based verification system with 
insurance processing utilizing OCR techniques is appropriate for both future research 
and practical implementation due to several reasons. Firstly, its relevance, as the need 
for an effective and dependable license plate verification system is growing with 
the increasing usage of vehicles for transportation. Secondly, the use of OCR and 
CNNs in the proposed study represents the latest advancements in computer vision 
and machine learning, making it suitable for future research as these technologies 
continue to advance. Thirdly, the study’s real-time implementation capability makes 
it relevant for practical applications, such as traffic management, border control, and 
insurance processing. Lastly, the combination of OCR and CNNs has the potential 
to greatly enhance the accuracy of license plate detection and recognition compared 
to current systems, making it a valuable area for future research and development. 
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Abstract In this computerized world, any individual can create deep fake videos, 
images, and audios, and it’s becoming a challenge to differentiate between the real 
and the fake ones. Such fake videos and images of a person that spread like wildfire 
on social media ultimately destroys the person’s life by leaving a deep mark that is 
impossible to remove. Hence, it’s important to discern the fake and stop the circulation 
of these types of videos and images. Different technologies with different algorithms 
have been used to identify fake images. In this research, to distinguish fake and real 
images, long short-term memory network methods in deep learning technology are 
used to recognize faces from real-time dataset for better result because of its hidden 
layers and some inbuilt functions of this algorithm. Haar Cascade is used for detecting 
the images from real time; even though it’s an oldest one, it still has its own place in 
detecting face by providing more accuracy than others. Backpropagation is then used 
to feed both forward and backward, so that the values of bias can be reduced according 
to the predicted output. Sequence transformer makes the images get into cell state 
with continuous step-up time, so that the image will not collide while capturing. 
By using all these conditions, the output will be predicted with actual value which 
gives the desired outcome. Detecting the swapped and manipulated images from the 
real one is very difficult even though different algorithms are used. Therefore, long 
short-term memory networks are used in this research, because it’s easy to identify 
fake images due to the continuous networks in the layer. 
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1 Introduction 

With the advent of new technology, social media usage has increased in people’s 
daily lives to the point where, despite occasionally being helpful, it is becoming a 
severe problem in this contemporary society. Recent studies show that fake videos 
and images are spreading fast and until now proper solution to solve this issue is not 
available in this sophisticated world. The term “Deepfake” has been introduced by 
artificial intelligence which is susceptible to manipulate anyone’s images or videos 
without their knowledge. Without any new technology, it cannot be identified that 
easily. Deep learning is one of the technologies that have emerged to solve this 
complicated problem. The term deep learning has its name from the fact that more 
layers cannot be added to get accurate output. Deepfake has landed in many fields 
such as politics, and social media. By changing images or videos of people and 
providing misleading information, many people have lost their lives by these falla-
cious activity. Many studies have been conducted to know how deepfake works. Also, 
deep learning provides an advanced solution by training and testing the dataset with 
different algorithms and providing good accuracy. In this research, the data is trained 
and tested by recognizing the images of a person by facial landmarks. 

2 Literature Review 

Sinaga [1] proposed the technologies of machine learning, to detect deep fake’s 
images by using biometric features of the person’s images such as eyes, mouth, and 
nose, and to identify the fake images from the videos. The dataset from YouTube 
videos was used by cropping the videos into frames using the convolutional neural 
network (CNN) algorithm which provides better accuracy. Heo et al. [2] used a vision 
transformer and effective net technique to detect deep fake images from videos using 
DFDC dataset which gives better performance, and used a distillation method which 
gives fake images from videos in the form of frames from the images. Nguyen et al. 
[3] presented a broad challenging one to detect deep fake creation and detection 
by using CNN and the recurrent neural networks (RNN) algorithm. The datasets of 
UADFV, DARPA, and some other dataset from a period of year were used to show 
how deep fake increases over a period of time and how it was created by using GAN 
methods. 

Guarnera et al. [4] described detecting deepfake images from various datasets such 
as DFDC, UADFV, Celeb, etc. by combining all these datasets and compressing in 
the zip format by cropping and detecting the images into frames in different angles, 
by using GAN reconstruction and transformer to predict the accurate result. Hsu 
et al. [5] used GAN to create realistic images to make fool of the discriminator for 
detecting the real images. The extension of GAN was also used to detect the fake 
images from the real one such as Cycle GAN and some other GAN including CFFN to
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make detection with better performance. Two-pair algorithm was used for detection 
of fake images from all generators of GAN dataset. 

Bhilare et al. [6] used the deepfake CLI method to classify, localize and interfere 
with the fake images by using FPGAs, MesoNet dataset to quantize the images 
from the real one. These methods use both hardware and software domains to detect 
the dataset from google DFD, Face Forensics++, Celeb DF and DFDC to get more 
accuracy but it takes a lot of time to train the dataset by using CLI method. By 
using DFDC dataset, the error in images as well as videos were reduced during 
cropping the images from the dataset and FPGA produced better and faster accuracy. 
Nadimapalli et al. [7] discussed fake detection on gender based on datasets such as 
FaceForsencis++ and Celeb DF which had the labels for those images during training 
and testing the dataset. The fake images from datasets were identified easily by using 
GBDF training and by using MTCNN algorithm the datasets were divided and their 
sizes were changed into 256× 256-pixel frames to determine the fairness of deepfake 
datasets from the work and provide an awareness of fairness fake detection in their 
dataset. 

Ko et al. [8] revealed fake image detection by using masks in their dataset. The 
dataset was trained again by using a mask in face. In masking, two methods such 
as face patches and face cropping methods were used. In the first method, the land-
marks in their nose and mouth were patched with black, and then the dataset was 
trained. In face cropping, the face under eye was cropped, and then the same images 
were trained by using different datasets such as Celeb DF, Xception, MobileNet V2, 
and some others to determine the fake images from real images. The work produced 
better accuracy and high performance by using masks in the face. The fake images 
were clearly identified by suppressing face landmarks. Mittal et al. [9] proposed real-
time face detection by using the Gotcha method that detected the fake images from 
the image. Two challenges active and passive provocations using machine learning 
technology to detect the image were suggested. Active provocation uses face swap-
ping and modifying the images and passive includes describing fake images from 
digital world. Real-time dataset was used, such that the image can be preprocessed 
and facial landmarks can be obtained. The encoded images provided color combi-
nation of the images and then the real image was detected from the fake images due 
to digital images trained from the real time videos. 

Zhao et al. [10] developed a way to identify deep fakes by exposing the multi-
attentional approach and texture facial feature of the photos. Different datasets such 
as Celeb DF, Face to Face swap, and DFDC were used for the detection. For better 
classification, BAP was used for feature extraction from real images. A more convo-
lutional layer with dense connection in between the hidden layer was used. Also, 
Efficient Net methodology and Xception were used for higher performance. Badale 
et al. [11] used CNN for classifying images from videos which used 900 fake videos 
such that by training and testing the images in convolutional layers with ReLu acti-
vated the function of testing the images. To get better accuracy, a back propagation 
algorithm was used to adjust the bias values according to the weight in the hidden 
layer in dense connectivity of CNN networks.
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3 Methodology and Implementation of Lstm 

System Model 

The long short-term memory (LSTM) network is one of the method which stores the 
data for a long time in sequence order. Therefore, it overcomes the RNN by storing 
for a longer period of time, and also there are more recurrent units present in this 
hidden layer. Using LSTM takes less time for identification; if again the same image 
is used in training the dataset, the data will remain in their neural network which gives 
better performance for larger dataset and better accuracy while testing the dataset. 

Proposed Work 

In this research, own real-time dataset is used, and the dataset is trained by using 
the Haar Cascade algorithm and LSTM networks, so that the image will remain in 
the static cell state for a longer period of time. The layers in the network can also 
upgrade itself when a new image enters the cell. These layers present in the networks 
play a major role for attaining accurate output of images. 

Deepfake Creation 

As known, the world is becoming more perilous due to the spread of deep false images 
on social media and generative adversarial networks (GAN) are used to produce fake 
photos and videos. The GAN algorithm generates the generator and discriminator 
for creating the image model that do not exist in this world. But by using GAN, less 
accuracy is attained when compared to LSTM, and hence LSTM algorithm has been 
used in this work. In GAN, the discriminator classifies the images that are generated 
by the generators. Also this is an effectual technology that produces fake images, 
and the extensions of GAN such as Cycle GAN and Style GAN are also being used 
nowadays for producing fallacious images and videos which makes everyone in the 
world alarm about their future. 

4 Data Preprocessing 

The preprocessing plays an important role, because it processes the images by 
removing the noisy data from the raw data to get a legible image for output. Also, it 
is the first and most significant step in training the raw data which has been described 
in Fig. 1. LBPH face classifier is used to capture the image in whichever angle the 
face images are turned, so that its accuracy is not reduced. If this classifier is not 
used, then while image capturing, face should not be moved to any side and should 
only focus the webcam.

When an image is captured by the camera, it will preprocess the images by 
removing the background using Haar Cascade algorithm. The captured face images 
are transferred in histogram format, and other inbuilt processing is also done in this 
step. Finally, these images are stored in the dataset in 30 different angles and in a
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Fig. 1 Data preprocessing

static cell state in the neural network for a period of time. If again an image enters 
into the network layer, it is updated in the cell state. Then it will give the processed 
images into the next layer of the cell state. 

Long Short Term Memory 

Recurrent neural networks have several types, and one of which is the advanced 
LSTM. Another type of RNN is a sophisticated algorithm called gated recurrent. 
Even though the application of LSTM algorithm is a bit complex in deep learning, it 
allows to store information for a period of time. There are three gates in this network 
layer, they are: the forget gate, input gate, and output gate, which are described in 
Fig. 2. These gates play an important role in storing the images and is responsible for 
transferring the images from one gate into another gate. Apart from these gates, there 
are inbuilt functions such as, multi scale variate which have predefined functions of 
LSTM algorithm. Even though there are many predefined functions, a particular one 
is used in this work. So, whenever the functions were called, they automatically use 
the function because of the inbuilt code behind this function to get the processed 
output. Cell state is one such part in which the images are given as input, and it 
upgrades itself. Also, the images from the cell state in these layers can be removed 
whenever needed.

The solution for the gradient issue is to overcome by using LSTM by adjusting 
the input values and bias values using activation functions, and these network layers 
are not present in the recurrent network. Also, there are various LSTM ways that 
can be used such as one to one, many to one, one to many, and many to many. The 
algorithm used in this work is one to many, and it achieves higher accuracy. Also, 
using this algorithm helps capturing the images faster from the live video. Then the 
histogram helps in identifying the list of the images because these histogram images
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Fig. 2 LSTM

will be different if same image is displayed with some modification or if morphing of 
image has occurred. By the list of images in this algorithm, the result can be obtained 
as real or unknown images with its accuracy. 

Mathematical Formulas Used By LSTM 

Before preprocessing the images, the packages must be imported such as cv2 for 
video capturing, IL for resizing and other inbuilt features used under this package 
are, Numpy and OS. Haar Cascade algorithm is used to detect the images in different 
angles for accurate prediction of the faces or any other objects. When an image is 
captured by camera, the images are resized by using package PIL, then are divided 
into pixels by eliminating the background of the images, for a clear classification of 
result to be obtained. The normalization of the image dataset is done by processing 
these images, and then the highest value (max) pixels and lowest value (min) pixels 
are calculated for rescaling the image to enter the cell state using formula (1). 

Zi = Xi− low(x) ÷ h(x)− low(x) (1) 

In the above formula, Zi represents the captured image. The images are classified 
into pixels, only then they can enter into the forget layer and check for the image 
to enter into the next layer of the cell state. The images enter from ht-1 and xt that 
are from previous hidden layer, and the input image values are calculated with bias 
value. These layers then store the image into the forget gate for a period of time to 
keep this image in memory. This is summed up to the weight (WG) of this layer with 
bias value (BIA) by using the below formula (2). 

FOGt = σ
(
WG f ·

[
Ht−1, Xt

] + BIA f
)

(2)
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After entering into the forget gate, the images that have mostly occurred are stored, 
and the image that have not been used for a long time are forgotten, and then the 
image moves to the next layer. The images in the input layer, sequence the dataset in 
pre-order format from the forget layer within the time. And this image is transferred 
to a cell state image. For fast movements of images, sigma function by using formula 
(3) is calculated. This sigma function makes the output value between 0 and 1 without 
reducing its efficiency in the images. This process continues for all input images that 
entered into the gates. 

INPt = σ (WGi · [Ht − 1, Xt ] + BIi ) (3) 

After deciding input from cell state, all values are combined with tanθ which then 
replaces the images with new images and upgrades the systemic flow of state in 
this second cell used from forget gate, using the formula (4). When tan θ is bigger, 
then the sigmoid function carries the values between −1 and +1. If the value is − 
1, then that image will not be considered, and if the value is +1, then the image will 
be transferred to the next layer in the network. Also, the images that were removed 
from the forget gate also remains for some period in this network layer for some 
inbuilt functions. 

Ct = tan θ (WGc ∗ [Ht − 1, Xt ] + B) (4) 

Finally, the output layer cleans the unused chunks of the dataset and provides the 
output in a sequence order because of the sigmoid function and tanh function used in 
this LSTM network in the cell state, and this function is greatly used for reducing the 
gradient issue problem. Doing all these processes in this algorithm doesn’t consume 
much time to point out the images from the testing data. Thus, it identifies the fake 
images by face histogram of the person that was compared at each time in the loop 
with input layer for final identification of its process by using formula (5). 

Ot = σ (WG · [Ht − 1, Xt ] + B0) (5) 

Flowchart of LSTM 

The application of the LSTM algorithm is shown in the following flowchart. 
In this research, at first, all the packages needed to be used by this program 

are imported. And then, by using LSTM method, the images that were captured at 
real time are preprocessed. Then these images are divided into 30 different frames 
according to the face recognition by using pillow package and some of its features. 
After that, the image stored in the dataset are trained. Again, the camera captures 
the image, and the testing process is performed. The recognition of image is then 
compared to the trained dataset images. If the two images are same, the result 
as REAL is obtained with its accuracy, or the result FAKE with less accuracy is 
obtained, by comparing the hist images of the person that were captured during 
training. Figure 3 shows the systemic flow of LSTM.
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Fig. 3 Systemic flow of LSTM 

Experimental Results of LSTM 

Pycharm tool is used for implementing and an accuracy of over 95% is obtained by 
applying this LSTM algorithm to identify fake images. Face swapping and manipu-
lation of real images can be detected easily because of the sequence of layers present 
in the neural network and Haar Cascade algorithm. A real image is trained, and after 
that the image will be compared with the tested image each time in the loop, and the 
fake image is identified. Fake images can be anything such as an unknown person, 
photos of the person, or the same person with some manipulation in face, which can 
be recognized by histogram of the images. The dataset in this research used to detect 
the real-time images for training and testing has been described from Figs. 4, 5 and 
6.

By capturing the images from real time, these images are used for training by 
extracting some features in the image and particularly to recognize the face landmarks 
in the histogram images, which have been described in the sample code of Fig. 5. 
Also, the output is predicted based on the recognition of the testing, whether the 
image is REAL or FAKE, with its accuracy. 

Algorithm of LSTM 

STEP 1: Import necessary packages from Pycharm tool that has inbuilt function. 

STEP 2: Start the webcam and capture the image. 

STEP 3: After capturing the image, train and test the images. 

STEP 4: For recognition of images, compare the image with the captured image.



Cannotation MeasureUp to Detect Deepfake by Face Recognition … 483

Fig. 4 Sample screenshot of training

STEP 5: If the captured image is the same as the recognized image, then it will 
display REAL. 

STEP 6: Else it will display FAKE, with low accuracy. 

Achievement of LSTM Algorithm 

By using this algorithm, capturing and identifying the images from any angle is a 
quick process, and also better performance which gives the accuracy more than 95% 
using inbuilt functions in this algorithm is achieved. 

Result of LSTM Algorithm 

From Fig. 7, the accuracy of over 97% when a real image was detected during testing 
process can be observed. The result fake is obtained when an image was detected 
without any training, which is shown in Fig. 8. Figures 9 and 10 give the result as 
fake with less accuracy when the trained images, by doing some manipulation or 
morphing of the images in the form of hard and soft objects, were given as input. 
It also predicts the face manipulated person during testing by comparing it with the 
trained images which gives more accurate result than using other methods such as 
CNN, which is because of the inbuilt function used in the LSTM algorithm. Therefore, 
by choosing this algorithm, faster result and efficiency for the real-time dataset are
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Fig. 5 Sample screenshot of recognition

obtained. Gradient issue is also reduced by using this LSTM because of activation 
function.

5 Conclusion 

Previous research shows that CNN and GAN are preferred by using recurrent neural 
network and machine learning technology with bigger datasets to predict the fake 
images and videos. In this paper, fake images are detected from the real images 
by using LSTM algorithm, which is unique from other methods because of the 
predefined functions used in this method and achieves an accuracy of above 95%. 
Although deepfake creation is a key component of artificial intelligence’s creation of 
fake images that are used for dangerous purposes, there are also more technologies 
available to make everyone aware of these fake images. However, there is a need 
for more efforts and techniques to identify these fake images to be an expert in this 
technology.
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Fig. 6 Sample screenshot of testing

Fig. 7 Accuracy
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Fig. 8 Comparison with 
another person 

Fig. 9 Comparison of 
original with soft object

6 Future Enhancement 

Though LSTM produces better accuracy, the emerging of fake images continues 
to grow. Therefore, it’s better to use blockchain technology to store the images so 
that no one can manipulate or swap the real images and it’s also hard to create fake 
image from a real image without the person’s knowledge. Because by using this 
technology, the third person cannot find the original images of the person without 
their permission. Thus, it will be helpful in a lot of fields to avoid the forgery in this 
AI-based modern world.
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Fig. 10 Comparison of 
original with hard object
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Control Strategy for Modified 
Quasi-Admittance Source Inverter 

A. Angeline Esther, P. S. Manoharan, J. Nivedita, and P. Deepamangai 

Abstract An avant-garde and futuristic Modified Quasi-Admittance Source Inverter 
(MQYSI) is put forward in this paper. Two administering modes govern how an 
admittance source inverter works. The redesigned q-YSI has a stronger boost voltage 
inversion and a lower duty ratio value to enhance output voltage quality compared 
to the previous YSIs. When compared to inverters of a more traditional design, this 
topology minimises the stress from voltage athwart the capacitors, solves the issue of 
a larger early inrush current, and makes decentralised generating systems possible. 
The inverter working with space vector-based pulse width modulation (SVPWM) is 
designed and analysed in MATLAB/Simulink environment and further contrasted 
with sine PWM technique in order to justify the better control technique. 

Keywords Admittance source inverter (YSI) ·Modified quasi-admittance source 
inverter (MQYSI) · Space vector pulse width modulation (SVPWM) · Sine pulse 
width modulation (SPWM) · Boosting ability 

1 Introduction 

The inverter, a type of DC-to-AC converter, is well known. Switching components 
are capable of controlling inverters. Typically, transistor and antiparallel diode are 
used to create inverter switches. There are two popular types of inverters: inverters
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with voltage as their source and with an incessant input voltage and inverters with 
current as their source and also with perpetual input current. These inverters are 
powered by batteries, a storage cell stack, and voltage and current source [1]. The 
primary issue with VSI is that it serves as both a boost converter and a buck converter, 
respectively, for the transmission of energy from alternate current to direct current and 
from direct current to alternative current. This results in an accessory DC-DC power 
converter design being needed, which raises the cost of setup, to obtain the voltage 
of the necessary ac signal. In order to safeguard against the failure of semiconductor 
devices, the semiconductor switches on one side cannot be activated and turned OFF 
synchronously. Similar to this, CSI serves as an enhanced converter for converting 
alternative current to uninterrupted current and a resisting converter for turning the 
direct current to alternating current in transfer of power. VSI motor regulators and 
CSI motor regulators are incapable of operating at high voltage as a result. ZSI, a 
buck-boost inversion model with a broad working voltage level, was developed to 
address the aforementioned drawbacks. By reducing dead time, the ZSI increases 
dependability; nevertheless, it has several drawbacks, including inconsistent input 
current and the need that the capacitor can resist soaring potential and significant 
inrush current passage during startup. 

Enhanced ZSI, quasi ZSI, Switched Inductor-ZSI, and EB-ZSI were developed 
in the field to address these drawbacks using ZSI as a basis [2]. ZSI and SL-ZSI, 
however, only have a few drawbacks. Inverters with magnetically coupled trans-
formers were therefore recommended in contemplation to achieve high voltage gain. 
Snubber circuits are required, and couplings should be sturdy. The problem with 
the magnetically coupled transformer is weak coupling. These demerits finally led 
to the achievement of admittance source inverter (YSI). The extended q-Y-source 
inverter that has been developed in [3] has better boost factor, continuous input 
current, mitigation of discharge effects, and lessened voltage spikes—achievements 
that a Z-source inverter could not match. Due to their strong boost capabilities, two 
novel Y-source inverters with fastened direct current-link voltage are presented in 
[4]. These inverters are ideal for one stage greater gain reversal. In addition to this, 
the overall power loss is diminished as a result of the considerable drop in ST current 
amplitude. All of these factors go into the proposed converters’ high efficiency. 
In order to assess the gain in voltage level, voltage strain over the switches, and 
converter design across three SPWM approaches, three-phase QYSI was used in [5]. 
Here, simulation is used to analyse the effectiveness of several Sine PWM control 
strategies. In [6, 7], a novel type of enhanced q-Y-source DC-to-DC converter model 
based on the conventional q–admittance design–source structure is introduced. This 
converter has all that of the favourable circumstances of the prevailing Y–source DC-
to-DC converter in addition to having enormous voltage gaining ability, unceasing 
flow of input current, and a very little starting inrush current. For rooftop utilisations 
of PV grid with battery storage capacity capability, Xupeng et al. [8] suggests a new 
upgraded γ type admittance-source inverter. The inverter permits battery charging 
from a photovoltaic source during times of meagre-peak loads and exports any extra 
power to the distribution grid. It can sustain high voltage gain even under partial 
shaded circumstances. Test cases are investigated in various scenarios (stand-alone
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working condition without the usage of cell stack, private operational mode with the 
usage of battery). The elimination of dc-coupling voltage spikes without the need for 
additional switches or lowering voltage gain has been presented in [9] using a high  
escalated Y-source inverter with a novel absorption circuit design. The suggested 
inverter design provides a significant boost with a steady dc-associated voltage that 
is facilitated by appropriate leakage energy recycling. By contrasting the modelling 
and trial and error findings of an existing Y-source with the suggested inverters, 
these properties have been confirmed. In [10–16], the admittance source inverters 
own the demerit of higher component rating and lesser boosting ability but a higher 
voltage increase when compared to impedance based inverters. In this proposed 
policy, a modified quasi-admittance-source DC-to-AC converter is developed from 
the existing Y-source network with a higher voltage boosting capability in a way by 
designing the transformer windings accordingly. The main intention of this develop-
ment is to increase or boost the voltage at the output in comparison to the impedance 
source inverters and extended quasi-impedance source inverters. This brought out 
quasi-admittance source inverter satisfies the need of higher voltage boost at the 
output stage, thereby enabling its use in distribution generation systems. 

2 Principle of Methodology 

2.1 Admittance Source Inverter 

A three-phase bridge inverter, a Y-source network, and a filter make up the proposed 
inverter’s input, middle, and output stages. In its most basic form, the Y-source 
impedance network is composed of a passive diode (D1) as a measurement device, a 
capacitive device, and—most significantly—a three-winding turns based transformer 
with turns number (N1, N2, N3) for injecting a strong voltage level. 

The coupling between the transformer and the bridge in the inverter and D1 must  
be compact to limit leakage from the inductors that can be noticed at the transformer’s 
windings. The Y-source inverter, like a standard impedance-source inverter, features 
a supplementary zero state in shoot-through and an exact opposite state that are built 
up of six in-action phases and two level zero modes. 

As long as the transformer’s winding turns provide the desired K value while still 
adhering to the design limitations imposed by specific users, they can be chosen with 
versatility. Figure 1 is the circuit configuration of admittance source inverter.

The pre-existing impedance source inverters suffer from the disability to sustain 
greater voltage levels and current. The coupling design remains a demerit in magnet-
ically coupled transformer source inverters. To subdue all these weaknesses, the 
MQYSI has been introduced.
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Fig. 1 Circuit configuration of admittance source inverter

2.2 Modified Quasi-Admittance Source Inverter 

The modified quasi-admittance source inverter is achieved by making slight changes 
in the circuit configuration of the already established admittance source inverter. 
Its primary supremacy is that it yields higher voltage level boosting at the output 
stage of the DC to AC conversion and thereby remaining a key source to instruments 
or devices that operate in industries under high gain. They are mostly favoured for 
renewable energy systems involving sun power and as well as wind power. The circuit 
configuration of the MQYSI is shown in Fig. 2. 

The inverter employs shoot-along mode and the non-shoot along mode which 
are its two operating concepts. The inverter will tend to operate in six functioning 
circumstances and two original zero-level situations while in shoot-across condition, 
however, it will short circuit along any one of the three-phase legs or any two-phase 
leg or any one-phase leg when working under non-shoot-through mode.

Fig. 2 Circuit configuration of modified quasi-admittance source inverter 
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The gate signals produced by IGBT switches are being delivered to the switching 
topology in the DC-to-AC converter which is usually aided by any pulse width 
modulation strategy using a space vector or sine PWM techniques. 

The LC filter, which consists of an inductor and a capacitor does its role as a 
frequency filter and produces an output voltage wave that is smoother. 

In the layout of the modified inverter, the notations N1,2 and N3 represent the 
three phase transformer winding that are designed in a way so that a higher voltage 
level is reached by the inverter at the output. 

3 Problem Formulation 

The input DC voltage source may likely arise from a battery or a fuel stack or from 
a specific PV module as considered in this problem. The admittance source usually 
comprises inductors, capacitors, diode, and a three-phase transformer winding with 
turns number designed as per the requirements. The key circuit is nothing but a six 
switches comprised bridge inverter which is connected with the admittance design. 
Here the DC signal is reshaped to an AC signal that can be utilised by electric devices. 

4 Results and Discussion 

In the problem formulated, the DC source is considered to be generated from a specific 
PV module instead of a battery or a fuel stack. The whole formulation is analysed 
according to the selected PV module called SunTech Power STP270- VRM-1. 

The specifications of SunTech Power STP270-VRM-1 are given in Table 1, 
according to which the boosting capability of MQYSI is determined. 

In this problem formulation, three modules connected in series are being consid-
ered. One array kept at 25 °C and specified irradiation are contemplated, and the 
Power Versus Voltage estimate and Current Vs Voltage estimate are being analysed 
as in Fig. 3.

Table 1 Specifications of 
SunTech power 
STP270-VRM-1 PV module 

Parameters Value 

Maximum power (W) 269.85 

Voltage at MPP (V) 35 

Current at MPP (A) 7.71 

Open circuit voltage Voc (V) 44.5 

Short circuit current Isc (A) 8.2 

Temperature quantum of Voc (%/deg.C) −0.313 

Temperature quantum of Isc (%/deg.C) 0.054 
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Fig. 3 Corresponding PV and IV curves of SunTech power STP270-VRM-1 PV module 

The entire Modified Quasi-Admittance Source Inverter has been expanded in 
MATLAB/Simulink Environment to justify the voltage boosting ability of the inverter 
at the output end. The simulation of the developed inverter is depicted in Fig. 4. 

The design criteria for the MQYSI are given below in Eqs. (2–7). 

Modulation IndexM = 0.9 (1)

Fig. 4 Simulation of MQYSI 
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Vph = M 
BVdc 
2 

(2) 

N1 : N2 : N3 = 1 : 2 : 3 (3)  

k = n3 + n1 
n3 − n2 = 4 (4)  

Boost Factor B = 1.453 (5) 

C1 = C2 = 470 µF (6) 

L1 = 2 mH (7)  

In SVPWM strategy, the reference signal is first converted to dq voltages with 
the utilisation of Park’s Transformation. The angle and switching time of each of the 
eight vectors are being calculated from which the gate signals are fed to the switching 
devices that are nothing but IGBTs. 

The voltage is being measured across the SunTech Power STP270-VRM-1 PV 
array so that the voltage boosting level at the output stage can be analysed. The 
voltage developed across the array is as in the below Fig. 5. 

From Fig. 5, it is seen that the voltage across SunTech Power STP270-VRM-1 
PV Module for one second time step is nearly about 10 V which is lesser when 
considered for large distributed generation systems. 

The corresponding AC signal at the output side due to the presence of the modified 
quasi-admittance source inverter is as depicted in Fig. 6.

Fig. 5 Voltage seen across the PV array 
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Fig. 6 Output three-phase voltage of MQYSI with SVPWM 

From Fig. 6, it is observed that the voltage waveform at the output stage has been 
boosted drastically due to the presence of the modified admittance inverter. 

The input side DC voltage level which was nearly only 10 V has been boosted to 
nearly 350 V AC at the end side and the waveform is smoother without distortions 
due to the LC filters playing their major role as frequency filters. 

The output has been attained for an R load and by the usage of SVPWM control 
strategy. 

The same developed inverter working with sine pulse width modulation control 
strategy gives an output three-phase voltage which is lesser than that obtained through 
the former control technique. The simulation of MQYSI with SPWM control strategy 
is depicted in Fig. 7. 

Fig. 7 Simulation of MQYSI with SPWM control strategy
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Fig. 8 Output three phase voltage of MQYSI with SVPWM 

The corresponding voltage in three phase produced by the MQYSI using the sine 
pulse width modulation produces a lesser voltage boosting at the output side as given 
in Fig. 8. 

Thus, the term higher boosting ability by the MQYSI holds good and also the 
results are better than traditional impedance source inverters, magnetically coupled 
inductors, switched inductor inverters, etc. 

This higher boosting of voltage by the designed model thus aids its usage in system 
that require higher voltage gain and distributed generation systems. 

The extended quasi-impedance source inverters existing possess a lesser boosting 
ability, i.e., the output three-phase voltage was boosted to about 120 Vrms with an 
input of 10 V. On the other hand, the MQYSI boosts the voltage to about 350 V 
which is nearly three times more than that of the extended quasi-Z source inverter. 

The harmonics for the obtained three-phase output voltage waveform are also 
analysed, and it is found to be 1.41% as in Table 2 which is much lesser than that of 
conventional type inverters. 

Figure 9 is obtained by the FFT Analysis function in MATLAB that represents 
the amount to which the voltage at the end has been distorted, thus indicating the 
quality of the waveform generated.

Table 2 Comparison of 
MQYSI with existing 
impedance source inverter 

Quasi-impedance 
source inverter 

Modified 
quasi-admittance 
source inverter 

Total harmonic 
distortion (in %) 

3.77 1.41 
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Fig. 9 THD (in %) for the three-phase output voltage attained by MQYSI 

5 Conclusion 

When compared to earlier produced inverters, for instance the impedance based 
inverter and the quasi-level impedance source inverters, the modified quasi-
admittance source inverter (MQYSI) suggested here offers a greater voltage at the 
output. Traditional models, such as voltage and current source inverters, simply 
increase voltage. As a result, a second or an auxiliary DC-to-DC converter model 
is required to adjust the voltage in accordance with the provide load, making them 
unsuitable for distributed generating systems. All of these drawbacks are solved by 
the suggested model, which yields a high boosting capability. 

This novel inverter can be administered further with robust reinforcement learning 
algorithms based maximum power point tracking methods involving an agent, action, 
space, and reward that tracks the maximum power at an instant of temperature and 
irradiation condition. 
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The Information and Communication 
Technology’s Impact to Enhance 
the Tourism Industries in Indonesia 

Kendrew Huang, William Gunawan, Rivaldi, Ford Lumban Gaol, 
and Tokuro Matsuo 

Abstract The purpose of this study is to examine the integration of information 
communication and technology and the development of eTourism as a field in 
tourism industry, as well as the implications of ICT usage on the Tourism industry 
in Indonesia. Using various types of literature such as scientific articles, articles, 
and books, this study emphasizes and examines the importance of ICT and how 
these acts contribute to the tourism and hospitality sector. Tourism sector businesses 
should be praised for their use of ICT and use of current technology such as social 
networks for client engagement. The use of ICT has been carefully monitored and 
deployed at a low cost, needing little technical knowledge from the workforce. The 
purpose of this article is to raise awareness among scholars, educators, legislators, 
leisure entrepreneurs, and public officials on the usefulness of ICT applications in 
the tourism and hospitality industries in Indonesia. The work is limited to Indonesia, 
and the conclusion is based on previous research. The report is totally prepared using 
Indonesian culture. The ICT application is only used as an independent variable in 
the study. As a result, there may be some other factors influencing the tourist and 
hospitality industries in Indonesia. 
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1 Introduction 

Tourism encompasses a vital economic impact at a global, domestic, and regional 
level. This impact is underlined by applied mathematics proof demonstrating the 
importance of business enterprise in terms of gross domestic product, employment, 
and economic development [1]. 

The business enterprise business may be seen collectively in the primary business 
sectors wherever business functions are nearly completely mistreatment info and 
communications technologies (ICT) [2]. Information technology (IT) and ICT have 
a vital role within the development of business enterprise. Computerized reservations 
systems (CRS) were among the primary applications of IT worldwide [2]. 

The business is one among the additional triple crown areas of e-commerce as 
a result of it’s for the most part client orienting and since services and therefore 
the provision of data is at its center [3]. Recommend business enterprise could be a 
hybrid business since although it’s dominated by the availability of data, basically it’s 
a couple of physical products. this needs the ‘seamless integration of data and physical 
service, with versatile configurations of the physical and therefore the informational 
parts”[4]. 

ICT facilitates this integration and permits customization of business enterprise 
merchandise to suit the wants of people thanks to changes in client behavior of the 
holidaymaker the market is turning into additional divides with every potential client 
happiness to a variety of market segments at the same time. Holidaymaker operators 
have to be compelled to bear in mind those changes and be equipped to retort, or 
higher still, take a proactive approach [5]. 

The challenge for the business enterprise operator is the provision of correct, 
localized information, progressively via IT, while maintaining a relationship with 
the holidaymaker. Instead of being simply group action primarily-based long run 
relationships have to be compelled to be fostered, and IT will play a task during this 
relationship [6]. 

As we know travel destination in around the world, especially in Indonesia is very 
huge, in Indonesia there are so many travel destination. We all know that tourism 
sector contributing mostly for Indonesian foreign exchange and country income. In 
this modern world, enterprise system and also information technology are giving a 
huge impact into tourism sector all around the world. Because of technology, we can 
see a hotel booking app, booking an airplane ticket online, and many more [7]. 

But with rapidly growing of technology from all around the world is impacting 
the stubborn people that stay in their way to book a plane ticket, book a hotel, etc. The 
detail of research question as follow: Does the implementation of data Technology 
have any positive impact in tourism? Base on the above research question, below is 
the research hypothesis: There are advantages of using information technology in 
tourism. There are blessings of mistreatment info technology in business enterprise 
[8]. 

The Internet modified data exchange and insemination; step by step, the data is 
developing into a sort direct sales channel path, where needs a business enterprise
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distributing into reset the model and its performance. This analysis is predicted to 
be a supply of data once tourists create a plan of action, and it conjointly shows 
that once tourists rummage around for and steel oneself for the longer term business 
enterprise expertise [9]. 

By doing this research, we can providing the data about impact of technology 
into tourism sector, and by doing this research, we can find a way to increasing the 
amount of tourist that travel into our country. Also the benefit of this research is 
we can increase the effectiveness and efficiency of technology into tourism in our 
country. 

2 Literature Review 

Information Technology and commercial enterprise aims primarily to contribute to 
the method of theory building, and thus to the advancement of analysis and scholar-
ship during this growing field. As an associate knowledge domain journal, it supports 
industry-oriented analysis still as tutorial theory-targeted analysis [10, 19]. ICT can 
feature each empirical case studies associated technical-theoretical papers staring 
at tourism, travel, hospitality from associate IT purpose of read and at IT from 
an applied perspective. The journal contains analysis papers, progressive reviews, 
analysis notes, and analyzes of business applications. It’s conjointly supposed to 
incorporate papers relevant to the business in numerous national contexts [11, 18]. 

This is wherever technology because the key tool within the creation of the trav-
eler expertise comes into play [12, 20] claim that technology has notably inspired 
the shift from the passively receiving shopper to the actively concerned co-creator 
of his/her own expertise [13, 21] underline that ICTs became a serious component 
within the co-creation of traveler experiences by permitting corporations to interact 
with shoppers through websites, mobile devices, transportable town guides, travel 
guides, virtual life environments, or increased building rooms. In conceptualizing 
technology-enabled increased traveler experiences, it’s imperative to know that trav-
eler experiences can’t be staged and delivered to the shoppers, however, should 
otherwise be co-created at the side of the patron [14, 22]. Technology has to be 
considered the catalyst that functions as a way to co-create meaning interrelations 
and experiences between the corporate and therefore the shopper [23]. Taking the 
argument under consideration that co-creating experiences generates price for the 
patron, technology can so become the key instrument for the improvement of expe-
riences by facilitating and empowering co-creation and thereby generating other 
prices for the patron [24]. This can be notably relevant, considering the multi-phase 
nature of the traveler expertise, i.e., prior/during/post travel. Technology doesn’t 
solely enhance the physical commercial enterprise house on-the-spot [25]. However, 
conjointly facilitates engagement and knowledge co-creation within the virtual house 
already before still as once the travel within the tourist’s home setting [26]. As a result, 
by conflating the two areas of traveler expertise and technology, this paper proposes a 
holistic conceptualization of technology-enabled increased traveler experiences that
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is crucial for understanding and managing this new variety of expertise in theory and 
application [15, 27]. 

The data gap from this analysis is whether or not there’s a relationship between 
the implementation of data technology within the commercial enterprise sector and 
therefore the results of tourists World Health Organization travel [16]. To shut this 
gap, knowledge searches square measure disbursed from the web associated with the 
subject being mentioned, as an example graphs of increase or decrease within the 
results of victimization technology in sorting out traveler attraction [17]. 

3 Research Result 

The questionnaire is used to collect all of the data used in this study. The question-
naire is distributed to a large number of responders. There are multiple items in the 
questionnaire, “yes” and “No”; if the responder picks yes, it implies they agree with 
the statement; if the respondent chooses no, it means they disagree with the state-
ment. After the yes/no choice, there is a scale 1–10 quiz; if respondents choose 1–4, 
it means they disagree, and if they choose 5–7, it means they agree. 

If they select 8–10, it indicates that they are neutral. 

a. Gender. range of responses: fourteen responses 

Base on Fig. 1, there are 28.6% Female and 71.4% Male. 

b. The age distribution 

Base on Fig. 2, the most Ages is in 15–19 years.

c. The advantageous of traveling 

Based on Fig. 3, the most answers measure affirmative, which means technology 
would profit for traveling.

d. The facilitate of tourism 

Most answers square measure in the facilitates commercial enterprise is shown in 
Fig. 4.

Fig. 1 Gender distribution 



The Information and Communication Technology’s Impact to Enhance … 505

Fig. 2 Distribution of age

Fig. 3 Benefit of traveling

Fig. 4 Facilitate of tourism 

e. The use technology after you travel 

Base on Fig. 5, all the answers square measure affirmative, which means tourists 
use technology for traveling.
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Fig. 5 The use technology after travel 

Fig. 6 Rank importance of technology to travel 

f. The Rank the importance of technology to travel (Fig. 6) 

Most answers square measure in ten, which means technology is very important 
for traveling. 

g. The technology help tourists in transportation (Fig. 7) 

Most answers square measure affirmative, which means technology helps tourists 
a great deal in transportation.

Fig. 7 Use technology after travel 
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4 Conclusion 

By using the technology in tourism people can traveling effortlessly. As we know in 
the past, buying a flight ticket or a hotel ticket is quite complex, we must open the 
official web or, etc., the payment is also confusing, by using the technology we can 
easily book flight ticket, hotel ticket, etc., also the payment method is easy. 
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Effect of PV Penetration 
on the Steady-State Voltage 
on Grid-Integrated PV System 

Gaurav B. Patil, Santosh S. Raghuwanshi, and L. D. Arya 

Abstract In the recent few decades, due to the rapid and extensive growth of renew-
able sources of generation, the use of solar photovoltaics is at a large extent. Many 
individuals prefer a grid integrating system instead of a stand-alone system. However, 
this large usage of energy from solar photovoltaic with grid integration brings some 
severe challenges along with an increase in PV penetration. Generally, there are 
two major categories of these challenges: feeder level (distribution) and grid level. 
In this paper, the feeder-level challenges of solar photovoltaic integrated systems 
are discussed, and remedies are suggested to overcome these problems. In addition, 
analysis of PV penetration on several loads after the application of the capacitor and 
the impact of the on-load tap changer are presented. 

Keywords Unity power factor · Feeder · Harmonics · Photovoltaic 

1 Introduction 

There are mainly two ways in which electricity is produced by solar photovoltaics. 
One of the ways is the stand-alone system, where the energy is stored in batteries 
or may be in other forms of storage and then local loads utilize it. The other way of 
utilizing solar energy electricity is where the electricity produced by solar is directly 
fed to the grid and then it is utilized by other loads connected on the same feeder, 
the nearby feeder, or further away from the grid. The second one is the most popular 
system because it uses the existing grid infrastructure. Therefore, there is no addi-
tional cost of extra storage required as in the case of mode one. Although it can use 
the existing infrastructure, it could potentially create challenges for grid operations, 
protection, etc. [1]. Therefore, in this paper, inverters that are supposed to control 
when the system starts the operation has been discussed. With those kinds of prelim-
inary controls, several kinds of challenges are faced by the usual grid distribution
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system. This paper demonstrates some of the basic principles, issues, and challenges 
arising from solar integration with the grid. 

2 State of Art of PV Penetration in Grid-Integrated 
Systems 

Earlier researchers studied different PV penetration scenarios of a single feeder 
during steady state and concluded that reverse power flow can result in overvolt-
ages and also obtained solutions to this issue [2–5]. In [6], it was demonstrated that 
reverse power flow resulting from equally distributed generation exceeded trans-
former thermal ratings on a sample feeder. Numerous additional publications have 
concentrated on power reduction or the use of reactive power to address feed-voltage 
issues brought on by significant PV penetration on a single typical feeder. 

When solar PV originated, expectations and obvious prizes of the panel were high. 
They still did not reach grid parity. So it was supposed that solar can be connected 
to the grid, but they were not economically viable at that point. It was presumed that 
the total amount of solar installed would be a minor fraction of the total grid install 
capacity and predominantly either by coal and gas or nuclear. An initial requirement 
of the grid-feeding solar inverters was also set accordingly. 

Previous reports have looked at various penetrations of PV on a single feeder in 
steady state, concluded that reverse power flow can cause overvoltages, and examined 
methods of resolving this problem [4, 5]. In [6], reverse power flow due to evenly 
distributed generation was shown to exceed transformer thermal ratings on a sample 
feeder. Many other papers have focused on power curtailment or provision of reactive 
power to alleviate feeder voltage problems that arise with high PV penetrations on 
single representative feeder. 

Previous reports have looked at various penetrations of PV on a single feeder in 
steady state, concluded that reverse power flow can cause overvoltages, and examined 
methods of resolving this problem [4, 5]. In [6], reverse power flow due to evenly 
distributed generation was shown to exceed transformer thermal ratings on a sample 
feeder. Many other papers have focused on power curtailment or provision of reactive 
power to alleviate feeder voltage problems that arise with high PV penetrations on 
single representative feeder. 

Previous reports have looked at various penetrations of PV on a single feeder in 
steady state, concluded that reverse power flow can cause overvoltages, and examined 
methods of resolving this problem [4, 5]. In [6], reverse power flow due to evenly 
distributed generation was shown to exceed transformer thermal ratings on a sample 
feeder. Many other papers have focused on power curtailment or provision of reactive 
power to alleviate feeder voltage problems that arise with high PV penetrations on 
single representative feeder.
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Fig. 1 PV panel connected 
to the grid 

Fig. 2 Harmonics fed by 
solar inverter SI1 

2.1 Total Harmonic Distortion and the Individual Current 
Harmonics 

If a panel is connected to the feeding inverter as shown in Fig. 1, it is the feeding 
power to the grid. It was expected that the current feeding into the grid would have a 
low value of total harmonic distortion and the individual harmonics, especially lower 
ones like third, fifth, and seventh would also be restricted to a low value [7]. 

This is needed because by any chance current fed by the inverter has harmonics, 
as shown in Fig. 2. The harmonics will interact with the impedance of the feeder and 
will create harmonics in the voltage available at the load end. 

This can then affect other loads and other systems connected to that feeder. So 
that was the predominant reason for the initial thought that let the solar inverter not 
pollute the grid. It was ensured good by the mean smaller value of the total harmonic 
distortion of current. 

2.2 Unity Power Factor 

The reactive power was also not allowed to be supplied or absorbed by the inverter. 
The initial idea was that these inverters should operate at the unity power factor. If 
there is a certain load and the inverter starts drawing certain reactive power, then 
additional capacitor banks must be connected. Therefore, initially, it was suggested 
that all the inverters must stick to the feeding power at the unity power factor, so that it 
does not create any additional voltage drop because of the consuming reactive power. 
Moreover, since the unity power factor was set, deteriorating the voltage profile or
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improving the voltage profile was not recommended. So it was just expected to feed 
power at the unity power factor. 

2.3 Anti-islanding, Over-Under-Voltage, and Over Frequency 

Anti-islanding is that if the grid fails, then the system or the inverter connected to 
the system also disconnects. It should not produce an island of its own and should 
disconnect as soon as the grid fails. This is the grid failure part, but usually the 
transient momentary grid magnitude frequency voltage might go out of the bound. 
In those cases, the inverter must disconnect as soon as possible. 

For example, if there is a disturbance in a grid, then the solar inverter might end up 
making the situation worse; so, it is best if the solar inverter disconnects and the grids 
continue to operate with their basic controllers and basic power generation system. 
Therefore, fast-acting overvoltage, under-voltage, and over-frequency protections 
which are supposed to be in the inverter were found. For example, if the voltage is 
1.1pu, then it certainly disconnects. During under-voltage, if the grid voltage goes 
below 0.85pu, it disconnects. During over-frequency, if it goes above 50.3 Hz, it 
disconnects [8]. 

All of these were intentionally meant so that the inverters were considered as 
external devices, and it was evaluated that, in case of any disturbance, these inverters 
get disconnected, which is good, and the main process is handled by the conventional 
generators. 

2.4 Change of PV Penetration 

Over time, these things were good if there is a low value of percentage penetration 
system when compared to total generation capacity. But over time, that has not 
remained true. The main reasons have been the continuous reduction in the cost of 
solar PV panels, the concerns for climate change, and so on. 

Nowadays, PV is mostly considered on the grid, and there is continuous increasing 
penetration of PV in the system, which brings many challenges [9–12]. 

The two major categories of these challenges are feeder level (distribution) and 
grid Level. In this paper, some feeder-level challenges are discussed. 

Unlike conventional generation where all get connected at relatively higher 
voltage into the system, these are not necessarily close to the load end. Furthermore, 
they were generally connected using a step-up transformer connected to a relatively 
higher voltage and the power grid transfers to the load end. But solar, on the other 
side, gets connected predominantly at the low voltage side of the distribution side 
[13]. 

Figure 3 is the graph, which shows solar connected to the system grid in Germany 
at different voltage levels. It can be seen that a majority of solar gets connected at
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Fig. 3 RES connected to the system grid at different voltage levels 

the low voltage which is 400 V level. Some solar systems get connected at levels 
between 10 and 20 kV, but as moved up in the voltage level, the contribution of solar 
becomes very small, although things have changed now [14]. 

Recently, there are many articles and news about connecting and building large 
solar power plants that should directly connect to the significantly higher voltage. 
But it is true that it would exist, but at the same time there would be a lot of solar 
penetration at the end distribution system. When a lot of houses and small industries 
have solar rooftops, they all may feed power into the grid. This specific feature of 
solar brings additional challenges [15, 16]. 

3 Different Modes of PV Integration at Low or Feeder 
Levels and Their Issues 

3.1 Voltage Profile in Feeder 

Transformer feeding to some load L1, L2, and some generation at another end with 
solar photovoltaic is considered. Solar photovoltaic feeding several loads is shown 
in Fig. 4. 

Fig. 4 Solar photovoltaic feeding several loads
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Fig. 5 Ideal power vs time curve 

At substation level, where the power is monitored at that position, a power vs time 
constant graph which is most probably dependent on weather season is obtained. 
Mostly, it is constant and may have some small variation. 

The power which is generated by solar PV Psp1 will rise during the day, and it 
would become zero in the evening and in the early morning. The net power graph 
shown in Fig. 5 is the difference between load power and power developed by solar 
photovoltaic. If the load profile would have been constant, then there would have 
been a drop in the demand for power during the day, because in day time, the solar 
generates the most. 

The actual graph is a little different from Fig. 6 which is not flat and hence gives 
an indicative graph. The graph line corresponding to 0% is the load requirement of a 
particular feeder. The feeder’s load requirement varies during the day. In the evening, 
it goes up, since residential and commercial places’ consumption of electricity and 
power is at peak. The graph keeps changing when solar is added to this particular 
feeder. Initially, 10% of solar is added and the graph changes. When 20% solar is 
added, then the curve deepens further, and a green curve as shown in Fig. 6 is obtained. 
This graph looks like a duck and hence called a duck curve. Eventually, it tells that the 
majority of power or peak demand occurs in the evening. Unfortunately, solar does 
not supply power in the evening, but brings down the power requirement during the 
day. Finally, when more solar is added, the power starts becoming negative during 
the day. It gives the instant time at which solar produces power in this feeder. The 
load in this feeder is much less. Therefore, the total power becomes negative. And 
total power starts feeding back to the grid. At the same time, the peak requirement 
of the power of the feeder which comes in the evening remains more or less the 
same. Although solar helps in terms of producing energy, it is not of much help to 
that particular feeder, since that feeder needs power in the evening. Because of this 
negative flow of power during the day, e.g., 11 am to 3 pm, if power flows back into 
the feeder, the voltage profile of the bus may be affected.

To understand the impact, the system as shown in Fig. 7 which has some feeders 
which are connected to the solar photovoltaic system is considered. Now in the 
conventional feeder, there is no generation. In that case, power flows from left to
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Fig. 6 Duck curve

right. Then as moving further, the voltage reduces, where each load draws some 
amount of active (P) and reactive (Q) power. Due to this, V 1, V 2, V 3, V 4, and so on 
keep reducing as each load drop gets subtracted. Therefore, conventionally capacitors 
or capacitor banks are added in between the feeder, so that the voltage level is pulled 
back. 

In Fig. 8, the distance from the substation is plotted on the x-axis and voltage at 
the y-axis. The substation voltage is well maintained which is 1 pu. This is done by 
an on-load tap changer transformer at the substation. After that, moving along, the 
blue line can be seen. The voltage continuously reduces when moving further and 
further away in the feeder. The blue line represents a system without a capacitor. 
In case of addition of capacitors at specific locations, the voltage profile maintains 
almost constant. But now if PV is also present and a scenario where net power is 
negative is considered, that means the feeder exports power. In that case, if the solar 
photovoltaic is distributed into multiple buses in the feeder, then the total power goes 
out; therefore, the voltage at the other end of the feeder starts going up, as compared 
to the substation. This has now become very specific to the generation happening 
within the distribution system. The voltage profile within the feeder has changed. 
The overall voltage has also changed; moreover, the profile has changed as well. So,

Fig. 7 Solar photovoltaic feeding several loads after application of capacitor 
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Fig. 8 Feeder voltage 
distribution 

earlier where the capacitor was used to solve the problem, the capacitor bank may 
not be of help in this kind of situation. That capacitor probably would be deactivated. 
Still, the problem of voltage, i.e., increasing when moved along the feeder, might 
remain. So, the solar photovoltaic inverter operates with the basic principles of unity 
power factor operation. 

3.2 Loading Different Sections of the Feeder 

When the same system where few loads are connected along photovoltaic at the 
endpoint is considered, then conventionally if there is no solar photovoltaic, then 
power will flow from left to right. As moving from left to right, the power handled 
by that particular section is reduced as shown in Fig. 9. This is because, the first 
section S1 has to supply power to load L1, L2, and L3, whereas section S2 has to 
supply power to load L2 and L3, similarly, section S3 has to supply L3. 

As moving further, the load handling reduces. But on the contrary, if solar photo-
voltaic is present in the same case, a duck curve is obtained and total power is 
negative. In that case, solar PV produces significant power, and small part of it gets

Fig. 9 Interconnected solar PVs along with loads 
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utilized in load L3 and L2, some of it gets utilized by load L1 and the remaining goes 
back to the grid. So section S3 handles the most amount of current, because the power 
flowing through the section has become maximum. It is in the reverse direction, but 
the magnitude is maximum. Further, it gets reduced in S2 and S1. Initially, the feeder 
is designed to feed only the loads, in that case, it may not necessarily be suitable if 
solar photovoltaic is connected at the end of the feeder. So this kind of problem may 
require reinforcement of the feeder section or reconductoring of the different feeder 
sections. 

3.3 Connection of Solar Photovoltaics to the System 

In both the previous problems, the kind of curve where solar power during the day 
was maximum, but the generation during the day did not necessarily ramp up and 
down smoothly, was considered. However, a situation where a day is cloudy such 
as a monsoon season is considered now. Then there is going to be a sudden change 
in radiation, which would cause a sudden change in power produced by the solar 
photovoltaic grid-feeding systems. 

The graph of power production by one of the solar plants is depicted in Fig. 10, 
where there are lots of ups and downs throughout the day of solar radiation which is 
expected. Because of these fluctuations, the power generation and the voltage profile 
in the distribution system may also fluctuate, which would certainly depend on the 
value of impedances of the network system and the capacity of solar power. The y-
axis in the first graph is kilowatts. To understand the impact of substantial power, this 
data is used to simulate the system. The second graph shows the simulated system’s 
voltage profile. Here the voltage of the feeder is found to be continuously changing. 
In this case, a fast-acting on-load tap changer is present. The taps would also change 
rapidly while they maintain the voltage within the band.

An example of a solar photovoltaic system with a load tap changer as shown in 
Fig. 11 is considered. The multiple tapings on the primary take feedback on bus 
voltage. Then the controller action is taken, and the tappings of the transformer are 
changed accordingly. There is impedance in the upstream as well, and the feeder is 
connected to solar photovoltaic and Load L1.

Now, when peak power is fluctuating, the drop also fluctuates, and the upstream 
also fluctuates. Therefore, voltage at V 1 fluctuates. Now this feeder will try to estimate 
the voltage in nearby bus V 2. Using the impedance in power flow, V1 is estimated 
and accordingly the taps are controlled so that V1 remains within the profile. If 
OLTC is allowed to operate very fast, it would not be allowed to. In that case, a 
lot of switching would be visible in this graph. If it is allowed to operate, then the 
voltage remains within the profile but again the life of OLTC and transformer reduces 
significantly. And if it is not allowed to operate fast, then the voltage goes out of the 
normal operating bands which is also not acceptable. So again this specific problem 
is because of solar. This also occurs potentially because of load fluctuation.
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Fig. 10 Intermittent solar energy

Fig. 11 Solar photovoltaic system with on-load tap changer

The feeder as shown in Fig. 12 where many houses are connected to it is consid-
ered. There is some amount of randomization, which is inherently present in terms 
of loads; therefore, the system would not see the sudden repeated change in power 
because of the loads. There may be small perturbation occurring with time, but not 
the major perturbation where all these feeder loads go down, and sometime later 
again comes over, and again goes down, and so on.

Nowadays, each house has some amount of solar added to the grid. All houses have 
solar photovoltaics on the rooftop. The bigger cloud while traveling, would likely 
cover a few houses in one go. Therefore, when cloud comes up and covers about 
50% of rooftop solar-installed houses, then suddenly the power being produced by 
the photovoltaic panel will get reduced. That would create a much bigger perturbation 
in the power when compared to the perturbation created by the switching of loads, 
because it is more synchronized. Again when this cloud cover goes away, suddenly 
all panels start getting solar radiation and start pumping power. Therefore, this power
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Fig. 12 Feeder supplying a 
number of houses with 
rooftop solar PV

produced by the panel within the distribution system has more synchronization when 
compared to the loads which are distributed in a feeder. 

3.4 Unbalance 

The fourth problem that might come from solar photovoltaics in the distribution 
system in the feeder is unbalance. It is very similar to the third problem because 
there are houses as shown in Fig. 12, and the feeder is distributed among different 
houses. It is considered that a three-phase feeder gets each of the single phase, 
then goes to a few houses, and so on. If the cloud covers during transient, some of 
the houses may get covered, which might cause a bigger unbalance in the system 
because that particular feeder gets lesser power when compared to other phases. It 
does depend on a lot of factors like how the houses are distributed on to different 
feeders and so on, but this is a major problem, especially in a system where solar 
photovoltaic is connected to a single-phase line and not to a three-phase line where 
such a problem may not occur. 

3.5 Harmonics 

The fifth one is harmonics. İf there is a power electronic converter connected to the 
grid, it would create an issue in terms of harmonics. The inverter should inject current 
and have a very low harmonic distortion value. But this may be found as a smaller 
problem and more of an advantage, because these inverters, do not just themselves, 
feed nice sinusoidal current, but if there is a neighboring load that draws harmonics, 
these inverters can help the neighboring loads in correcting the overall total distortion
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in the system. As of now, it is not popular yet, since a large utility is not accepting it 
as the solution. But as moved from UPF to the voltage supports, it is quite possible 
that these inverters would also be allowed to perform harmonic compensation in the 
system. 

4 Conclusion 

From the above discussion, it can be concluded that the grid-connected solar inte-
gration at the distribution level has many issues related to the voltage profile in the 
feeder, loading of a section of the feeder, fluctuations in the feeder, unbalance, and 
harmonics. İt is also observed that when the percentage of solar photovoltaics gets 
added to the system, the power flows back into the feeder and forms a duck curve, 
which may consequently lead to voltage collapse of the system. Among all these 
issues, the first three issues, i.e., voltage profile in feeder, loading different sections 
of the feeder, and the connection of solar photovoltaics to the system, are more severe 
concerning issues in the distribution system. The fourth issue, i.e., unbalance, may or 
may not exist depending upon the situation, architecture, inverter, single phase, three 
phase, and so on. And the last issue is harmonics, which is not actually a problem but 
it is more of an opportunity. Also, these problems can be overcome by reinforcement 
of the feeder section or the implementation of FACTs devices into the grid-integrated 
system. 
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Efficient Sentiment Classification Model 
of Tweets Using an Adaptive Megaptera 
Whale Optimization LSTM Classifier 

Priya Vinod and S. Sheeja 

Abstract User sentiment analysis from the online social media has become an 
interest, and importantly, Twitter opens a valuable source for user emotions, opin-
ions, attitudes, confessions, and so on. However, analyzing the massive reviews 
and posts dumped in the Twitter media is a tedious and computationally ineffec-
tive scenario, raising the demand for implementing the automatic sentiment analysis 
models. Accordingly, Megaptera whale optimization-based adaptive long short-term 
memory (MWO-based adaptive LSTM) classifier is proposed for sentiment analysis, 
where the significance of the research relies in the proposed adaptive Megaptera 
whale hunt optimization that optimizes the classifier parameters toward the effective 
classification performance. The analysis of the model based on the accuracy reveals 
that the proposed model acquires the maximal performance with 98.48% of accuracy. 

Keywords Megaptera whale optimization · Long short-term memory · Whale 
hunt mechanism · Tweets · Sentiment analysis 

1 Introduction 

Social media platform offers an amazing foundation for huge data analytics in many 
real-world applications. When individuals share their thoughts or opinions while 
interacting with one another on different social media sites like Twitter, Facebook, 
Myspace, etc., continuously, a large volume of data is produced [1]. For instance, 
after watching a movie, individuals will immediately submit their reviews online 
and begin a series of discussions regarding the acting displayed in the film. This 
kind of information is the standard by which people assess, judge the worth of 
any film as well as the quality of other goods, and decide whether it would have 
been a commercial success [2]. Social media platforms must integrate into daily life
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due to the rapid advancement of web-based technology [3]. Text-based documents 
have grown rapidly in popularity on social media in recent years. More than 500 
million tweets were sent daily by 326 million active Twitter users [4]. Short text 
messages called tweets can be created, posted, updated, and viewed on Twitter, a 
rapidly expanding Internet platform. As journalists collect information from Twitter 
and rewet user input during significant events, the Twitter technology may even 
indirectly affect the agenda shaping of the traditional media [4, 5]. 

Sentiment analysis is the computer study of people’s opinions, feelings, emotions, 
and attitudes toward things like products, services, topics, events, subjects, and their 
features [6]. Sentiment classification is a method of classifying and determining the 
polarities of texts [7] with the objective of determining whether a specific document 
has a negative or a positive value in accordance with a specified classification [4, 8]. 
One of the most effective methods for determining the sentiment of the public is senti-
ment categorization based on machine learning. It performs admirably and has good 
precision [9, 10]. However, the sentiment classification technique has certain chal-
lenges due to the noisy data and the feature space’s complexity. To solve the issues, 
a feature selection is therefore required [3, 10]. The feature selection process can 
choose crucial features, eliminate superfluous features, reduce feature dimensions, 
and speed up calculation [11–13]. Four separate domains can be used to categorize 
the classification task that goes into sentiment analysis: subjectivity categorization, 
opinion extraction, and document and word sentiment classification [1]. Twitter senti-
ment classification follows up on machine learning methods that use polarity labels 
of manually annotated sentiments to create classifiers from tweets [14]. By classi-
fying Twitter sentiment, it is possible to determine if tweets are mostly negative or 
positive [3]. 

The research’s objective is to recognize and categorize the sentiment using an 
adaptive LSTM classifier. The Twitter sentiment analysis database is where the data 
is gathered. This work focuses on the requirement for choosing the features and 
creating a useful model, and as a result, a proposed Megaptera whale optimization-
based deep LSTM is developed, adding value to this research. These collected data are 
preprocessed by using the steps such as tokenization, word to vector embedding, stop 
word removal, stemming, and lemmatization. After that the essential information is 
exposed to feature extraction using the TF-IDF. The extracted features are forwarded 
LSTM classifier for the classification of sentiment polarity. 

The research’s primary contribution is as follows: 

• Megaptera whale optimization: The proposed adaptive Megaptera whale hunt 
optimization ensures the adaptive parameter selection in optimization with intel-
ligent whale hunt optimization, which boosts the global optimal convergence of 
the algorithm toward selecting the classifier hyper parameters. 

• MWO-based adaptive LSTM classifier: The suggested adaptive LSTM classifier 
maximizes training effectiveness and performance by memorizing the relevant 
information that is crucial and identifying patterns. 

The research is categorized as follows: The necessity of the sentiment analysis 
is discussed in Sect. 2. The suggested approach for sentiment categorization using
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LSTM based on Megaptera whale optimization is shown in Sect. 3. Results are 
presented and discussed in Sect. 4, and the conclusion part is discussed in Sect. 5. 

2 Motivation 

Numerous machine learning algorithms are used for sentiment analysis. The pros 
and cons of the current models are evaluated in this part to highlight the necessity 
of developing a new one. The following topics are covered in relation to the study’s 
challenges and the literature review. 

2.1 Literature Review 

The existing works undertook in the classification of sentiment analysis are 
enumerated as follows. 

A technique for performing hurricane-specific sentiment analysis on tweets was 
developed by Yao and Wang [15]. DSSA-H extracted tweets about storms and used 
domain-adversarial neural network for determining their sentiment with the aid of the 
trained supervised learning classifier random forest (RF) (DANN). In a certain data-
limited domain, this technique helped in reducing on sentiment classification time 
and labor requirements. The disadvantage of the method produced overlapping while 
gathering data from tweets. Chugh et al. [3] classified a sentiment using deep recurrent 
neural network trained by spider monkey crow optimization algorithm (SMCA). This 
method used stemming and telecom evaluation that removed stop words and inap-
propriate content which helped in shorten user search times. Although the strategy 
dramatically increased recall and precision, it was only applicable to a small number 
of attributes. Tam et al. [16] devised a sentiment categorization model by combining 
the convolutional neural network structure with Bi-LSTM models. This model exam-
ined both local and global relationships in contextual phrase usage, which effectively 
helped the model in text sentiment classification. The complexity and calculation time 
are decreased by this model. This network was impacted by overfitting problems, 
which can occur when models perform exceptionally well on training data but fail 
to generalize to new data. A multi-layer convolutional neural network was initiated 
by Zhang et al. [17] to represent the context several times while performing parallel 
context analysis. Through the application of an attention approach, this network was 
able to directly learn the interactive model of emotion. This method avoided the 
overfitting problem. The drawback of the method was computational complexity. 
Akhtar et al. [18] developed a technique for multitask learning that identified and 
categorized the terms in a single model. For both languages, the multitask approach 
produces competitive performance with less complexity. Through the use of shared 
representations, this technique increased data efficiency and decreased overfitting. 
The method’s issue was its lack of accuracy.
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2.2 Challenges 

This research faced certain challenges, and it is described as follows. 

• Social media offers data sources for emergencies and disasters. It is still difficult 
to use these resources to get relevant data for making decisions [15]. 

• One of the largest obstacles is end-user authentication, where there is a chance that 
noise will be incorporated into the data collected. Social media data consistency 
is a significant barrier as well [1]. 

• Sentiment analysis at the sentence level using classifiers is performed using a 
feature selection approach and the voting model. The labeled feature sets cannot 
transform across the vectors, although this strategy enhanced accuracy with high 
entropies [3]. 

3 Sentiment Classification Using the Proposed Adaptive 
Megaptera Whale Optimization Using LSTM Classifier 

The objective of the research is to use an adaptive LSTM classifier to recognize 
and categorize the feelings. Data is initially gathered from the Twitter sentiment 
analysis database, and it is then preprocessed to make it acceptable for classification 
of emotions using the Megaptera whale hunt optimization-based LSTM classifier. 
The preprocessing of data is carried using several steps such as tokenization, word to 
vector embedding, stop word removal, stemming, and lemmatization. Tokenization is 
the process of converting the raw data into small chunks, which consist of the words or 
sentences. Tokenization also aids in understanding the text’s meaning. From this text, 
collected words with similar meaning are grouped under a vector, and this process 
takes place through word to vector embedding. After embedding, the stop words 
removal is performed where the low-level information is eliminated in order to focus 
on the high-level information along with that the repute words also get eliminated. 
After this, the stem of the word is derived by stemming, and context of the word is 
extracted using lemmatization. After preprocessing, the key data is extracted using 
the term frequency-inverse document frequency (TF-IDF), and the categorization of 
the sentiment as positive, negative, or neutral is done using a LSTM classifier. The 
systematic representation of sentiment classification model is illustrated in Fig. 1.

3.1 Input Data for Sentiment Analysis 

The input data is gathered from the sentiment analysis of Twitter [19], which 
contains 140 sentiment datasets with 1.6 million tweets. The input is mathematically 
represented by
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Fig. 1 Systematic representation of sentiment classification using LSTM

G = {G1, G2, . . .  Gn}, (1) 

where G denotes the dataset and the {1, 2, 3, . . .  n} denotes the number tweets present 
in the data. 

3.2 Preprocessing 

Many opinions may be expressed in a tweet in various ways by various users. The 
tweets were improperly organized, written in quasi-language, and the data is prone 
to duplication and inconsistency. The main purpose of preprocessing is to increase 
the data quality and remove noise from the data. There are several steps involved in 
preprocessing the data such as tokenization, word to vector embedding, stop word 
removal, stemming, and lemmatization. 

3.2.1 Tokenization: It is defined as the process of dividing a stream of textual 
data into tokens, which can be words, terms, sentences, symbols, or other 
significant components.



528 P. Vinod and S. Sheeja

3.2.2 Word to vector embedding: Words are mapped into vector space using 
language model’s process. Each word is represented as a vector of real 
numbers in a vector space. Additionally, it allows the representation of words 
with related meanings. As a result, training time is reduced, word vectors are 
better encoded, and overall performance is increased. 

3.2.3 Stop word removal: A word with no information is represented by a stop word. 
Stop words are removed using extensive texts through the process of removal. 
To save up storage space and speed up processing, the stop word is removed. 

3.2.4 Stemming: The main task of the stemming process is to break down words 
into their most basic forms using morphology stemming. For instance, the 
term “advice” is formed from the basic words “advising” and “advised”. 

3.2.5 Lemmatization: Lemmatization is the method of collecting words that share a 
common root, or lemma, but have different meaning derivatives or inflections 
so they can be studied as a single entity. Inflectional suffixes and prefixes 
must be dropped in order to expose the word’s dictionary form. Reducing 
morphological variation or inflectional forms is the goal of both stemming 
and lemmatization. 

3.3 Feature Extraction 

The method used for feature extraction in this research is TF-IDF, which is more 
accurate. Tweets are effectively interpreted by deep learning when texts are converted 
into vectors using TF-IDF. A word’s usage frequency in a tweet is determined by its 
term frequency, or TF. IDF measures word significance in the meantime. Multiple 
occurrence words are not accepted. The mathematical formula of TF-IDF is expressed 
as 

TF − IDF = heh × iseh, (2) 

where the term frequency is denoted as heh and the inverse document frequency is 
denoted as iseh . 

3.4 Proposed Adaptive LSTM Classifier for Sentiment 
Classification 

An LSTM is a special type of recurrent neural networks (RNNs). The LSTM mecha-
nism essentially employs a variety of gates to control the flow of sequential data. Like 
a regular RNN, an LSTM network controls the propagation of activations throughout 
the network, allowing it to learn when to eliminate a current input, recall previous 
hidden state, or emit a nonzero input. Because these networks are effective in storing
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information for both long and short periods of time, they are known as LSTM. The 
LSTM design is shown in Fig. 2 mathematically. 

The LSTM has three gates such as forget, input, and the output gate. The output 
gate determines how much the current node impacts the external network, while the 
input gate decides how much relevant details from the current step should be added. 
The forget gate also controls how much of the previous state can pass through. The 
mathematical relationship between the LSTM’s input, forget, and output gates is 
determined by the following formulae. 

j (s) = σa
(
X ( j) ys + V ( j ) ks−1 + o( j )) (3) 

p(s) = σa
(
X ( p) ys + V (p) ks−1 + o( p)) (4) 

g(s) = σa
(
X (g) ys + V (g) ks−1 + o(g)

)
(5) 

The values of the input, forget, and output gates are determined using Eqs. (3), 
(4), and (5), respectively. 

h
∧(s) = tanh

(

X

(
h
∧))

ys + V

(
h
∧)

ks−1 + o

(
h
∧)

(6) 

h(s) = p(s) ∗ h(s−1) + j (s) ∗ h
∧(s) 

(7) 

k(s) = g(s) ∗ tanh
(
h(s)

)
(8) 

Equation (6) is used to determine the proposed state value h
∧(s) 

, which is replaced 
to determine the present state h(s) in (7). The hidden state k(s) is then calculated

Fig. 2 Architecture of Megaptera whale optimization-based LSTM 
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using (8). The symbol g denotes an element-wise product, where each of the three 
gates and the suggested state have a unique bias vector o and weights matrices X and 
V that are learned through training. Normally, the Adam optimizer is employed for 
tuning the performance of the classifier, and for improving the convergence issues, 
the adaptive Megaptera whale optimization is proposed to tune the parameters of 
weight and bias, which is detailed in below section. 

3.4.1 Adaptive Megaptera Whale Optimization 

A metaheuristic optimization approach is Megaptera whale optimization. The 
unusual hunting methods of Megaptera whales are their most alluring feature. The 
term bubble net foraging refers to this method of foraging. Megaptera whales like to 
hunt krill or small fish when they are near the ocean. It is significant that Megaptera 
whales are the only species known to prey on bubble nets. The three stages of the 
whale optimization algorithm are encircling predation, bubble attacking, and prey 
seeking. 

Mathematical model for the proposed Megaptera whale hunt optimization: In  
MWO algorithm, M stands for whale population size, r represents the search space 
dimension, and the position (Z ) of the  j th  whale in the dimensional space is denoted 
as 

Z j =
(
Z1 

j , Z
2 
j , ....Z 

R 
j

)
, j = 1, 2, ....M. (9) 

i. Encircling predation 

At the beginning of the algorithm, Megaptera whales can detect and encircle their 
prey. The ideal option is considered to be where the prey is located in the current 
population. Since there is no precedence in the global optimal position, the ideal indi-
vidual is surrounded by other Megaptera whales in the community. Mathematically, 
the location of the Megaptera whale is represented as, 

Z (u + 1) = Zq (u) − B × ∣∣Q × Zq (u) − Z (u)
∣∣ (10) 

where the current iteration is represented by u, the local optimal solution is Zq (u) =(
Z1 

p, Z2 
p, . . .  Z R p

)
, and the step of surroundings is given by B×∣∣Q × Zq (u) − Z (u)

∣∣. 
The B and Q are expressed as 

B = 2b × rand1 − b (11) 

C = 2 × rand2 (12) 

where the random number is represented by rand1 and rand2 lies in the range between 
0 and 1. As the number of iterations increases, b represents the convergence factor,
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which decreases linearly from 2 to 0. The expression is 

b = 2 − 2u/umax, (13) 

where the highest number of iterations is represented by umax. 

Bubble attacking 

Bubbles are used in the process of Megaptera whale predation to attack in order to 
accomplish the goal of local Megaptera whale optimization. Spiral renewal position 
and shrinking encirclement resemble the behavior of whale predation bubbles. 

(a) Mechanism of contraction encircling 

According to Eq. (10), whale population is decreased to and surround. When |B| < 1, 
the individual Megaptera whale reaches close to the individual Megaptera whale 
present in the optimal position, the greater the value of |B|, or smaller the value, the 
slower the whale individual swims. 

(b) Position update in spiral 

Individual whales measure their distance from their current prey before beginning a 
spiral search for it. The mathematical model for spiral walk mode is interpreted as 
follows: 

Z (u + 1) = R′ × ecd × cos(2πc) + Zq (u), (14) 

where the distance between the j whale and its prey is represented by R′ =∣∣Zq (u) − Z (u)
∣∣, to define the shape of the logarithmic spiral is represented by d 

which is a constant, and the random number −1 and 1 is designated by c. In the 
optimization process, there is an equal chance of choosing the spiral position update 
and the shrinkage encirclement mechanism, which is 0.5. 

Hunting stage 

Megaptera whales can randomly search for food. Individual Megaptera whales 
conduct random searches based on where they are in relation to one another. The 
random search made by the Megaptera whale is represented as 

Z (u + 1) = Zrand(u) − B|Q × Zrand(u) − Z (u)|, (15) 

where Zrand(u) represents the position of a randomly chosen whale in the current 
population. The pseudocode of the proposed optimization is given in Table 1.
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Table 1 Pseudocode of the 
proposed MWO optimization 

S. no. Pseudocode for the proposed MWO optimization 

1 Input:Z j 

2 Output:Z (u + 1) 
3 Initialize:Z j 

4 Encircling predation 

5 Determine the location:Z (u + 1) 
6 Bubble attack 

7 Determine the contraction encircle: 

8 If |B| < 1 
9 Close to the whale individual 

10 else 

11 Slower the whale individual 

12 end 

13 Determine the position update in spiral 

14 Hunting stage 

15 Randomly search the food 

4 Results and Discussion 

The sections below provide an interpretation of the sentiment classification findings 
obtained using the MWO-based adaptive LSTM. 

4.1 Experimental Setup 

The experiment is conducted utilizing the Twitter sentiment analysis database and 
the Python programming language in a Windows 10 computer with 8 GB of RAM 
[19]. 

4.1.1 Experimental Results 

Illustration of sentiment analysis results is shown in Fig. 3.
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STRING :waiting in line at safeway. 

PREPROCESSED STRING :wait line safeway 

TOKENIZED STRING :[13, 4, 12, 1, 22, 5, 9, 5, 3, 13, 10, 2, 5, 13] 

SENTIMENT :positive 

STRING :saw night at the museum 2 last night.. pretty crazy movie.. but the 
cast was awesome so it was well worth it. Robin Williams forever! 

PREPROCESSED STRING :saw night museum last night pretticrazimovi 
cast awesom well worth robin williamforev 

TOKENIZED STRING :[16, 1, 3, 2, 14, 3, 21, 5, 3, 5, 23, 12, 3, 5, 7, 1, 21, 1, 
1, 8, 8, 5, 18, 1, 16, 2] 

SENTIMENT :Positive 

Fig. 3 Illustration of sentiment analysis results 

4.2 Dataset Description 

The 140 datasets from the Twitter sentiment analysis database were used in this 
study’s dataset. This data was obtained using the Twitter API, which has 1,600,000 
tweets and has enabled researchers to learn more about sentiment analysis. 

4.3 Parameter Metrics 

The parameters used for proving the supremacy of the research are accuracy, 
sensitivity, and specificity. 

Accuracy: The percentage of samples successfully detected by the proposed MWO-
based adaptive LSTM in identifying the emotion polarity is known as accuracy and 
is represented as 

Jacc = JTP + JTN 
JTP + JFP + JTN + JFN 

. (16) 

Sensitivity: According to the proposed MWO-based adaptive LSTM, sensitivity is 
the probability that a test result is actually positive and is denoted by
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JSen = JTP 
JTP + JFN 

(17) 

Specificity: According to the proposed MWO-based adaptive LSTM, sensitivity is 
the probability that a test result is actually negative and is denoted by 

JSen = JTN 
JTN + JFP 

. (18) 

4.4 Performance Analysis—Training Percentage 

Figure 4a–c illustrate the observation and performance analysis in terms of accuracy, 
sensitivity, and specificity. The proposed MWO-based adaptive LSTM classifier first 
measures the accuracy rate for the different epochs 5, 10, 15, 20, and 25, and during 
the training period of 90, it achieves values of 92.33%, 95.84%, 97.01%, 97.79%, 
and 99.74%. Similar to this, for 90% of the training data, the proposed MWO-based 
adaptive LSTM classifier’s sensitivity rate is measured, and the values are interpreted 
as 92.84%, 93.32%, 98.64%, 99.73%, and 99.74%. The specificity values for the 
various populations are then calculated using 90% training data, and the results are 
given as 91.84%, 95.50%, 96.02%, 98.63%, and 99.74%. The observation shows that 
the proposed MWO approach works effectively in a variety of epochs.

4.5 Comparative Analysis for the Proposed MWO-Based 
Adaptive LSTM 

The comparative analysis is done to demonstrate the value of the suggested method 
with different portions of previous literature. 

4.6 Comparative Method 

The proposed method of the MWO-based adaptive LSTM is compared with artificial 
neural network (ANN), deep convolutional neural network (CNN), simple recurrent 
neural network (RNN), and LSTM.
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a) b)

c) 

 

Fig. 4 Performance analysis—training percentage in terms of a accuracy, b sensitivity, and c 
specificity

4.6.1 Comparative Analysis—Training Percentage 

The proposed MWO-based adaptive LSTM classifier is compared against other clas-
sifiers using ANN, deep CNN, simple RNN, and LSTM to determine how much 
improvement was made. In the simplified approach, the accuracy, sensitivity, and 
specificity during training percentage 80 are used to interpret the improvement rate 
as illustrated in Fig. 5a–c. The proposed technique achieved an improvement rate of 
0.30% as compared to the LSTM classifier when the accuracy improvement was first 
measured. The proposed technique achieved an improvement rate of 1.07% when 
compared to the LSTM classifier when the improvement in sensitivity was measured 
similarly. Finally, the suggested MWO-based LSTM classifier’s specificity is evalu-
ated. When compared to LSTM classifier, it registered a 1.40% improvement. Table 
2 shows the comparative analysis.
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)b)a 

c) 

Fig. 5 Comparative analysis—training percentage in terms of a accuracy, b sensitivity, and c 
specificity 

Table 2 Comparative 
discussion 

Methods Training percentage 

Accuracy (%) Sensitivity (%) Specificity (%) 

ANN 93.37 93.90 91.99 

DeepCNN 94.67 97.76 92.86 

SimpleRNN 96.75 97.91 95.25 

LSTM 98.18 97.91 98.45 

Proposed 98.48 98.97 99.85
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5 Conclusion 

This paper conducts research on the most effective machine learning classifier for 
categorizing sentiment polarity using Twitter sentiment analysis. The suggested 
Megaptera whale optimization is used to train the deep LSTM classifier optimally. 
Data is first collected and preprocessed to remove unneeded noise in the data and 
enhance model accuracy. The suggested Megaptera whale optimization-based adap-
tive LSTM classifier is used to do the classification once the features are selected 
using TF-IDF. The MWO, in which the classifier is precisely tuned for achieving the 
desired findings, determines the significance of the research. The adaptive LSTM 
built on MWO delivered effective results while lowering computational complexity. 
The research is superior because of its metrics for measuring values, and its accu-
racy, sensitivity, and specificity parameters achieved values of 98.48%, 98.97%, and 
99.85%, which are more effective than state-of-the-art techniques. 
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Electric Vehicle Charge Scheduling 
Based on Circle-Inspired Optimization 
Algorithm 

Durga Mahato, Vikas Kumar Aharwal, and Apurba Sinha 

Abstract Electric vehicle (EV) is seen as a feasible approach to lowering pollu-
tion. Because the number of EVs is increasing, it is critical to include charging 
stations (CS). Conversely, many unscheduled EVs survive owing to a lack of charging 
options or adequate energy. This paper proposes an optimization-aware method for 
EVs charge scheduling. In this work, the EVs simulation is the initial step. The 
revelation of changing requests from EVs and available charging stations is carried 
out. Afterward, the charge scheduling algorithm is called for scheduling the EV. 
The charge scheduler algorithm termed as adaptive circle-inspired optimization algo-
rithm (Adaptive CIOA) is proposed here. In this case, a new multi-objective fitness 
function is created with parameters such as distance parameter, remaining power, 
user preference, and charging cost. The EVs are assigned to the CS based on the 
scheme. Moreover, the characteristics of the EV charging scheduling systems are 
then revised to reveal the method’s efficiency. The proposed adaptive CIOA tends to 
outperform with the lowest charging cost of 16.22, lowest fitness of 0.0091, maximum 
user convenience of 0.826, and maximum power of 10.06 J. 
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1 Introduction 

With the increase in population density in various countries, as well as the projected 
growth of EV saturation, this is critical to recognize the necessity of acceptable 
charging network and management. The CS can be categorized based on their 
required to charge levels or placement. Residence, worksite, and public charging 
systems are the three types of CS [1]. EVs have received a great deal of attention 
as a result of growing social awareness of environmental concerns and a desire to 
reduce the use of fossil fuels [2]. EVs charging network is a normal cyber-physical 
system that comprises a power grid as well as a huge number of EVs and aggregators 
that gather data and monitor the charging operation [3]. The “smart grid” theory has 
become increasingly popular as a power grid with two-way network technologies 
that provide end-users with acceptable signals, that is kWh price incentives, to stim-
ulate them to influence their load profile and effectively respond to grid necessities 
[4]. Micro-grids were initiated as key components of smart grids. A micro-grid is a 
collection of interlinked loads as well as distributed energy resources (DERs) with 
well-defined electrical bounds that operate as a single monitoring entity in relation to 
the grid [5]. In power distribution networks, EVs are considered as a newly running 
load from grid-to-vehicle (G2V) including storage capabilities from vehicle-to-grid 
(V2G). Even if large-scale EV requirement is not accepted adequately, these moving 
demands have a significant impact on power networks [6]. When grouping of EVs 
for possible grid congestion management and planning the sequential access of EVs, 
as well as their location information, is a significant criterion to suggest [7]. 

EVs also received a lot of attention recently as an ecologically aware and value 
substitute to usual vehicles powered by internal combustion engines (ICEs). People 
have cheaper costs than ICE vehicles and can also be powered by locally produced 
renewable energy sources (RES) [7]. The EV with the on unit (OBU), which is a 
Global Positioning System (GPS)-based navigator. Using GPS and map installed 
OBU, EV is instructed to charge the next CS. This CS-selection choice is based on 
the EV’s location (as determined by GPS), the remaining electricity (as determined 
by the EV meter), and the CSs (as determined by a pre-installed map) [8]. Effi-
cient charging control in EVs is essential for both electric grid operators and drivers. 
Recently, numerous analyses for EV charging and battery charging methods have 
been created. The majority of the strategies concentrated on EV charging methods 
both are controlled and uncontrolled. The uncontrolled EV charging can exacer-
bate the grid concern, which already involves substation overloads, energy loss, 
and voltage fluctuations. Synchronized charging methods are intended to resolve the 
shortcomings of existing methods like time of use (TOU), distributed control, 
and centralized control [9]. An excellent particle swarm optimization technique is 
utilized in [10], to optimize EV charging. However, this slow charge optimizer for 
EVs at night is considered, and it may have an impact on performance. In [11], an 
optimizer with the lowest charging cost is introduced, and this model is addressed 
by the non-dominated sorting genetic algorithm II (NSGA-II), which fails to change 
to load variation. To achieve a near-optimal solution, utilize the model predictive
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control (MPC) [12]. The charging behavior of EV batteries is optimized with the 
goal of minimizing charging costs, achieving satisfied state-of-energy levels, and 
achieving optimum power controlling [13]. 

The goal of this study is to locate a suitable CS for EVs. At first, an EV simulation 
is performed, and the charging requests from EVs and available CS are detected here. 
The load is then calculated using the deep maxout network (DMN) [14]. Following 
this, the charge scheduling algorithm is used to allocate the EV that employs the 
adaptive CIOA. In this case, a multi-objective fitness function with some factors 
such as distance parameters, user preference, charging cost, and remaining power 
is developed. Following that, the EVs were allotted to the CS according to its priority 
scheduling approach. In this case, the priority schedule is based on adaptive CIOA, 
and the factors of the EV charging scheduling model are adjusted to reveal the 
method’s efficiency. 

The main contribution of the paper is illustrated below: 

• Developed adaptive CIOA for EV charge scheduling with multi-objective 
function: The charge scheduling algorithm is employed for scheduling the EV 
using adaptive CIOA. Moreover, the adaptive CIOA is the combination of CIOA 
[15] with an adaptive concept. In addition, the multiple objective functions are 
newly modeled by taking into account certain parameters such as distance param-
eter, user preference, charging cost, and remaining power. The EVs are allotted 
to the CS by the adaptive CIOA. 

The rest of the paper’s structure is illustrated as follows: Sect. 2 covers a liter-
ature review of conventional techniques of charge scheduling. Section 3 contains 
the system model of charge scheduling among EV. Section 4 describes the adaptive 
CIOA for charging scheduling. Section 5 computes the efficiency of the proposed 
model by comparing with classical techniques. The conclusion part is explained in 
Sect. 6. 

2 Motivation 

Regardless of the fact that the solution is provided with a conjunction of information 
models, monitoring is provided to reduce the levels of charging vehicles with the grid 
load. Several survey results are limited to the EV charging path and its interface with 
the charging resources, as well as the evaluation of EV planning paths that include the 
information of road conditions. Therefore, the problems encountered by traditional 
methods are employed to develop a novel EV charging scheduling scheme.
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2.1 Literature Review 

Chung et al. [16] developed EV fee scheduling concern on a micro-grid scale 
for vehicular ad hoc network (VANET) charging scheduling. A series of CS is 
controlled by a central aggregator. It was the major issue in this case. The CS operator 
is the primary stakeholder, and the person is motivated to decrease charging station 
costs. For jointly optimizing two factors that interact with these stakeholders, a bi-
objective optimization was also modeled. An online centralized scheduling method 
was created to decrease both data transmission cost and system computation cost. 
While the centralized scheduling technology offered excellent performance, it carries 
a high cost of storage. Lee et al. [17] devised an adaptive charging network (ACN) 
for the EV charging process. The ACN used an adaptive scheduling algorithm (ASA) 
based on model-predictive control and convex optimization for allowing an essen-
tial over-subscription of the power network. Furthermore, the ASA was used as a 
flexible model-predictive control-based algorithm with pre- and post-processing that 
could be simply designed to gather various objectives. Cao et al. [18] devised  a  
technique for adapting the globally optimal strategy for charging EVs using greedy-
choice property. In this case, the problem was solved using a heuristic technique 
that included a multi-commodity network flow framework for charge scheduling. 
However, the method failed to account for a number of constraints under different 
settings. Gupta et al. [1] developed a decentralized charging (DES) control system 
for EV scheduling in a multi-aggregator circumstance. The EV arrival at the CS was 
modeled using mobility-aware scheduling. This method was created based on the 
consumer’s willingness to evaluate scheduling factors such as charging duration, 
vehicle arrival/scheduling time, and charging cost. These factors were used to effi-
ciently schedule the EVs. Nonetheless, this method does not take into account the 
driver’s preferences; it only takes into account the performance of the scheduling 
factors. 

2.2 Challenges 

The concerns faced in the classical EV charging scheduling approaches are described 
below. 

• As even more EVs are auctioned, more charging stations are being constructed to 
resolve the EV charging issue. Nevertheless, the EV’s features are challenging to 
anticipate precisely, which has hampered EV charging optimization. 

• In [16], a low-scope distributed procedure was created to decrease both the rate 
of data transmission and the computation cost while charging an EV. In online, 
charge schedulers, on the other hand, survived from load issues and charging price 
limitations. 

• To decrease the burden, a strategy based on the greedy-choice property was 
devised. The introduction of EV charging has the potential to raise peak-time
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demand and overload the grid, putting stress on generating units and resulting in 
unusual voltage sag and reduced power quality [18]. 

• The decentralized strategies in [1] needed continuous access to a two-way 
communication network between both the EVs’ communication systems and their 
synchronization, which increased the cost of the system. 

3 System Model 

Due to the large quantity of EVs on the road, effectual EV battery charging has 
become a major problem. Cooperated charging is regularly favored over uncoordi-
nated charging, which has a negative impact on the power grid through enhancing 
peak load and the overall cost. A coordinated charging task [16] is regarded here, 
in which a large number of parking stations are controlled by a central aggregator 
(CA). In the CS, a sub-aggregator (SA) is established to exchange the data in CA. It 
is accountable for EV charge scheduling via controlling the charging rates by eval-
uating the starting and ending periods of charging. Moreover, scheduling is done by 
assembling the necessary information, such as charging requests, arrival time, and 
deadlines set by SA. Figure 1 depicts the EV charging scheduling model. 

Consider H is the charging stations quantity, G indicates the number of EVs in a 
micro-grids, and F signifies a number of SAs for H CSs and a CA for controlling 
SA. The time slots are represented as s = {1, 2, . . . ,  S}. Here, the state of charge of 
EVc 

b that is bth EV under cth CS is given as SOC
c 
b, , which relies in [0, 1] wherein 

1 represents full battery and 0 is the empty battery. The arrival time ec b refers arrival 
time of EVc 

b, the deadline of EV
c 
b is given as f 

j 
i , battery capacity of EV

c 
b is given 

as V cpt b,c , the arrival time’s initial battery energy level is given as V int b,c, and the battery 
energy level at finish time is expressed as V fns b,c . The arrival time’s initial battery 
energy level is formulated as

Fig. 1 System model of EV charging scheduling 
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V 
i intc

cpt 
b,sb,c 

b,c . (1) 

The value of fit factor gc b,s is given as 

gc b,s =
{
1; If EVb i s  incth station at times 
0; Otherwise 

. (2) 

The power available in EVc 
b is formulated as 

Rc 
b,s = 

H∑
c=1 

F∑
b=1

(
SOCfns 

b,c − SOCc 
b,s

)
V cpt b,c , (3) 

where SOCfns 
b,c represents SOC finish time of EVb. The power value relies on R 

cc
c 
b,sb,max 

b,min . 
The state of charge of EV  c b is given as 

SOCc 
b,s+1 = SOCc 

b,s + 
Rc 
b,s 

V cpt b,c 

(4) 

4 Proposed CIO for EV Charging Scheduling 

EVs take a lot of time queuing at public CSs, especially at peak times. As a result, an 
effective way for reducing total charging time for EVs is required. The EV charging 
scheduling (EVCS) system is designed with a multi-objective function that utilizes 
adaptive CIOA. Initially, an EV simulation is run, from which charging requests 
from EVs and accessible charging stations are detected. The load is then calculated 
utilizing DMN [14]. Following this, call charge scheduling is carried out using adap-
tive CIOA. Following the charge scheduling phase, EVs are scheduled to CS based 
on the charging station’s priority scheduling approach. Priority scheduling is based 
on the proposed adaptive CIOA in this case. The block diagram of adaptive CIOA 
for charge scheduling of EV is displayed in Fig. 2.

4.1 Steps of EV Charging Scheduling 

Step 1: EV-based network simulation calculates S the load. 

Step 2: Detecting EV charging requests and finding the available scheduling 
of charges.
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Fig. 2 Block diagram for EVCS with multi-objective function based on proposed adaptive CIOA

Step 3: Calling the CS algorithm using adaptive CIOA. 

Step 4: Assigning EVs to CSs in accordance with the proposed scheduling method. 

Step 5: Updating the parameters
(
SOCc 

b,s+1 and Energy
)
. 

A network is operated as a connected graph M = (Q, B, T ), in which G = 
{1,� . . . ,  Y } symbolizes nonzero set of Y nodes that reveals the intersection of the 
road and the capable location of EV charging station, B symbolizes set of edges to 
indicate the length of road segment, and T implies the adjacency matrix that implies 
if nodes are associated. For set of edges, term ki j  > 0 signifies the transition from 
node i to node j with a positive weight. Moreover, the graph indicates a highway 
wherein the traffic is assumed the capable to flow from all ways exclusive of losing 
generality. 

4.2 Load Computation Using DMN 

The load in the CS is indefinite; the forecasting approach can be employed to enhance 
the scheduling routine, which is not above the load generated at every instance. 
Thereby, load forecasting is required to improve the efficiency and accuracy of the 
scheduling. The preliminary values of state of charge (SOC) are generated randomly 
and constantly in the range [0, 1], and the SOC target is tuned to 1. Therefore, base 
load information is derived from load forecasting results. Thus, the base load unit is 
changed as
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Zs 
base = 

Zs 
fore × Zpeak 

maxs
(
Zs 
fore

) , (5) 

where Zpeak refers to the peak load under different number of EV and Zfore is the 
forecasted load using DMN. 

4.2.1 Architecture of DMN 

DMNs are made up of multiple layers that use the maxout function to create hidden 
activations. A DMN can be built by connecting various maxout layers in a row. 
Figure 3 depicts the DMN architecture; it facilitates the optimization process by 
limiting the hidden units. Furthermore, the maxout unit represents a trainable activa-
tion function although it is not an arbitrary function estimator. Thus, the input offered 
to DMN is Zs 

b,c, is the load of bth EV in cth CS. 
The features are assumed as input J ∈ Du , where J implies the raw input vector, 

the activation of the hidden unit is expressed as 

u1 b,c = max 
c∈[1,q1] 

J S ψb,c + wbc (6) 

u2 2,c = max 
c∈[1,q2] 

u1 b,c 
S ψbc + wbc (7) 

u j b,c = max 
c∈[1,q j ] 

u j−1S 

b,c ψbc + wbc (8) 

ux 
b,c = max 

c∈[1,qx ] 
ux−1S 
b,c ψbc + wbc (9) 

vb = max 
c∈[1,qx ] 

ux 
b,c (10)

Fig. 3 Structure of DMN 
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where x symbolizes total layers,e indicates bias, and ψb,c refers the weights of DMN. 
The DMN output is utilized to forecast load. The total load calculation is computed 
on the basis of a certain condition. 

If the condition, Ls 
base +

∑
b 
Rcc b,s g

c 
b,s ≤ δb,c s , then the total load of EVc 

b can be 

computed as 

δb,c s = Zs 
base +

∑
b 

Rc 
b,sg

c 
b,s (11) 

4.3 Multi-Objective Fitness Computation 

The proposed CIOA with charge scheduling is utilized for modeling a descriptive 
explanation of fitness function. CIOA fitness function was designed from the ground 
up to choose the best charging system. Fitness function in this case includes user 
convenience, distance, charging cost, and available power, which is formulated as 

Fitness = 
H∑
c=1 

μc 
b,s +

(
1 − ∂c 

b,s

) + Ac 
b,s +

(
1 − Rc 

b,s

)
, (12) 

where μc 
b,s signifies charging cost of EV

c 
b, ∂

c 
b,s refers to the user convenience, A

c 
b,s 

is distance, and V c b,s symbolizes available power. 

The charging cost of EV j 
i [16] is given as 

μc 
b,q = 

S∑
s=1

[
q0

(
δb,c s − Zs 

base

) + q1
(
δb,c

2 

s − Zs2 
base

)]
, (13) 

where q0 and q1 indicate the constants. It is a minimization function. 
The user convenience is given as 

∂c 
b,s =

1 

ρc∗ 
b,sρ

c 
b,s 

, (14) 

where ρc∗ 
b,s = (SOC

fns 
b.s−SOCc 

b,s)V 
cpt 
b,c 

Rc 
b,max 

and ρc 
b,s = f c b − s. It is a maximization function. 

The distance is expressed as 

Ac 
b,s =

1 

G × o 

G∑
b=1

∣∣∣∣vs 
b,c − vp

∣∣∣∣, (15)
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Fig. 4 Solution encoding of using adaptive CIOA 

where o is the normalizing factor, vp expresses the location of CS, and vs 
b,c represents 

the location of EVc 
b. It is a minimization function. 

4.4 Charge Scheduling Strategy Using Proposed Adaptive 
CIOA Algorithm 

The objective is to use the adaptive CIOA algorithm to find more capable CS for 
EVs. Generally, this method focuses on the EVs charging point scheduling. The user 
convenience, distance, charging cost, and available power are used as key attributes to 
reveal the technique’s efficiency. The parked EV waits till the CS charging schedule. 
The solution encoding and algorithmic steps of the adaptive CIOA algorithm are 
discussed below. 

4.4.1 Solution Encoding 

Figure 5 depicts a representation of a solution with adaptive CIOA. The solution is 
a charging station index for charging the EV. Adaptive CIOA is used in this case to 
choose the finest CS. In this case, the CS is chosen arbitrarily while adaptive CIOA 
searches for the best CS. Figure 4 depicts the CIOA algorithm’s solution encoding 
scheme. Consider the following: There are ten electric vehicles and fifteen charging 
stations. The solution encoding is in the size of 1 × N . 

4.4.2 Proposed Adaptive CIOA for Charging Scheduling 

Adaptive CIOA is a metaheuristic optimization algorithm. It is ideal for optimiza-
tion problems that are either constrained or unconstrained. CIOA can be used to 
resolve complex optimization issues such as real-time optimization issues, bench-
mark function optimization, structural truss optimization, and particularly in engi-
neering problems. Furthermore, the CIOA provides the merits of quick convergence 
and a lowered amount of variables that the user defined. As a result, the adaptive
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CIOA improves the model performance. The steps for creating an adaptive CIOA 
are explained below. 

Step 1: Initialization 

Each search agent in the adaptive CIOA runs across the arcs controlled by two main 
criteria: The radius angle specified by the user is estimated by this algorithm, and the 
rate of which depends upon the objective function analysis, the superior estimation 
of the objective function is done via search agent, and the lesser rate in this agent for 
the coming iteration. 

The adaptive CIOA is initialized by creating a vector, �a where the value am in 
every factor is deliberated using Eq. (16). 

am = 
Ea · m 
Wag 

2 

, 1 ≤ m ≤ Wag (16) 

where Wag is the number of search agents and Ea is a constant that is calculated by 
Eq. (19). The element in the radius vector is ordered in ascending manner, where the 
first component is given as 

a1 = Ea/Wag, (17) 

where the last element is given by 

aWag = Ea · Wag (18) 

Ea =
√
Ud − Ld 

Wag 
(19) 

Here, Ud is the upper bound, and Ld is the lower bound of every variable. After, every 
search agent allocates the arbitrary values to design factors in the first solution. Next 
to this, the objective function is evaluated, and every search agent is labeled in a 
ranking based on the solution’s quality. 

Step 2: Determination of fitness 

The optimum solution is determined using the fitness function and is deemed as 
minimization concern; hence, the solution producing the least fitness is finding as 
the optimum solution. The fitness function is already described in Sect. 4.3. 

Step 3: Evaluation of update equation 

It is noted that, in best-classified agents, the agents take up the horrible classifications 
with long scheduling. The search agent is ordered as mth finest solution in iteration 
n have the updated coordinates in n + 1 iteration is calculated by Eq. (20). 

I (n + 1) = I (n) − t1 · am · sin(n.θ ) + t2 · am · sin(En  + 1).θ ) (20)
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In the above equation, t1 is made as adaptive is given by 

t1 = 3(0.5 − a) ∗ λ, (21) 

where λ = 20 ∗ exp
(−12 · a(

itr 
max ·itr

))
. 

Therefore, Eq. (20) updates �I = [I2; I4; I6, ...,] variables are random numbers 
with a uniform distribution between zero and 1; the angle θ is a parameter provided 
by the user; the variable am corresponds to the mth  element of the vector �a. 
Step 4: Local search phase 

The central loop of adaptive CIOA supports the local and global searches concur-
rently. This is due to the agents, which generate the superior solutions illustrated in 
tiny movements corresponding to local search, while the agents produce the worst 
solutions illustrated in big movements corresponding to global search. A param-
eter GlobIt implies the iterations proportion before the insertion of exclusively local 
search in the algorithm, and its rate varies freely in (0, 1) interval. Still, the use of 
0.75 ≤ GlobIt ≤ 0.95 is suggested. 

The exclusively local search starts on iteration “k”, while the ratio of the total 
number of iterations and “k” is greater than GlobIt . In this instant, every search 
agent is restarted assuming the coordinates that produced the best solution so far. In 
addition, a change is made to the upper and lower bounds of each variable so that 
the new limits of ith dimensions are given by Ud1r , and Ld1r , calculated using Eqs. 
(22) and (23). 

Ud1r = Lrbest + 
Ud − Ld 

10000 
(22) 

Ld1r = Lrbest − 
Ud − Ld 

10000 
(23) 

where Lrbest is the variable in r dimension that generated the optimum solution so 
far. Following the initialization process, the local search step is managed by similar 
equations as the main loop expressed and replacing Ud with Ud1r and Ld with Ld1r . 
Therefore, the search space of the agents is limited, forcing the rates to the design 
variables. The design variable is close to the values that created the optimum solution 
in main loop. In specific cases,Ld1r

〈
LdorUd1r

〉
Ud where the value of the design 

variable lies in Ld1r

〈
Ir

〈
LdorUd1r

〉
Ir

〉
Ud , its value is updated automatically, and the 

value of Ir = Ldor Ir = Ud . 

Step 5 Re-evaluation of fitness function 

The fitness of the new solution is estimated, and the solution showing minimum 
fitness value is taken as the optimal solution.
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Table 1 Pseudocode of 
developed adaptive CIOA 

Input: Population Nag 

Output: Best solution I (n + 1) 
Begin 

Define GlobI t  andθ 
Initialize a radius of vector a using Eq. (16) 

Allot random values to design variables 

Estimate the objective function for each search agent 

While 1
(
n ≤ GobI t  × max i  mumnumberof i  t erat i  ons

)
Sort the search agents while the quality of the solutions attained 

Update the position of agents by Eq. (18) 

Validate the design variables of search agent exceeds the limits 
imposed 

If n is a multiple of value rounded down from 360/θ 
Update �a 
End If 

End While1 

Allot to all agents the position created the best solution so far 

Update the variable’s range using Eqs. (22) and  (23) 

While 2 (n ≤ max i  mum number o f i  t erat i  ons) 
Repeat the process expressed in While 1, using the new range 
of variables 

End While 2 

Visualization of result 

End 

Step 6: Termination 

The optimal weights are generated until the utmost iteration is attained. Table 1 
defines pseudocode of the adaptive CIOA algorithm. 

5 Results and Discussion 

The efficiency of adaptive CIOA with other conventional approaches is described. 
The efficiency is evaluated by estimating the methods through charging cost, fitness, 
available power, and user convenience with 100 and 150 vehicles.
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Table 2 Simulation 
parameters 

Parameter Value 

Number of iterations 500 

Number of lanes 2 

Lane width 29 

Lane length 290 

Number of roads 4 

Number of intersections 2 

5.1 Experimental Setup 

The adaptive CIOA is implemented in MATLAB. Table 2 shows the parameters of 
the proposed method. 

5.2 Simulation Results 

The simulation results using adaptive CIOA are examined. Figure 5 depicts the 
outcome of the simulation by the proposed adaptive CIOA based on vehicle count 
and simulation time. Figure 5 shows red nodes in the network indicating vehicles 
moving west–east. The EV simulated model is shown at various simulation times. 
CS denotes each EV with a battery deficiency recharges its battery via the nearest 
CS. Figure 5a depicts the VANET model with 100 vehicles at a time of 10 s. The CS 
is initially idle, and after a few seconds, the EV is filled to the respective CS to charge 
its EV. Figure 5b depicts the VANET model with 150 vehicles after 15 s. Here, the 
CS is in an idle position at first, and then it is filled to the respective CS to charge its 
EV. 

(b)(a) 

Fig. 5 Simulation results of proposed adaptive CIOA using a 100 vehicles and b 150 vehicles
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5.3 Performance Metrics 

The estimation of the proposed adaptive CIOA-based charge scheduling design is 
made with four metrics, namely charging cost, fitness, available power, and user 
convenience, which are already described in Sect. 4. 

5.4 Competing Methods 

The existing centralized scheduling [16], multi-aggregator collaborative scheduling 
[17], prediction-based charging [18], model-predictive control optimization [1], 
Jaya-based multi-verse optimizer (JMVO) [19], and proposed adaptive CIOA [5] 
are taken for analysis. 

5.5 Comparative Analysis 

The analysis of performances based on charging cost, fitness, available power, and 
user convenience is described using 100 and150 vehicles. 

5.5.1 Analysis with 100 Vehicles 

Figure 6 displays the evaluation of techniques by 100 vehicles that consider the 
charging cost, fitness, available power, and user convenience. The analysis of tech-
niques using charging cost is shown in Fig. 6a. For 101 iterations, the charging 
cost estimated by centralized scheduling, multi-aggregator collaborative scheduling, 
prediction-based charging, model-predictive control optimization, JMVO, and adap-
tive CIOA is 27.01, 28.25, 26.43, 28.05, 22.77, and 21.86. The analysis of methods 
with fitness is displayed in Fig. 6b. For 51 iterations, the fitness evaluated by 
centralized scheduling, multi-aggregator collaborative scheduling, prediction-based 
charging, model-predictive control optimization, JMVO, and adaptive CIOA is 0.509, 
0.201, 0.195, 0.363, 0.159, and 0.152, respectively. The assessment of techniques 
with power are shown in Fig. 6c. For 151 iterations, the power evaluated by centralized 
scheduling, multi-aggregator collaborative scheduling, prediction-based charging, 
model-predictive control optimization; JMVO, and adaptive CIOA is 2.719 J, 2.932 J, 
3.415 J, 3.933 J, 5.193, and 5.297 J. The analysis of techniques with user convenience 
is shown in Fig. 6d. For 201 iterations, the user convenience evaluated by centralized 
scheduling, multi-aggregator collaborative scheduling, prediction-based charging, 
model-predictive control optimization, JMVO, and proposed adaptive CIOA are 
0.609, 0.664, 0.676, 0.723, 0.761, and 0.776, respectively.
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(b)(a) 

(d)(c) 

Fig. 6 Assessment of techniques using 100 vehicles a charging cost, b fitness, c power, and d user 
convenience 

5.5.2 Analysis with 150 Vehicles 

Figure 7 deliberates the analysis of techniques using 100 vehicles via charging cost, 
fitness, available power, and user convenience. The evaluation with charging cost 
is shown in Fig. 7a For 151 iterations, the charging cost evaluated by centralized 
scheduling, multi-aggregator collaborative scheduling, prediction-based charging, 
model-predictive control optimization, JMVO, and proposed adaptive CIOA is 30.81, 
33.04, 29.73, 35.24, 25.98, and 24.94. The assessment of methods with fitness 
is portrayed in Fig. 7b. For 101 iterations, the fitness obtained by centralized 
scheduling, multi-aggregator collaborative scheduling, prediction-based charging, 
model-predictive control optimization, JMVO, and proposed adaptive CIOA is 0.399, 
0.761, 0.551, 0.397, 0.275, and 0.264, respectively. The assessment of power is shown 
in Fig. 7c. For 301 iterations, the power attained by centralized scheduling, multi-
aggregator collaborative scheduling, prediction-based charging, model-predictive 
control optimization, JMVO, and proposed adaptive CIOA is 1.526 J, 1.468 J, 
1.422 J, 1.546 J, 1.722 J, and 1.757 J, respectively. The assessment of methods with
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(b)(a) 

(d)(c) 

Fig. 7 Assessment of techniques using 150 vehicles a charging cost, b fitness, c power, and d user 
convenience 

user convenience is deliberated in Fig. 7d. For 251 iterations, user convenience by 
centralized scheduling, multi-aggregator collaborative scheduling, prediction-based 
charging, model-predictive control optimization, JMVO, and proposed adaptive 
CIOA is 0.688, 0.713, 0.729, 0.761, 0.810, and 0.826, respectively. 

5.6 Comparative Discussion 

Table 3 explains the comparative analysis for using 100 and 150 vehicles consid-
ering user convenience, charging cost, fitness, and power. Using 100 vehicles, the 
minimum charging cost of 17.30% is measured by the proposed adaptive CIOA, while 
the charging cost evaluated by centralized scheduling, multi-aggregator collaborative 
scheduling, prediction-based charging, model-predictive control optimization, and 
JMVO is 21.38, 21.49, 20.39, 22.00, and 18.02. When there are plenty of CS, the 
proposed adaptive CIOA selects nearest CS and thus the charging cost tends to be 
less. The smallest fitness of 0.0091 is measured by CIOA, while the fitness evaluated
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by centralized scheduling, multi-aggregator collaborative scheduling, prediction-
based charging, model-predictive control optimization, and JMVO is 0.017, 0.012, 
0.011, 0.036, and 0.0095. The smallest fitness is obtained as user convenience, 
distance, and charging cost, and available power tends to be low for attaining effective 
charging. The highest power of 10.06 J is measured by the proposed adaptive CIOA, 
while the power measured by centralized scheduling, multi-aggregator collabora-
tive scheduling, prediction-based charging, model-predictive control optimization, 
and JMVO is 9.620 J, 9.656 J, 9.723 J, 9.777 J, and 9.865 J. The highest power is 
obtained by adaptive CIOA as it poses the ability to retain the charge for a longer 
time. The highest user convenience of 0.784 is measured by proposed CIOA, while 
user convenience measured by centralized scheduling, multi-aggregator collabora-
tive scheduling, prediction-based charging, model-predictive control optimization, 
and JMVO is 0.615, 0.671,0.683, 0.730, and 0.769. The highest user convenience 
is identified as the EVs with maximum user convenience can be charged with the 
maximum charging rate. Using 150 vehicles, the smallest charging cost of 16.22%, 
smallest fitness of 0.263, maximum power of 10.04 J, and maximum value of user 
convenience of 0.826 are measured by the proposed adaptive CIOA.

6 Conclusion 

In this paper, an optimization-driven technique is developed for charge scheduling in 
EV. The preliminary step is the simulation of EV, and the detection of the changing 
request from EVs and available charging stations is carried out. Thereafter, the calling 
of charge scheduling technique is performed to schedule the EV in which the charge 
scheduling algorithm is adaptive CIOA. Here, a multi-objective fitness function is 
newly modeled using certain attributes that involve charging cost, user preference, 
remaining power, and distance parameter, which is considered as a minimization 
function. As per the scheduling technique, the EVs are allocated to the charging 
station. Then, the parameters of EV charging scheduling model are updated to reveal 
the effectiveness of the method. The adaptive CIOA technique can concurrently 
generate a minimal charging cost and minimize the time taken for charging. The 
developed adaptive CIOA provided superior performance with the smallest charging 
cost of 16.22, minimum value of fitness of 0.0091, highest power of 10.06 J, and 
maximum value of user convenience of 0.826. In the future, other advanced opti-
mization technique can be considered for scrutinizing the flexibility of the proposed 
model.
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Fuzzy Logic and ANN in an Artificial 
Intelligent Cloud: A Comparative Study 

Pooja Chopra and Munish Gupta 

Abstract Artificial intelligence has a remarkable effect in every field. Various tools 
of artificial intelligence have proved themselves in different sectors. Whether it is 
the banking sector, health industry, or any other sector, it is. One such sector is cloud 
computing. Cloud computing is Internet-enabled technology and has proved to be a 
boon in information technology. The aim of this research is to study the two tools 
of AI in the field of cloud computing. In this paper, we are targeting fuzzy logic 
and ANN as a tool. A comparative investigation has been made by applying these 
tools in cloud computing-based resource scheduling. Fuzzy logic works very well in 
cloud computing because it handles uncertainties efficiently. ANN, on the other hand, 
provides a trained expert machine for predicting future behavior. After comparing 
the results in the case of both tools, we get that fuzzy logic outperforms artificial 
neural networks in the field of resource scheduling. This research is very helpful 
for researchers researching scheduling cloud-based jobs by setting up their priorities 
based on chosen attributes. 

Keywords Cloud computing · Artificial intelligence · Artificial neural network ·
Fuzzy logic · Quality of service 

1 Cloud Computıng-Introduction 

Cloud computing is a developing technology based on the Internet where anyone can 
access information from any place from any device at any time. Cloud computing is a 
computation method comprising many hardware and software resources that can be 
provided to consumers as per their demand [1]. Customers can use these resources as
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long as needed, and based on usage, they are charged as per resources utilized. The 
lower investment cost for infrastructure and resources is the main benefit of cloud 
computing. The customers who require these costly hardware and software resources 
need not to spent while procuring and maintaining them. Rather, they can arrange 
these resources from the cloud service provider. The cloud service provider allocates 
resources when required by the customers and de-allocates them when they are no 
longer required [2]. Various types of clouds, i.e., private cloud, community cloud, 
public cloud, and hybrid cloud, provide unlimited service. Broadly, its services are 
divided into three types. 

SAAS: As the name implies, software as a service (SAAS) is another cloud-based 
service through which software resources can be procured on request by customers on 
a rental basis. They need not worry about software procuring costs and other related 
costs like licensing costs, maintenance costs, etc. This will remain a headache for 
the service provider. A well-known example of SAAS is Gmail. 

IAAS: Infrastructure as a service (IAAS) providers provide the customers with 
demanded hardware resources. Customers are charged periodically for this. 

PAAS: The application development’s operating environment is provided on demand 
to consumers in platform as a service (PAAS). 

2 Artıfıcıal Intelligence Approaches 

The first approach in our review is the fuzzy logic that Zadeh proposed in 1965. 
It proposes humble means to reach a firm inference based on imprecise, unclear, 
unknown, or mislaid input information. It is a kind of logic that identifies more 
than simple “yes” and “No” values [3]. Fuzzy logic is widely used in the domains 
where human expertise is embedded into real-world applications like ACs, automatic 
washing machines, microprocessors, microcontrollers, and many others. Fuzzifier 
controls the input and output variables, and linguistic variables are allocated to them 
with the help of membership functions [4]. The fuzzified values are matched against 
rules stored in rule base. On the base of that, it attains the fuzzy output. Defuzzification 
converts this fuzzy output into a single crispy value. ANN is also an artificial intel-
ligence tool that emulates the learning and decision-making abilities of the human 
brain. When trained, it works as an expert while answering queries. As these AI-
based tools have brilliant responses in various applications and their competence to 
handle uncertainty, fuzzy logic and ANN are also used in cloud computing [5].
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3 Applications of Fuzzy Logic and Artificial Neural 
Network in Cloud Computing 

Based on existing literature, we have noticed various claims of fuzzy logic and ANN 
in different fields of cloud computing. Load balancing is a practice of sharing the data 
load among the servers, thereby minimizing response time [6] while eliminating a 
condition in which some nodes are overburdened. In contrast, some others are under 
burdened [7]. A cloud partitioning concept has been used to generate a load balancing 
model to improve performance and maintain stability [8]. For load balancing, a fuzzy 
logic-based firefly algorithm in cloud computing also has been offered where the 
cloud is segregated into substantial and less burdened nodes. For this, the best suitable 
fragment for the cloud has opted, and the firefly algorithm makes it possible for the 
load to get attracted toward that fragment. Fuzzy logic is used in this approach to deal 
with uncertainties. The planned approach is equated against the genetic algorithm, 
and the results show that the proposed approach does not have as much execution 
time while incurring low execution costs [9]. A different fuzzy logic-based approach 
for effective load balancing also has been offered, where the researcher has fuzzified 
the load and speed of the processor. Rules have been laid down in the rule base, and 
after defuzzification, the output comes in the form of a balanced load. The proposed 
algorithm is evaluated against already existing approaches, and the outcomes have 
proved that the projected technique minimizes the load, response time, and processing 
time while enhancing resource utilization [10]. Scheduling is a process by which 
scarce computer resources are arranged for processes [11]. In this context, fuzzy 
logic and ANN-based algorithm has been offered where fuzzy logic is employed 
to fuzzify the categorized inputs. The genetic algorithm in ANN is used to map 
the computer resources with the processes. Crisp output is obtained with the help 
of defuzzification process. The offered functionality is deployed on CloudSim and 
is evaluated against the existing techniques and minimizes bandwidth utilization 
and completion time while enhancing performance [12]. Another approach also has 
been proposed, which is based on the allocation of resources and the length of the 
process. For this, genetic algorithm and fuzzy logic have been used. The proposed 
approach is evaluated against existing approaches, and the results have shown that 
the execution cost and execution time are less as compared to existing approaches 
[13]. Another multiple queue job scheduling approach based on fuzzy logic has been 
offered in the field of cloud computing, thereby reducing waiting time and response 
time compared to conventional techniques [14]. In this context, an algorithm has been 
offered by using fuzzy logic for the arrangement of resources while improving the 
consistency of cloud computing. For this, input parameters, i.e., cost, job dimension, 
and trust values, are fuzzified. The resulting outcome of the proposed method is the 
precedence based on which resources will be assigned to the processes. The offered 
system gets compared with other existing techniques, and the outcomes have revealed 
minimization in waiting time, turnaround time, correctness, and dependability [15]. 
Another abstract model has been designed to evaluate and prioritize the hazard that 
may happen if the company wants to opt for cloud computing services. For this,



562 P. Chopra and M. Gupta

fuzzy logic is employed to handle uncertainties and evaluate the risk rate with the 
possibility and effect of risk. The results have been debated by several beings and 
proved that decision taken using fuzzy logic is more advantageous for assessing risk 
and managing processes [16]. For this concern, a fuzzy logic-based technique has 
been proposed for predicting the behavior, load, and performance based on imprecise 
information. The fuzzification and the defuzzification processes have been carried 
out for the scale control module that increases and decreases the use of VMs. This 
approach has been evaluated against the conventional approach and results in an 
improved scaling process of VMs while reducing SLA violation and refining QOS 
parameters [17]. 

Another expert has offered an estimation approach for gauging the quality of 
cloud service (QOCS) where the cloud service providers are evaluated following 
their services provided per user demands. With this approach, the uncertainties in 
the services provided can also be calculated based on QOCS data. Comparisons 
have been made with existing techniques, i.e., “QOSC” and “SLC”. Results have 
proved that the projected approach performs better than the conventional approach 
concerning correctness, time, and price [18]. For trust assessment, another model has 
been offered depending upon the cloud-based services. The trust value is obtained 
with the help of fuzzy logic. Various inputs are considered, and at every request, these 
are measured and stored in the database at different time slots. Then their normalized 
values are fuzzified and defuzzied, resulting in the trust value for the time slot. Then, 
the global trust value is calculated using induced weighted aggregating operator 
(IOWA) to calculate the dependability of the service. Fuzzy logic is used in dynamic 
cloud-based services to deal with uncertainties such as traits [19]. Fuzzy logic has 
also been used in cloud computing to design and implement power monitoring and 
control systems to automatically adjust the running time of electrical appliances we 
utilize in our daily lives. The fuzzy logic part helps to calculate the running time 
of appliances. With cloud computing, several computers and other devices can be 
connected and utilized to get evidence about the power that electrical appliances 
consume. The proposed system helps in efficient energy utilization while saving 
power [20]. The neural network has applications for future workload prediction 
and adequate resource provisioning. Research shows that the neural network model 
does almost nine times less over-allocation than the static model [21–23]. An error 
and recovery monitoring system based on neural networks are provided for cloud 
computing while reducing costs compared to existing models [24]. Artificial neural 
networks and fuzzy logic are used to process huge amounts of data, i.e., big data. For 
this, a multilayer neural network based on MapReduce to process big data is used. 
For training back, the propagation algorithm is used. The proposed model results in 
improved speed and convergence rate compared to existing algorithm [25].
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4 Comparison of Fuzzy Logic and ANN in Cloud-Based 
Resource Scheduling 

For a comparison of fuzzy logic and artificial neural networks, we have used the 
resource scheduling field to predict the sequence in which CPU-intensive resources 
will be allocated to the jobs. The results of both cases are compared. While comparing, 
we have checked which one is more accurate for predicting the priority in cloud-based 
resource scheduling. Based on input parameters, i.e., job’s importance, waiting time, 
and burst time, and output parameters, i.e., urgency, it is calculated with the help of 
both models. For this, linguistic terms have been allocated to all input and output 
parameters in terms of extreme, high, moderate, less, and very less. Implementing 
membership functions in the case of input and output parameters has been done in 
MATLAB. Mathematically, we are defining them as follows. 

4.1 Importance (Input Parameter) 

The membership function (denoted by µ) for low importance has been defined as 
follows in Eq. (1). Here, we have taken a triangular membership function where the 
low importance range is between 0.02684 and 0.5261. It is zero if it goes beyond this 
range; otherwise, its value will be calculated as given in the following equation. 

µL (x) = 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

0 0  if  X ≤ 0.02684 
X−0.2684 

0.2765−0.02684 if X ∈ (0.02684, 0.2765) 
0.5261−X 

0.5261−0.2765 if X ∈ (0.02765, 0.5261) 
0 0  if  X ≥ 0.5261 

(1) 

4.2 Waiting Time (Input Parameter) 

The Gaussian membership function has defined the membership functions for low 
waiting and high waiting times. They are defined as follows in Eqs. (2 and 3). 

µ1(x) =
[
exp −(x − 0.25)2 /2 ∗ 0.10622

]
(2) 

µH (x) =
[
exp −(x − 0.75)2 /2 ∗ 0.10622

]
(3)
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4.3 Burst Time (Input Parameter) 

The membership function for medium burst time has been defined as follows in 
Eq. (4). Here, we have taken a triangular membership function where the range for 
medium importance is between 0.02499 and 0.7501. It is zero in case it goes beyond 
this range; otherwise, its value will be calculated as given in the following equation. 

µM (x) = 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

0 if  x ≤ 0.2499 
x−0.2499 
0.5−0.2499 if x ∈ (0.02499, 0.5) 
0.7501−x 
0.7501−0.5 if x ∈ (0.5, 0.7501) 

0 if  x ≥ 0.7501 

(4) 

Rule base has been defined to get the result. The above approach was with fuzzy 
logic. 

In the ANN approach, Levenberg–Marquardt optimization has been used to train 
the model. This is one of the fastest back propagation algorithms that adjust weights 
and bias values until it gets an optimal solution. Both cases, i.e., fuzzy logic and 
artificial neural networks have been implemented in MATLAB [26]. Both cases’ 
results and expert opinions are presented in Tables 1 and 2.

The average consistency score in the case of artificial neural networks is 12.05714. 
The graph for the above comparison based on consistency scores is as follows in 
Fig. 1.

Figure 1 shows that concerning maintaining consistency with human experts, 
fuzzy logic-based system outperforms artificial neural network-based system. 

5 Results and Fındıngs 

The results of both approaches have been compared with industrial experts’ opinions. 
Few expert opinions are shown in Tables 1 and 2. For this, we have given consistency 
scores to both approaches, as shown in both tables. If the system output is the same 
as the expert output, it will get the maximum score, i.e., 5. If the system output is 
one less than the experts’ output, it will get one score less than the maximum, i.e., 
four, and so on. Then these scores are added and averaged. The same approach is 
followed for both artificial intelligence approaches. After calculating averages in 
consistency tables and looking at pictorial representation, we conclude that out of 
the two intelligence techniques, fuzzy logic performs well in cloud-based resource 
scheduling. Also, the system is designed with fuzzy logic responses following the 
expert’s intelligence. We are trying to make our system mimic human beings. Human 
nature is uncertain. Fuzzy logic is best for dealing with such types of uncertainties. 
However, artificial neural network, part of deep learning, is best suited for predictions.
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Table 1 Fuzzy logic approach 

Inputs FL-output Expert opinion Total 
consistency 
score 

S. 
no. 

Importance Waiting 
time 

Burst 
time 

1 2 3 

1 EX EX MOD HI HI (5) EX (4) HI (5) 14 

2 EX EX LE HI EX (4) EX (4) HI (5) 13 

3 EX HI LE HI EX (4) EX (4) HI (5) 13 

4 EX MOD VL EX HI (4) EX (5) EX (5) 14 

5 EX LE HI MOD HI (4) HI (4) HI (4) 12 

6 EX LE LE HI MOD 
(4) 

HI (5) HI (5) 14 

7 HI HI EX HI MOD 
(4) 

MOD 
(4) 

HI (5) 13 

8 HI LE EX MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

9 HI LE MOD HI MOD 
(4) 

MOD 
(4) 

MOD 
(4) 

12 

10 MOD HI EX LE LE(5) LE(5) LE(5) 15 

11 MOD HI MOD MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

12 MOD HI VL HI HI (5) HI (5) HI (5) 15 

13 MOD MOD LE MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

14 MOD LE MOD LE LE(5) LE(5) LE(5) 15 

15 LE HI MOD LE LE(5) LE(5) LE(5) 15 

16 LE MOD LE MOD LE(4) LE(4) MOD 
(5) 

13 

17 LE MOD VL MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

18 LE LE VL MOD VL(3) VL(3) MOD 
(5) 

11 

19 LE VL HI VL VL(5) VL(5) VL(5) 15 

20 VL HI MOD LE LE(5) VL(4) LE(5) 14 

21 VL MOD HI VL VL(5) VL(5) VL(5) 15 

22 VL MOD VL MOD LE(4) LE(4) MOD 
(5) 

13 

23 VL LE EX LE VL(4) VL(4) LE(5) 13 

24 VL VL EX LE VL(4) VL(4) LE(5) 13 

25 EX HI MOD HI EX (4) EX (4) HI (5) 13 

26 EX LE VL HI EX (4) EX (4) HI (5) 13 

27 HI EX HI HI EX (4) EX (4) HI (5) 13

(continued)
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Table 1 (continued)

Inputs FL-output Expert opinion Total
consistency
score

S.
no.

Importance Waiting
time

Burst
time

1 2 3

28 MOD LE VL MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

29 MOD VL VL MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

30 LE EX LE MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

31 LE HI LE MOD LE(4) LE(4) LE(4) 12 

32 LE HI VL MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

33 LE LE MOD LE LE(5) LE(5) LE(5) 15 

34 VL HI HI MOD VL(3) VL(3) MOD 
(5) 

11 

35 VL MOD LE MOD VL(3) VL(3) MOD 
(5) 

11 

Average consistent score 13.71 

Source 1 Author’s Computation 
Note 1 Extreme = EX, Moderate = MOD, High = HI, Less = LE, Very Less = VL 
The average consistency score in the case of fuzzy logic is 13.71.

6 Conclusion and Future Work 

As a future work, the results calculated with fuzzy logic will be implemented in 
CloudSim, where highly prioritized jobs will be scheduled in hybrid cloud environ-
ments. For that, we will be deploying results from the fuzzy logic approach for setting 
priorities for the jobs and routing them to the appropriate cloud in case of a hybrid 
cloud-based environment. We are planning to take public and private cloud models 
where the proposed scheduling scheme is used to route process to the appropriate 
cloud that will eventually serve the jobs better by reducing the response time.
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Table 2 Artificial neural network approach 

Inputs ANN-output Expert opinion Total 
consistency 
score 

S. 
no. 

Importance Waiting 
time 

Burst 
time 

1 2 3 

1 EX EX MOD MOD HI (4) EX (3) HI (4) 11 

2 EX EX LE HI EX (4) EX (4) HI (5) 13 

3 EX HI LE HI EX (4) EX (4) HI (5) 13 

4 EX MOD VL HI HI (5) EX (4) EX (4) 13 

5 EX LE HI HI HI (5) HI (5) HI (5) 15 

6 EX LE LE EX MOD 
(3) 

HI (4) HI (4) 11 

7 HI HI EX HI MOD 
(4) 

MOD 
(4) 

HI (5) 13 

8 HI LE EX MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

9 HI LE MOD HI MOD 
(4) 

MOD 
(4) 

MOD 
(4) 

12 

10 MOD HI EX HI LE (3) LE (3) LE (3) 9 

11 MOD HI MOD MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

12 MOD HI VL HI HI (5) HI (5) HI (5) 15 

13 MOD MOD LE HI MOD 
(4) 

MOD 
(4) 

M(4) 12 

14 MOD LE MOD MOD LE (4) LE (4) LE (4) 12 

15 LE HI MOD MOD LE (4) LE (4) LE (4) 12 

16 LE MOD LE HI LE (3) LE (3) MOD 
(4) 

10 

17 LE MOD VL HI MOD 
(4) 

MOD 
(4) 

MOD 
(4) 

12 

18 LE LE VL MOD VL (3) VL (3) MOD 
(5) 

11 

19 LE VL HI MOD VL (3) VL (3) VL (3) 9 

20 VL HI MOD HI LE (3) VL (2) LE (3) 8 

21 VL MOD HI MOD VL (3) VL (3) VL (3) 9 

22 VL MOD VL MOD LE (4) LE (4) MOD 
(5) 

13 

23 VL LE EX MOD VL (3) VL (3) LE(4) 10 

25 EX HI MOD HI EX (4) EX (4) HI (5) 13 

26 EX LE VL HI EX (4) EX (4) HI (5) 13 

27 HI EX HI HI EX (4) EX (4) HI (5) 13

(continued)
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Table 2 (continued)

Inputs ANN-output Expert opinion Total
consistency
score

S.
no.

Importance Waiting
time

Burst
time

1 2 3

28 MOD LE VL HI MOD 
(4) 

MOD 
(4) 

MOD 
(4) 

12 

29 MOD VL VL MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

30 LE EX LE MOD MOD 
(5) 

MOD 
(5) 

MOD 
(5) 

15 

31 LE HI LE HI LE (3) LE (3) LE (3) 9 

32 LE HI VL HI MOD 
(4) 

MOD 
(4) 

MOD 
(4) 

12 

33 LE LE MOD LE LE (5) LE (5) LE (5) 15 

34 VL HI HI MOD VL (3) VL (3) MOD 
(5) 

11 

35 VL MOD LE MOD VL (3) VL (3) MOD 
(5) 

11 

Average Consistent score 12.057 

Source 2 Author’s Computation 
Note 2: Extreme  = EX, Moderate = MOD, High = HI, Less = LE, Very Less = VL

Fig. 1 Consistency scores. Source 3: Author’s generation
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Harnessing the Power of AI to Create 
Intelligent Tutoring Systems 
for Enhanced Classroom Experience 
and Improved Learning Outcomes 

Ashraf Alam 

Abstract Artificial intelligence (AI) is used to personalise learning experiences for 
students, adapt to their individual needs and abilities, and provide real-time feed-
back on their progress, whereas virtual and augmented reality (VR/AR) are used to 
create immersive learning experiences that allow students to explore and interact with 
virtual environments and simulations. Online learning platforms provide students 
with access to educational resources and courses from anywhere in the world and 
allow for greater flexibility in terms of when and where they learn. Adaptive learning 
is a form of technology-enabled learning that adjusts to the student’s learning style, 
pace, and progress. This is done using algorithms that analyse student data, such as 
their performance on assessments, and adjust the content or pedagogy accordingly. 
There is also a wide-ranging emphasis on gamification for teaching–learning. Incor-
porating game-like elements into the learning process makes it more engaging and 
interactive for students. AI has completely revolutionised the formal education space. 
Thus, in this article, the researcher investigates how the most advanced technologies 
are currently being developed and used to enhance the way we educate students, and 
how it is integrated into the curriculum and classroom. 

Keywords Classroom · Curriculum · Teacher · University · Pedagogy · Artificial 
intelligence · Educational technology · ICT in education · Learner 

1 Introduction 

Integration of AI into the Curriculum, Pedagogy, and Classroom Learning 
Artificial intelligence today is implemented and effectively integrated into the 

curriculum, pedagogy, and classroom learning in several ways [1]. AI is used to 
personalise the learning experience for each student by analysing data on their
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strengths and weaknesses and adapting the curriculum and teaching methods accord-
ingly. AI-based intelligent tutoring systems provide students with immediate feed-
back and guidance, as well as help teachers identify areas where students need 
extra support [2]. AI is used to create adaptive assessments that adjust the diffi-
culty level and content of questions based on the student’s performance. AI helps 
automate administrative tasks such as grading, attendance, and scheduling, freeing 
up more time for teachers to focus on instruction [3]. AI is used to generate person-
alised learning materials, such as quizzes, practice problems, and summaries that 
are tailored to each student’s needs. AI-powered virtual teaching assistants assist 
teachers in monitoring student progress, providing feedback, and answering student 
questions in real time. 

2 Personalised Learning Experience 

There are several ways in which AI is used to personalise the learning experience for 
each student by analysing data on their strengths and weaknesses and adapting the 
curriculum and teaching methods [4]. AI-powered adaptive learning systems analyse 
student data such as performance on assessments, progress, and learning style and 
use this information to adjust the curriculum, teaching methods, and learning mate-
rials accordingly [5]. AI-based student modelling is used to create a representation 
of each student’s knowledge, skills, and preferences, which is used to personalise the 
learning experience. AI-based learning analytics is used to analyse data on student 
behaviour, such as how long they spend on a particular task or how often they access 
certain resources [6]. This information is used to identify areas where students need 
extra support and adjust the curriculum and teaching methods accordingly. AI-based 
predictive modelling is used to predict student performance and identify areas where 
students are at risk of falling behind. This information is used to provide targeted 
interventions and support. AI-powered natural language processing is used to analyse 
student writing and speech, providing teachers with insights into student under-
standing and language proficiency [7]. By using these AI-based techniques, teachers 
gain a more detailed understanding of each student’s strengths and weaknesses and 
use this information to personalise the learning experience. 

3 Intelligent Tutoring Systems for Immediate Feedback 
and Guidance to Students 

AI-based intelligent tutoring systems (ITS) provide students with immediate feed-
back and guidance by using AI techniques [8]. ITS use natural language processing 
to understand students’ responses and provide feedback that is tailored to their level 
of understanding. ITS use rule-based systems to provide students with step-by-step
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guidance on solving a problem and give feedback on their progress. ITS use case-
based reasoning to provide students with examples of similar problems and solutions 
and give feedback on how well they are applying the concepts [9]. ITS use machine 
learning algorithms to adapt to each student’s learning style and provide feedback that 
is tailored to their individual needs. These AI techniques help ITS provide students 
with immediate feedback and guidance as they work through problems, helping them 
to identify and correct mistakes, and providing them with a deeper understanding 
of the material [10]. In addition to providing students with immediate feedback and 
guidance, ITS also help teachers identify areas where students need extra support by 
collecting data on student performance, such as which problems are being answered 
correctly and which are not [11]. Teachers then use this data to identify areas where 
students are struggling and provide targeted interventions, such as additional practice 
problems or one-on-one tutoring [12]. 

4 Adaptive Assessments 

AI is used to create adaptive assessments that adjust the difficulty level and content 
of questions based on the student’s performance [13]. Item response theory (IRT) 
is a statistical model that is used to create adaptive assessments. It is used to deter-
mine the difficulty level of each question and adjust the difficulty level of subsequent 
questions based on the student’s performance. Machine learning algorithms are used 
to analyse student performance data and adjust the difficulty level and content of 
questions based on the student’s level of understanding. Bayesian knowledge tracing 
(BKT) is a machine learning algorithm that is used to track student knowledge and 
understanding of specific concepts over time. This information is used to adjust the 
difficulty level and content of questions based on the student’s current level of under-
standing. Predictive modelling is used to predict student performance based on the 
previous performance and adjust the difficulty level and content of questions accord-
ingly. Natural language processing (NLP) is used to understand student responses 
and adjust the difficulty level and content of questions based on the student’s level 
of understanding. By using these AI-based techniques, adaptive assessments are 
created that adjust the difficulty level and content of questions based on the student’s 
performance, providing a more personalised and efficient learning experience. 

5 Automating Administrative Tasks: Grading, Attendance, 
and Scheduling 

AI helps teachers automate administrative tasks such as grading, attendance, and 
scheduling [14]. AI-powered systems are used to grade written assignments, such 
as essays and short-answer questions, by using techniques such as natural language
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processing and machine learning. These systems automatically grade the assignments 
and provide feedback to students, allowing teachers to focus on more complex tasks. 
AI-powered systems are used to track student attendance by using techniques such as 
facial recognition and machine learning. These systems automatically mark students 
as present or absent and generate reports for teachers, freeing up time for other 
tasks. AI-powered systems are also used to schedule classes, meetings, and other 
events by using techniques such as natural language processing, machine learning, 
and optimisation algorithms. These systems automatically schedule events based on 
the availability of teachers, students, and resources, reducing the need for manual 
scheduling. AI-powered systems analyse student data and provide teachers with 
insights into student progress, identify areas where students need extra support, and 
generate reports. By automating these administrative tasks, AI helps free up time for 
teachers to focus on instruction, allowing them to spend more time interacting with 
students and providing personalised support. 

6 Personalised Learning Materials 

AI is used to generate personalised learning materials, such as quizzes, practice 
problems, and summaries that are tailored to each student’s needs [15]. Adaptive 
learning systems use machine learning algorithms to analyse student performance 
data and adjust the content and difficulty level of quizzes, practice problems, and 
summaries based on the student’s level of understanding. NLP is used to understand 
student responses and generate personalised feedback and summaries based on their 
understanding. Predictive modelling is used to predict student performance based on 
the previous performance and generate personalised quizzes and practice problems 
that are tailored to the student’s current level of understanding. AI-powered knowl-
edge maps are used to generate personalised learning materials by mapping out the 
relationships between different concepts and identifying areas where the student 
needs extra support. AI-powered chatbots are used to generate personalised quizzes 
and practice problems by engaging students in natural language conversations and 
adjusting the content and difficulty level based on their responses. By using these 
AI-based techniques, personalised learning materials are generated that are tailored 
to each student’s needs, providing a more efficient and effective learning experience. 

7 Virtual Teaching Assistants 

AI-powered virtual teaching assistants assist teachers in monitoring student progress, 
providing feedback, and answering student questions in real time [16]. AI-powered 
virtual teaching assistants use machine learning algorithms to analyse student perfor-
mance data, such as test scores, homework assignments, and engagement metrics, 
to provide teachers with insights into student progress. This helps teachers identify
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areas where students need extra support and adjust their instruction accordingly. 
AI-powered virtual teaching assistants use natural language processing to under-
stand student responses and generate personalised feedback in real-time [17]. This 
helps students receive immediate feedback on their understanding and improve their 
performance. AI-powered virtual teaching assistants use natural language processing 
and machine learning to understand student questions and provide accurate, relevant 
answers in real time. This helps students receive immediate support and reduce 
the burden on teachers [18]. AI-powered virtual teaching assistants use machine 
learning algorithms to identify students who are having difficulties and flag them to 
the teacher. AI-powered virtual teaching assistants also provide students with addi-
tional resources, such as videos, articles, and interactive simulations to help them 
understand difficult concepts. By using these AI-based techniques, virtual teaching 
assistants assist teachers in monitoring student progress, providing feedback, and 
answering student questions in real time. 

8 Adaptive Learning Systems for Analysing Student Data 
to Adjust the Curriculum, Teaching Methods, 
and Learning Materials 

AI-powered adaptive learning systems use machine learning algorithms to analyse 
student data such as performance on assessments, progress, and learning style [19]. 
This data is then used to adjust the curriculum, teaching methods, and learning mate-
rials to better suit the needs of individual students. When a student interacts with the 
adaptive learning system, the system collects data on the student’s performance, such 
as their answers to questions, their response time, and the difficulty level of the ques-
tions they are answering. This data is then analysed by the system’s machine learning 
algorithms to identify patterns and trends in the student’s performance. Based on this 
analysis, the system adjusts the curriculum, teaching methods, and learning materials 
to better meet the needs of the student [20]. For example, if the system identifies that 
a student is struggling with a particular concept, it provides additional resources and 
explanations to help the student understand the concept better. If the system identifies 
that a student is excelling in a particular subject, it provides more challenging mate-
rial to help the student continue to progress. The system also considers the student’s 
learning style when adjusting the curriculum, teaching methods, and learning mate-
rials. For example, if a student is an auditory learner, the system provides more audio 
resources to supplement the material. Overall, the goal of an AI-powered adap-
tive learning system is to personalise the learning experience for each student, by 
providing them with the resources and support they need to succeed.
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9 Student Modelling for the Representation of Each 
Student’s Knowledge, Skills, and Preferences 

AI-based student modelling is a process used to create a representation of each 
student’s knowledge, skills, and preferences [21]. This representation is used to 
personalise the learning experience for the student, by providing them with resources 
and support that are tailored to their specific needs. The process of AI-based student 
modelling begins with the collection of data on the student’s performance, such as 
their answers to questions, their response time, and the difficulty level of the questions 
they are answering. This data is then analysed by machine learning algorithms to 
identify patterns and trends in the student’s performance. Based on this analysis, the 
system creates a representation of the student’s knowledge, skills, and preferences, 
which is known as a student model. The student model includes information such as 
the student’s strengths and weaknesses, their learning style, and their interests. Once 
the student model is created, it is used to personalise the learning experience for the 
student. For example, if the student model indicates that the student is struggling 
with a particular concept, the system provides additional resources and explanations 
to help the student understand the concept better. If the student model indicates 
that the student is excelling in a particular subject, the system provides more chal-
lenging material to help the student continue to progress [22]. Overall, AI-based 
student modelling is a powerful tool for personalising the learning experience for 
each student, by providing them with the resources and support they need to succeed. 

10 Learning Analytics 

AI-based learning analytics is a process used to analyse data on student behaviour, 
such as how long they spend on a particular task or how often they access certain 
resources [23]. This information is used to understand how students are interacting 
with the learning materials and to identify patterns and trends in their behaviour. 
The process of AI-based learning analytics begins by collecting data on student 
behaviour, such as how long they spend on a particular task, how often they access 
certain resources, and how they interact with the learning materials. This data is 
then analysed by machine learning algorithms to identify patterns and trends in 
the student’s behaviour. Based on this analysis, the system generates insights into 
the student’s learning process and the effectiveness of the learning materials. For 
example, if the data shows that a student is spending a lot of time on a particular 
task, it could indicate that the task is challenging for them. On the other hand, if the 
data shows that a student is quickly completing a task, it could indicate that the task 
is too easy for them. The system also uses this data to identify students who may 
be at risk of falling behind or who may need additional support. For example, if the 
data shows that a student is not accessing certain resources or is not spending enough 
time on a particular task, it could indicate that the student needs additional support
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to understand the material. Additionally, the system uses learning analytics data to 
identify patterns across a group of students, such as common misconceptions or 
areas where most students are struggling. This help educators adjust the curriculum 
and teaching methods to address these issues more effectively. Overall, AI-based 
learning analytics is a powerful tool for understanding how students interact with 
learning materials and for identifying areas where students may need additional 
support. It helps educators to make data-driven decisions on how to improve the 
learning experience for their students. 

11 NLP to Analyse Student Writing and Speech 

AI-powered natural language processing (NLP) is a technology that uses machine 
learning algorithms to analyse text and speech data, providing teachers with insights 
into student understanding and language proficiency [24]. NLP is used to analyse a 
wide range of student data, such as written essays, speech recordings, and dialogue 
transcripts. The process of using NLP to analyse student writing and speech begins 
with the collection of the student data, such as written essays, speech recordings, 
and dialogue transcripts. This data is then processed by NLP algorithms, which 
extract various features such as grammar, vocabulary, and sentence structure. Once 
the data is processed, the NLP algorithms analyse the student’s language proficiency 
by comparing their writing and speech to a reference dataset of text written by 
native speakers. This provides teachers with information on the student’s mastery of 
grammar, vocabulary, and sentence structure, as well as their fluency in the language. 
Additionally, NLP is used to analyse the content of the student’s writing and speech, 
providing teachers with insights into their understanding of the subject matter. For 
example, NLP is used to identify key concepts and themes in the student’s writing, as 
well as their ability to use specific vocabulary and terminology related to the subject. 
Furthermore, NLP is used to analyse the sentiment and tone of the student’s writing 
and speech, which provide teachers with information on the student’s attitude and 
engagement with the subject matter. Overall, AI-powered NLP is a valuable tool 
for teachers, providing them with insights into student understanding and language 
proficiency. 

One example of an NLP algorithm that is used to analyse student writing and 
speech is sentiment analysis. Sentiment analysis is a process of determining the 
emotional tone behind a piece of text, such as a sentence or a paragraph. The algo-
rithm uses natural language processing techniques to identify and extract subjective 
information from the text, such as opinions, evaluations, appraisals, and emotions. 
The output of the algorithm is a score or a label that indicates the overall sentiment of 
the text, such as positive, negative, or neutral. Sentiment analysis is used to evaluate 
student writing and speech, such as essays, speeches, and presentations, to provide 
feedback on the emotional tone and impact of the communication. 

NLP is used in the following ways: (1) Automated Essay Grading: by under-
standing the student’s writing style and level of understanding, the algorithm adjusts
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the difficulty level and content of the next writing prompt. (2) Dialogue-Based 
Tutoring Systems: NLP is used to understand student responses in dialogue-based 
tutoring systems, such as chatbots. The algorithm analyses the student’s responses 
and provides feedback that is tailored to their level of understanding. For example, 
if a student is struggling with a particular concept, the algorithm may provide addi-
tional resources and explanations to help them understand. (3) Speech Recogni-
tion for Oral Assessments: NLP is used to analyse speech and understand student 
responses in oral assessments. The algorithm recognises the student’s voice, tran-
scribe their speech, and analyse the content of their response. Based on the student’s 
level of understanding, the algorithm adjusts the difficulty level and content of the 
next question. 

12 Sentiment Analysis Algorithms 

Sentiment analysis algorithms determine the emotional tone behind a piece of text 
by analysing the words and phrases used in the text. There are several techniques 
that are commonly used in sentiment analysis, including: 

Lexicon-based methods: This technique uses a predefined lexicon, or dictionary, 
of words and their associated sentiment scores to analyse the text. The algorithm 
counts the number of positive, negative, and neutral words in the text and calculates 
an overall sentiment score based on the counts. 

Machine Learning-Based Methods: This technique uses machine learning algorithms 
to learn the sentiment of a text from a training dataset. The algorithm is trained on 
a dataset of labelled texts (i.e., texts that have been labelled as positive, negative, or 
neutral) and learns to classify new texts based on the patterns, it has learned from 
the training dataset. 

Neural network-based methods: This technique uses neural networks, a type of 
machine learning algorithm, to analyse the text. Neural networks are trained on large 
amounts of labelled text data and learn to understand the meaning and sentiment of 
the text. 

The most common approach is to use a combination of these techniques and to 
use pre-trained models that have been trained on large datasets of labelled text. Once 
the algorithm has determined the sentiment of the text, it will output a score or a label 
indicating the overall sentiment of the text, such as positive, negative, or neutral.



Harnessing the Power of AI to Create Intelligent Tutoring Systems … 579

13 Intelligent Tutoring Systems (ITS) to Understand 
Students’ Responses and Provide Feedback That Is 
Tailored to Their Level of Understanding 

When a student interacts with an ITS, the system uses NLP algorithms to analyse the 
student’s responses. The system extracts various features such as grammar, vocabu-
lary, and sentence structure, allowing it to understand the student’s level of language 
proficiency. Additionally, NLP is used to identify key concepts and themes in the 
student’s responses, providing insight into their understanding of the subject matter. 
Once the ITS have analysed the student’s response, it uses this information to provide 
feedback that is tailored to the student’s level of understanding. For example, if the 
student’s response indicates that they have a strong understanding of the subject 
matter, the ITS may provide more advanced or challenging feedback. Furthermore, 
ITS also use NLP to understand the sentiment and tone of the student’s responses, 
which provide insight into the student’s attitude and engagement with the subject 
matter. For example, if the student’s responses indicate a negative attitude or low 
engagement, the ITS may provide feedback or resources that are designed to moti-
vate or re-engage the student. Additionally, ITS use NLP to generate feedback in a 
natural, human-like way, making it more easily understandable and relatable for the 
students. 

14 Rule-Based Systems on Providing Students 
with Step-By-Step Guidance on Solving a Problem 

Intelligent tutoring systems (ITS) use rule-based systems to provide students with 
step-by-step guidance on solving a problem and give feedback on their progress 
[25]. Rule-based systems are a type of expert system that uses a set of predefined 
rules to make decisions and provide guidance. When a student interacts with an ITS, 
the system uses a set of predefined rules to guide the student through the problem-
solving process. For example, if the student is working on a math problem, the ITS 
may use rules to guide the student through the process of solving the problem step-
by-step, providing guidance on concepts and procedures that the student may not be 
familiar with. The ITS also use rules to evaluate the student’s progress and provide 
feedback. For example, the system may use rules to determine if the student has 
correctly applied a concept or procedure and provide feedback on how to improve. 
The ITS also use rules to provide hints and suggestions to help the student to get over 
a difficulty they are facing. For example, if the student is stuck on a particular step, 
the ITS may use rules to provide a hint or suggestion that will help the student to 
continue solving the problem. Additionally, the ITS use rules to monitor the student’s 
progress over time, providing feedback on areas where the student is excelling or 
struggling. Furthermore, ITS also use rule-based systems to provide feedback that 
is tailored to the student’s individual learning style. For example, if the student is a
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visual learner, the ITS may use rules to provide feedback that includes diagrams and 
illustrations. 

15 Case-Based Reasoning on Giving Feedback 
and Applying the Concepts 

Intelligent tutoring systems (ITS) use case-based reasoning (CBR) to provide 
students with examples of similar problems and solutions and give feedback on 
how well they apply the concepts. CBR is a type of problem-solving method that 
uses past experiences or cases to solve new problems. When a student interacts with 
an ITS, the system uses CBR to provide the student with examples of similar prob-
lems that have been solved in the past [26]. For example, if the student is working 
on a math problem, the ITS may use CBR to retrieve examples of similar problems 
and their solutions from its database. These examples help the student to understand 
the problem-solving process and apply the concepts in a practical way. The ITS also 
use CBR to evaluate the student’s progress and provide feedback. For example, the 
system may use CBR to compare the student’s solution to the retrieved examples and 
provide feedback on how well the student has applied the concepts. Additionally, 
ITS also use CBR to adapt the examples and the feedback to the student’s level of 
understanding. For example, if the student is struggling with a concept, the ITS may 
retrieve examples that are more basic or that use simpler language. Furthermore, ITS 
use CBR to improve its own performance over time. As the ITS are used by more 
students and more examples are added to its database, it continuously learns and 
improves its ability to retrieve relevant examples and provide effective feedback. 

16 Machine Learning Algorithms for Students’ Diverse 
Learning Styles 

ML algorithms are mathematical models that learn from data and improve their 
performance over time [27]. When a student interacts with an ITS, the system uses 
machine learning algorithms to analyse data on the student’s performance, such as 
their responses to questions and their progress on tasks. The ITS use this data to 
create a representation of the student’s learning style, which includes factors such as 
the student’s prior knowledge, their preferred learning methods, and their strengths 
and weaknesses. Once the ITS have a representation of the student’s learning style, 
it uses this information to adapt the curriculum, teaching methods, and learning 
materials to suit the student’s individual needs. For example, if the student is a visual 
learner, the ITS may use this information to provide more diagrams and illustrations 
in the learning materials. The ITS also use machine learning algorithms to provide 
feedback that is tailored to the student’s learning style. For example, if the student is
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struggling with a concept, the ITS may use this information to provide feedback that 
is more visual or that uses simpler language. In addition, ITS use machine learning 
algorithms to monitor the student’s progress over time and make predictions about 
their future performance [10]. For example, the ITS use this data to identify areas 
where the student is at risk of falling behind and provide targeted interventions to 
help the student to catch up. Moreover, ITS use ML algorithms to adapt its own 
performance over time. As the ITS are used by more students and more data is 
collected, it continuously learns and improves its ability to adapt to different learning 
styles and provide effective feedback. 

ML algorithms are used to analyse student performance data and adjust the diffi-
culty level and content of questions based on the student’s level of understanding 
[28]. This approach is known as adaptive learning. One example of how this is done is 
using a reinforcement learning algorithm. This type of algorithm uses trial-and-error 
to learn from the student’s responses to questions. It starts by presenting the student 
with easy questions, and as the student answers correctly, the algorithm gradually 
increases the difficulty level of the questions. If the student answers incorrectly, the 
algorithm will present easier questions [29]. Over time, the algorithm learns the 
student’s proficiency level and adjusts the difficulty of the questions accordingly. 
Another example is using a supervised learning algorithm, such as a decision tree 
or a neural network, to predict a student’s proficiency level based on their perfor-
mance on a set of questions. The algorithm is trained on a dataset of student perfor-
mance data, and it learns to identify patterns in the data that are associated with 
different proficiency levels. Once the algorithm is trained, it uses this information 
to predict a student’s proficiency level based on their performance on a new set of 
questions. A common use case is using a supervised learning algorithm to predict 
a student’s proficiency level in a particular subject. The algorithm is trained on a 
dataset of student performance data, such as scores on assessments or answers to 
multiple-choice questions [30]. The training dataset also includes information about 
the student’s background, such as their prior knowledge of the subject or their demo-
graphic information. Once the algorithm is trained, it uses this information to predict 
a student’s proficiency level based on their performance on a new set of questions. 
For example, if the algorithm predicts that a student is not proficient in a particular 
subject, the student will be presented with questions that are designed to help them 
build their understanding of the subject. 

17 Item Response Theory (IRT) for Creating Adaptive 
Assessments for Students 

Item response theory (IRT) is a statistical method that is used to create adaptive 
assessments for students [31]. It is based on the idea that the difficulty of an assess-
ment item (such as a multiple-choice question) and the ability of the student are 
separate factors that interact to determine the student’s performance on the item.
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IRT models are used to estimate the difficulty of each item on an assessment and 
the ability of each student. The estimated item difficulty and student ability are then 
used to create an adaptive assessment that is tailored to the student’s level of ability. 
An example of how IRT is used in practice is an adaptive test that is given to students 
to measure their proficiency in a particular subject. The test is made up of a set 
of multiple-choice questions, each of which has been calibrated using IRT. At the 
beginning of the test, the student is presented with a set of easy questions that are 
designed to quickly determine their proficiency level. As the student answers these 
questions, the test uses IRT to estimate their ability level. Based on this estimated 
ability level, the test then presents the student with a set of questions that are at 
the appropriate difficulty level. For example, if the student is performing well, they 
will be presented with more difficult questions to further assess their proficiency. 
On the other hand, if the student is struggling, they will be presented with easier 
questions in order to help them to build their understanding of the subject. This way, 
the adaptive assessment adjusts to the student’s proficiency level and provides a more 
accurate measure of their abilities. Additionally, it also provides a more challenging 
experience for students who have a higher proficiency level and a more supportive 
experience for students who have a lower proficiency level. 

In summary, item response theory (IRT) is a statistical model used to create 
adaptive assessments for students. The IRT model estimates the probability of a 
student answering a question correctly based on their ability level. Here is an example 
of how IRT is implemented using Python: 

from irt import Irt 

# Initialise the IRT model 

irt = Irt() 
# Define the question bank. 

question_bank = [ 
{‘question’: ‘What is the capital of France?’, ‘difficulty’: -1, ‘discrimination’: 1}, 
{‘question’: ‘What is the square root of 9?’, ‘difficulty’: 0, ‘discrimination’: 1}, 
{‘question’: ‘What is the derivative of x^2?’, ‘difficulty’: 1, ‘discrimination’: 1}, 
{‘question’: ‘What is the chemical formula for water?’, ‘difficulty’: 1, ‘discrimi-

nation’: 1}, 
] 

# Define the student abilities 

student_abilities = [−0.5, 0.5, 1.5, 2.5] 

# Generate adaptive assessment 

assessment = irt.generate_assessment(question_bank, student_abilities, 3). 

print(assessment)
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# Output: [‘What is the capital of France?’, ‘What is the square root of 9?’, ‘What is 
the derivative of x^2?’] 

In this example, we first import the IRT package. Then, we define a question bank, 
which contains a list of questions with their difficulty and discrimination parameters. 
Next, we define a list of student abilities. Finally, we use the generate_assessment 
method to generate an adaptive assessment for each student based on their ability 
level. The output is a list of questions that are most appropriate for the student’s 
ability level. This is a simple example to demonstrate the basic idea of how IRT 
is implemented using Python, and there are much more advanced IRT packages 
available for use in teaching and learning applications. 

18 Bayesian Knowledge Tracing (BKT) for Tracking 
Student Knowledge and Understanding of Specific 
Concepts Over Time 

Bayesian knowledge tracing (BKT) is a machine learning algorithm that is used to 
track student knowledge and understanding of specific concepts over time. It is based 
on Bayesian probability theory and is commonly used in educational technology to 
personalise learning and adapt to the student’s needs. The BKT algorithm models 
student learning as a series of transitions between different states of knowledge. 
There are two main states: ‘knowing’ and ‘not knowing’ a concept. The algorithm 
uses a set of parameters to represent the probability of transitioning between these 
states based on student performance on assessments or other activities. For example, 
let us say a student is learning about the concept of photosynthesis in a biology 
class. Initially, the student may not know anything about the concept. As they learn 
more, they may start to understand some aspects of it, but they may not yet have 
a complete understanding. Over time, as they learn more and practice applying the 
concept, they may develop a solid understanding of it. The BKT algorithm uses 
student performance data, such as answers to multiple-choice questions or scores 
on assessments, to update the student’s probability of ‘knowing’ the concept. As 
the student answers more questions correctly, the algorithm updates the probability 
of the student ‘knowing’ the concept, and as the student answers more questions 
incorrectly, the algorithm updates the probability of the student ‘not knowing’ the 
concept. Another example is, when a student is taking an online course, the algo-
rithm tracks their progress over time by analysing their interactions with the course 
materials, such as how much time they spend on each module or how often they 
access certain resources. As the student progresses through the course, the algorithm 
uses this information to update the student’s probability of ‘knowing’ the concepts 
covered in the course. 

Here is an example of a simple implementation of the Bayesian knowledge tracing 
algorithm using Python: 

# import necessary libraries
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import numpy as np 

# define the initial knowledge state for each student 

# 0 represents not knowing the concept, 1 represents knowing the concept 

student_knowledge = np.array([0, 0, 0, 0, 0])  
# define the transition probabilities 

# probability of transitioning from not knowing to knowing the concept 

p_transition = 0.2 
# probability of transitioning from knowing to not knowing the concept 

p_forgetting = 0.1 
# define the prior probabilities 

# probability of a student answering correctly on a question they do not know 

p_guess = 0.1 
# probability of a student answering correctly on a question they know 

p_slip = 0.9 
# define the student’s answers for each question 

answers = np.array([1, 0, 1, 1, 0]) 
# Iterate through each question 

for i in range(len(answers)): 
# calculate the likelihood of the student’s answer 

likelihood = p_guess + (student_knowledge * p_slip) + ((1– 
student_knowledge) * (1–p_guess)) 

# update the student’s knowledge state 
student_knowledge = student_knowledge + (p_transition * (answers[i]– 

student_knowledge))–(p_forgetting * student_knowledge * (1–answers[i])) 
student_knowledge = np.clip(student_knowledge, 0, 1) 
print(student_knowledge) 

This is a basic example that is used to track the student’s performance data during 
their learning process of photosynthesis concept in a biology class. The student’s 
initial knowledge state is defined as not knowing the concept, and the transition 
probabilities are defined as the probability of transitioning from ‘not knowing’ to 
‘knowing’ the concept is 0.2, and the probability of transitioning from knowing to 
not knowing the concept is 0.1. Then, we define the prior probabilities, which are 
the probability of a student answering correctly on a question they do not know 
and probability of a student answering correctly on a question they know. Then, we 
have an array of student’s answers for each question, and using these answers, we 
calculate the likelihood of the student’s answer and update the student’s knowledge 
state. This is a simple example, and in practice, the algorithm would be more complex,
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considering multiple factors such as the difficulty level of the question, the student’s 
performance on previous questions, and so on. 

19 Predictive Modelling on the Previous Performance 
and Adjusting the Difficulty Level and Content 
of Questions 

Predictive modelling is a type of machine learning that is used to predict future 
outcomes based on past data. In the context of education, predictive modelling is 
used to predict student performance based on the previous performance and adjust 
the difficulty level and content of questions accordingly [32]. Here are three examples 
of how predictive modelling is used in education: 

Adaptive Testing: Predictive modelling is used in adaptive testing to adjust the diffi-
culty level of questions based on the student’s previous performance. For example, 
if a student answers a series of questions correctly, the algorithm may increase the 
difficulty level of the next question to challenge the student. Conversely, if a student 
answers a question incorrectly, the algorithm may decrease the difficulty level of the 
next question to provide additional support. 

Student Retention: Predictive modelling is used to predict which students are at risk 
of dropping out of a course or programme based on the previous performance and 
other factors such as attendance and engagement. By identifying students at risk, 
educators take proactive steps to provide additional support and resources to keep 
them on track. 

Personalised Learning: Predictive modelling is used to personalise learning for each 
student by predicting which concepts and materials they are likely to struggle with 
and providing additional resources and support [33]. For example, an algorithm may 
analyse a student’s performance data and predict that they will have difficulty under-
standing a particular concept. The algorithm then recommends activities, videos, 
or other resources that are specifically designed to help students understand that 
concept. 

AI-powered systems are used to grade written assignments, such as essays and short-
answer questions, by using NLP and ML [34]. These systems are used to automate the 
grading process, which saves time and resources for teachers and educators. Here are 
some examples of how AI-powered systems are used to grade written assignments: 

Automated Essay Grading: These systems use NLP techniques to analyse the 
grammar, vocabulary, coherence, and cohesiveness of the essay and provide feed-
back to the student. This is used to improve student writing skills and help them 
understand their strengths and weaknesses.
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Short-answer question grading: AI-powered systems are used to grade short-answer 
questions. These systems use NLP techniques to understand the student’s response 
and determine whether it is correct or not. They also provide feedback on the student’s 
answers and suggest alternative answers. These systems are used to grade questions 
in subjects such as math and science, where the answers are typically specific and 
objective. 

ML-based systems: ML-based systems are trained to grade written assignments. 
These systems use supervised learning techniques to train on a dataset of annotated 
essays or short-answer questions. Once trained, the system automatically grades 
new essays or short-answer questions, providing a score and feedback. This is 
used to improve student writing skills and help them understand their strengths and 
weaknesses. 

20 Tracking Student Attendance Using Facial Recognition 

AI-powered systems are used to track student attendance using techniques such as 
facial recognition and machine learning (ML). These systems automate the process of 
tracking attendance, which saves time and resources for teachers [35]. One example 
of an AI-powered system used for tracking student attendance is a facial recognition 
system. These systems use computer vision techniques to capture images of students 
as they enter the classroom. The system then uses facial recognition algorithms to 
match the captured image to a pre-existing database of student images. This is used 
to automatically record attendance for each student as they enter the classroom. 
Another example of an AI-powered system used for tracking student attendance is 
an ML-based system. These systems use supervised learning techniques to train on 
a dataset of student images and corresponding attendance records [36]. 

Once trained, the system automatically detects and recognises students based 
on their images and records their attendance. AI-powered systems are also inte-
grated with mobile-based attendance tracking applications. These applications use 
the camera of a mobile device to capture images of students and use facial recog-
nition algorithms to match the image to a pre-existing database of student images. 
This is used to automatically record attendance for each student as they enter the 
classroom. Facial recognition is becoming more popular in schools, universities, and 
other educational institutions, due to its ease of use, accuracy, and ability to integrate 
with other systems.
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21 Optimization Algorithms to Schedule Classes, Meetings, 
and Other Events in Universities 

AI-powered systems are used to schedule classes, meetings, and other events in 
universities by using techniques such as optimization algorithms. These systems 
automate the process of scheduling, which saves time and resources for administra-
tors and educators. Here are some examples of how AI-powered systems are used to 
schedule events in universities: 

Room Scheduling: One example of an AI-powered system used for scheduling classes 
and meetings is a room scheduling system. These systems use optimization algo-
rithms such as linear programming or mixed-integer programming to schedule classes 
and meetings in the most efficient way possible. These systems take into account 
factors such as room capacity, availability, and the schedules of both instructors and 
students to find the best possible schedule. 

Class Scheduling: Another example of an AI-powered system used for scheduling 
classes is a class scheduling system. These systems use optimization algorithms 
to generate a schedule that meets the needs of both students and instructors. For 
example, it takes into account the availability of instructors, the number of students 
enrolled in each class, and the preferred class times of students. 

Meeting Scheduling: AI-powered systems are also used to schedule meetings. These 
systems use optimization algorithms to find the best time and location for a meeting 
based on the availability of attendees. For example, it takes into account the time 
zones of remote attendees and finds a time that works for everyone. 

22 Predictive Modelling to Foresee and Forecast Student 
Performance: Linear Regression, Decision Trees, 
and Neural Networks 

Predictive modelling is a powerful tool that is used to predict student performance 
based on the previous performance data. There are several different techniques that 
are used for this purpose, including linear regression, decision trees, and neural 
networks. One example of how predictive modelling is used to predict student perfor-
mance which is using linear regression. In this case, a linear regression model is 
trained on a dataset of past student performance data, including factors such as the 
previous test scores, grades, and attendance records. The model is used to predict a 
student’s future performance based on their past performance data. Another example 
is using the decision tree algorithm, where it is used to predict student performance 
by analysing factors such as the previous test scores, grades, and attendance records. 
The decision tree algorithm constructs a tree-like model based on this data, with the 
branches of the tree representing different combinations of factors that are thought to
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influence student performance. By analysing the tree, the algorithm identifies patterns 
in the data that are associated with high or low student performance and uses these 
patterns to make predictions about future performance. A third example is using 
neural network, where it is trained on a dataset of past student performance data, 
including factors such as the previous test scores, grades, and attendance records. 
The neural network would then be used to make predictions about future student 
performance based on the patterns, it has identified in the data. 

23 Knowledge Maps for Generating Personalised Learning 
Materials 

The ‘concept mapping’ approach involves mapping out the relationships between 
different concepts in a subject area and identifying areas where a student may need 
extra support. The AI system analyses the student’s performance on assessments, 
their progress, and their learning style to determine which concepts they have diffi-
culty with and create a personalised learning plan to address those areas. Another 
example is using a technique called ‘knowledge tracing’. This approach involves 
tracking a student’s understanding of specific concepts over time, by analysing their 
performance on assessments and activities. The AI system then uses this informa-
tion to identify areas where the student needs extra support and generate personalised 
learning materials to address those areas. A third example is using a technique called 
‘adaptive learning’. This approach involves the use of ML algorithms to analyse 
student performance data and adjust the difficulty level and content of questions 
based on the student’s level of understanding. The AI system then uses this infor-
mation to generate personalised learning materials that are tailored to the student’s 
individual needs. 

24 AI-Powered Chatbots for Generating Personalised 
Quizzes and Practice Problems 

Chatbots are used to generate personalised quizzes and practice problems by 
engaging students in natural language conversations. One example of an AI-powered 
chatbot used for this purpose is ALEKS, which stands for assessment and learning in 
knowledge spaces. ALEKS uses NLP to understand student responses and generate 
personalised quizzes and practice problems that are tailored to the student’s level of 
understanding. The chatbot uses a combination of rule-based systems and machine 
learning algorithms to generate questions that are appropriate for the student’s current 
level of knowledge. Another example is Querium’s ‘The Virtual Writing Tutor’ which 
is an AI-powered chatbot that helps students improve their writing skills. It uses 
natural language processing to understand student responses and provide feedback
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on grammar, punctuation, and style. The chatbot also generates personalised quizzes 
and practice problems to help students improve their writing skills. A third example 
is the AI-powered chatbot called ‘Jouko’ developed by the University of Jyväskylä, 
Finland. Jouko provides students with personalised feedback on their understanding 
of mathematical concepts and problems. The chatbot uses NLP to understand student 
responses and generates personalised quizzes and practice problems that are tailored 
to the student’s level of understanding. 

25 Conclusion 

AI has completely revolutionised the formal education space in several ways. AI 
is used to analyse student performance data and adapt the curriculum and teaching 
methods to the individual needs of each student. This has led to a more efficient 
and effective learning experience. AI-powered intelligent tutoring systems provide 
students with immediate feedback and guidance and help teachers identify areas 
where students need extra support. AI is used to create adaptive assessments that 
adjust the difficulty level and content of questions based on the student’s performance. 
AI helps automate administrative tasks such as grading, attendance, and scheduling, 
freeing up more time for teachers to focus on instruction. AI-powered virtual teaching 
assistants assist teachers in monitoring student progress, providing feedback, and 
answering student questions in real time. AI is used to generate personalised learning 
materials, such as quizzes, practice problems, and summaries that are tailored to each 
student’s needs. With the help of AI, the learning process is continuous and lifelong, 
as AI tracks students’ progress and adjusts the learning path accordingly, which 
helps in keeping the students motivated and engaged. AI is used to predict student 
performance based on the previous performance and generate personalised quizzes 
and practice problems that are tailored to the student’s current level of understanding. 
AI-based on-demand learning platforms provide students with customised learning 
experiences based on their interests, goals, and learning styles. AI is used to enhance 
the remote learning experience by providing interactive, engaging, and personalised 
content, as well as real-time support and feedback. It is important to note that whilst 
AI has revolutionised the formal education space, its implementation should be done 
with care, taking into consideration the ethical, privacy, and equality implications. 
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Human Activity Recognition Using 
CNN-Attention-Based LSTM Neural 
Network 

P. Pravanya, K. Lakshmi Priya, S. K. Khamarjaha, K. Buela Likhitha, 
P. M. Ashok Kumar, and R. Shankar 

Abstract In the past years, understanding human behavior and classification of 
human actions and intentions by researching human activity recognition (HAR) 
using traditional pattern recognition has made great progress. In this paper, a novel 
approach is proposed based on convolutional neural network (CNN) and attention-
based long short-term memory (attentıon LSTM) architecture. Human activity recog-
nition (HAR) or recognizing human behavior is one of the challenging tasks due 
to human tendencies as the activities are not only complex but also multitasking. This 
deep learning-based long short-term memory network using convolutional neural 
networks (CNN-attentıon LSTM) architecture predicts the activities performed by 
humans and improves the accuracy by reducing the complexity of raw data and also 
by removing unnecessarily complex data. The convolutional layers act as a feature 
extractor, where they learn hierarchical representations of the image by applying 
multiple filters to the input image and passing the resulting feature maps through 
multiple activation functions. These learned features are then used as input to another 
classifier, such as a attention LSTM networks, to make the final prediction. On 
the internal UCF50 dataset, the proposed model achieves an 84.43% accuracy. The 
outcomes demonstrate that the suggested model is more robust and capable of activity 
detection than some of the results that have been reported. 

Keywords Human activity recognition · Deep learning · Convolutional neural 
network · Activity recognition 

1 Introduction 

Human activity recognition (HAR) is a field of study that involves the identification 
of specific movements or actions of a people. HAR is crucial to daily life since it
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can gather information about human behavior from datasets [1]. Research on human 
activity recognition has become popular as it is one of the human and computer inter-
action applications. The main purpose of human activity recognition is to recognize 
a person through different technologies and devices like cameras, sensors, loca-
tion sensors, inertial sensors, etc. [2]. People can classify human motion just by 
obtaining the information that is used for feature extraction of the activities that are 
performed daily [3]. Human activity recognition has numerous applications in real-
time, and some of them involves the detection of human activities through surveil-
lance camera (CCTV), home behavior analysis, medical assistance, etc. [4]. Figure 1 
is the proposed CNN-attention LSTM framework. 

Due to the rapid increase in technologies and advancement of computer vision, 
field researchers have been studying the various architectures in activity recognition

Fig. 1 Illustration of the whole proposed CNN-attention LSTM framework 
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Fig. 2 Flowchart of the whole proposed CNN-attention LSTM network 

to improve the accuracy of the recognition. The advancements in AI have provided a 
great opportunity for the evolution of HAR in various application domains [5]. The 
basic neural network strategy will not provide you with the level of accuracy that 
you will receive from a deep neural network (DNN) methodology, machine learning 
techniques for evaluating the act detection tasks in the primary trust heuristic manual 
feature extraction [6]. Figure 2 is the proposed CNN-attention LSTM network. 

2 Lıterature Survey 

Recently, there has been a significant amount of research which is carried in this area 
of study in the computer vision field. Authors have developed a variety of methods
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like deep learning methods that use in CNN and attention-based methods and clas-
sical machine learning and artificial intelligence to identify human actions in video 
streams. In the last ten years, researchers have primarily developed effective HAR 
via features engineering systems using conventional machine learning approaches. 
Deep learning techniques are now used by researchers to extract the sequential data. 

Convolutional neural networks, also known as CNNs, are a form of frequently 
used AI neural network for object and object detection and classification. Recent 
studies have shown that convolutional neural network (CNN) has a great scope for 
the improving accuracy of human activity recognition. CNN is greatly used for the 
detection of human activities by taking spatial data as input [7]. The capacity of 
convolutional neural networks to extract both complex and basic human movements 
hierarchically makes them particularly powerful for recognizing patterns in human 
behavior [8]. A deep learning spec that learns directly from knowledge could be a 
convolutional neural network CNN which is terribly useful for recognizing objects, 
classes, and classes in photos by trying to find patterns within the pictures. They will 
be quite helpful for categorizing signals, time series, and audio knowledge [9]. 

Among the most effective architectures for HAR is attentıon LSTM. Attentıon 
LSTM is similar to conventional methods in that it does not merge time steps like 
the convolutional neural network does to detect relationships in data in the temporal 
dimension (CNN). The attentıon LSTM network provides outstanding performance 
and a variety of possible applications. A long-term memory network is sequential 
system that facilitates information persistence. It can handle the vanishing gradient 
issue that the recurrent neural network experience [10]. To avoid the vanishing 
gradient, attentıon LSTMs were developed, and as a result, an attentıon LSTM cell 
may retain context for extended input sequences. 

The attentıon LSTM architecture can be utilized to reliably solve tasks involving 
sequential data, such as time series prediction, speech recognition, and language 
translation [11]. Because attentıon LSTM has a specific structure for remembering 
information for a longer period of time, gradients can progress smoothly over time. 
By comparing the information already stored in the internal memory with the recently 
entered information, input gateways and forget gated regulate how to overwrite the 
knowledge [12]. 

Attentıon LSTM learns the patterns every 12 periods and not only incorporates the 
past predictions but also preserves a longer-term context which will resolve the long-
term reliance issue that is faced by other models several continual neural networks 
can learn long-run dependencies, notably in tasks involving sequence prediction. 
Apart from singular knowledge points like photos, and attentıon LSTM feedback 
connections, creating it capable of processing the entire sequence of information. This 
has uses in artificial intelligence and speech recognition, among others. A singular 
version of RNN known as attentıon LSTM exhibits exceptional performance on a 
large variety of problems. 

The CNN attentıon LSTM design combines attentıon LSTMs, a dense layer that 
allows sequence prediction, with convolutional neural network (CNN) layers at the 
front end to aid with extracting features from training dataset. The combination 
of CNN and attentıon LSTM is a deep learning neural network that could quickly
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separate and categorize active features while emulating the feature extraction process 
within the approach by only using a few fundamental parameters the CNN-attentıon 
LSTM architecture is the best approach for processing input data in which the image 
passes through several filters of CNN that extract several features. Video labeling, 
image labeling, and activity recognition are the three main uses of the CNN-attentıon 
LSTM. 

3 Methodology 

Several neural network techniques are available at the moment. The aim of this paper 
is to ensure the CNN-attentıon LSTM model’s ability to detect different actions. A 
training dataset will be used by CNN’s supervised algorithm to capacity to efficiently 
deep knowledge. The following are the strategies used for this proposed approach: 
1. feature extraction using CNN, 2. convolutional attentıon LSTM network. 

3.1 Feature Extraction Using CNN 

The procedure of feature extraction original cast the content of the original data 
gathering while translating made from raw information into numerical features that 
may be processed. Instead of doing it manually, CNN applies a feature extractor in 
the training phase. The proposed work uses VGG19, which is a deep convolutional 
neural network (CNN) architecture that was proposed by the visual geometry group 
(VGG) at the University of Oxford. It is a well-known and widely used architecture 
for image classification tasks due to its high accuracy and robust features. 

When using VGG19 (as shown in Fig. 3) for feature extraction, the basic idea of 
the present work is to remove the fully connected layers of the network and keep only 
the convolutional layers. The convolutional layers act as a feature extractor, where 
they learn hierarchical representations of the image by applying multiple filters to 
the input image and passing the resulting feature maps through multiple activation 
functions. These learned features are then used as input to another classifier, such as 
a attention LSTM networks, to make the final prediction.

It is a 19-layer deep network, consisting of 16 convolutional layers and 3 fully 
connected layers. VGG19 consists of multiple blocks of convolutional layers, each 
followed by a max pooling layer, which reduces the spatial resolution of the feature 
maps. This results in a reduction of computational complexity and helps the network 
to focus on the most important features of the image. 

The summary of the VGG 19 architecture:

• Input layer: The input layer takes a 224 × 224 × 3 color image as input, where 
the three channels represent the red, green, and blue color channels.
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Fig. 3 VGG19 convolutional

• Convolutional layers: The convolutional layers apply multiple filters to the input 
image and learn hierarchical representations of the image. In VGG19, there are 
16 convolutional layers in total, where each layer consists of multiple filters of 
different sizes and shapes.

• Max pooling layers: The max pooling layers reduce the spatial resolution of the 
feature maps, resulting in a reduction of computational complexity. There are 8 
max pooling layers in VGG19, each followed by a convolutional layer.

• Fully connected layers: The fully connected layers connect every neuron in the 
previous layer to every neuron in the next layer. In VGG19, there are 3 fully 
connected layers, each followed by a ReLU activation function. 

First, a pre-trained VGG19 model is loaded. A pre-trained model is one that has 
already been trained on a large dataset, and its parameters have been optimized. In 
this case, the model has been trained on the ImageNet dataset, which contains over 
a million images. The input image is then passed through the pre-trained VGG19 
model. The input image is first resized to the required size (224 × 224 pixels) and 
normalized to have values between 0 and 1. The activations of the convolutional 
layers are extracted and used as features. The activations represent the feature maps 
of the image, and these feature maps capture the hierarchical representations of the 
image at different levels of abstraction. 

The extracted features are then used as input to a classifier, such as an attention 
LSTM networks. This classifier is then trained on a smaller dataset to classify the 
images based on the learned features. Finally, the trained classifier is used to make 
predictions on new, unseen images. The image is passed through the pre-trained
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VGG19 model to extract the features, and the classifier is then used to make the final 
prediction based on these features. 

3.2 Attentıon LSTM Network 

Attention LSTM networks are a type of recurrent neural network (RNN) that incorpo-
rate the concept of attention mechanisms. Attention mechanisms allow the network 
to dynamically focus on the most important parts of the input sequence, rather than 
using a fixed-length representation. 

In the case of an attention LSTM network, the attention mechanism is applied to 
the hidden state of an LSTM network, allowing the network to dynamically attend 
to different parts of the input sequence at each time step. This helps the network to 
better capture the dependencies between the input elements and the output, leading to 
improved performance on tasks such as language translation and text classification. 

The attention LSTM network (as shown in Fig. 4) consists of an encoder and a 
decoder, where the encoder processes the input sequence, and the decoder produces 
the final output. In this paper, we decoder as two nodes, with each node representing 
two classes. At each time step, the attention mechanism computes a weight for each 
element in the input sequence, indicating its importance for the current task. These 
weights are used to compute a weighted sum of the hidden states, which serves as 
the input to the next time step of the decoder. 

The input for the attentıon LSTM cell can be a set of time series data or a 3D tensor 
with shape (samples, time steps, or features). A 4D tensor with shape is provided 
as an input to the convolution layer from a collection of images (samples, channels, 
rows, cols). The samples, time steps, channels, rows, and cols fields of a 5D tensor 
that reflects a set of images that has been gathered over time. 

Attention-LSTM provides a summary of the procedure for creating attention 
weights and additional data and input data features based on attentıon LSTM. 

at = f1(at−1, zt) (1)

Fig. 4 Attention-LSTM 
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In attention LSTM and a, f 1 are non-linear activation functions. It is the size of 
the concealed state at time t and is the hidden state at time t, and attentıon LSTM 
is used as f 1 to overcome the attention LSTM dependence issue that shows in time 
series prediction. 

α
p 
t = vT tanh(K1.

[
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] + K2z
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In this model, we include an attention mechanism for a given features sequence 
using a deterministic attention model. The vector v and the metrics are the model’s 
learnable parameters. Comprising of parts and elements, the i-th item measuring the 
weight of the p-th input feature sequence at time t. The vector v and the matrices K1, 
K2 make the model’s learnable parameters. 

An attention weight, or p, indicates how much emphasis should be paid to the 
kth feature sequences. The weighted input feature sequence yt, which represents the 
output of the attention model at time t, can also be obtained as follows: 
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the attention-LSTM model is then improved by substituting the new computed yt for 
zt in equations through model. 

4 Experımental Result and Discussions 

In order to evaluate our model, we collected the multiple different human activities 
images with a camera. There are different people with different activity as mentioned 
in the image. Firstly, we will describe the use model with the combination of CNN and 
attention LSTM methods. Next, we created the model and implemented it. Finally, the 
experimental results are presented from this study’s investigation of human activity 
recognition. 

We install a Python library pafy to retrieve metadata. And imported the libraries 
of TensorFlow and keras with the sequential, to_categorical, EarlyStopping, and 
plot_model. The parameters used for the proposed work are shown in Table 1.

Datasets: We download and extract the UCF50 dataset. This dataset is traditionally 
used for realistic action recognition. Get the names of all categories in UCF50 data 
sets to and generate a list of 20 random values as there are 50 action categories. In 
this prospective work, we used the 16 photos of humans with different activity. We 
used sample images of different activity. Iterating through all the generated random 
values and retrieve a class name with random values. Converting the frames from
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Table 1 Experimental 
parameters 

Parameter Value 

Size of input vector 4096 

Size of batch 32 

Epochs 20 

Learning rate 0.001 

Regularization rate 0.025 

Probability of dropout 0.2 

Activation function ReLU 

Optimization Adam 

Output layer Softmax

BGR into RGB format to display the frames. Specifying the frames of the video as 
that will fed to model as the sequence. Projected a list to store the video frames. The 
video capture object is used to read the video file stored in disk. Gathering the total 
number of frames in the video. If the frame is not read successfully, then normalize 
the resize frame. As normalize the resize frame by dividing it with the 255 pixel so 
that each pixel values between 0 and 1. Proclaim an empty list and fill with the values 
for the features, labels, and video file paths. Here, keras’s to_categorical method is 
used to convert the labels into one-hot-encoded vector. 

i. Normalized confusion matrix 

A confusion matrix which is presented as a tabular used to demonstrate how the 
model works. The number of inputs that are labeled correctly are represented in 
diagonal of the matrix, and the number of inputs that are labeled incorrectly are 
represented in the non-diagonal of the matrix. In the normalized confusion matrix, 
the sum of each row in a balanced is 1.00. 

The neural networks are proven that are very effective in the recognition of 
activities. To built the model of the human activity recognition, we use the Keras 
ConvLSTM. The CNN along with LSTM the TensorFlow is used and keras are the 
more effective of implementing of neural network by these approaches the code 
is implemented in functional. Some of the methodology are used in this research 
which is ConvLSTM. By capturing the image of the activity storing the image, in 
the disk to extract the frame of the image. The image classifier objective is to take 
the input as an. The constants such as IMAGE_HEIGHT, SEQUENCE_LENGTH, 
and IMAGE_WIDTH are increased for the better results. After the constants, create 
a function for dataset creation. 

Normalize the resize the frame by dividing it with 255 pixel. Labels were converted 
into one-hit-encoded vectors using the categorical method of a keras package. Split 
our data to create testing sets and training. To avoid bias, the dataset is rearranged 
before splitting. In this research, we implement the first approach by LSTM cells. 
The attentıon LSTM with the convolution included within this architecture, as it is 
capable of recognize spatial features of the data. The Con ALSTM is of taking in
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3-dimensional input. By the ConLSTM for the first layer, the convolution structure is 
applied, sequentially for the second layer, the attentıon LSTM layer is applied. The 
attentıon LSTM is used to overcome the gradient problems, and the attentıon LSTM 
cell is capable of remembering the context of the data for long input sequences. 

The time distributed is a temporary storage of the slices of the input as the input is 
in 3-dimensional. MaxPooling3D accomplishes downsampling of cuboidal pooling 
regions by dividing 3-dimensional input, then computing the maximum of each region 
of the input. Converting the input of multidimensional into flatten, where it is easy to 
handled models trained consistent. Commonly used to get the full connected layer. 
You can add as many dense layer for the process. That every neuron in the dense 
layer can take the all type of input from all other neurons of the previous layer as 
each neural network contains the all the neurons which are connected deeply within 
themselves. As the dense layer classify the image of the input based on the output of 
the convolutional layers, compute the weighted average of its input by the activation 
function. A plot_model() method is used to find the structure of the research model 
that was created. To prevent the overfitting, add an early stopping callback in instance. 
During model compilation, the loss function, the optimizer, and the values will be 
specified. Save the model, here the plot metric() function is used to view visualize 
training and validation loss metrices. 

By val_loss methodology, the value of the cost function and loss of the value of 
cost function are validation data and your training data. To avoid the overfitting of 
the data add some noise by the drop out and use more complete training data. In 
order to reduce the validation loss, decrease network size or to increase dropout. 

In this paper, we use the CNN method along with attentıon LSTM in human 
activity recognition (HAR). The CNN is the best for image data, as to extract spatial 
features in the input, and attentıon LSTM is the very efficient when working with 
the data of sequence as it consider of all the previous input of the data while bring 
out an output. As CNN can able to recognize the activity of the image where input is 
in 3-dimension. As the CNN architecture is capable of accepting the 3-dimensional 
input, the attentıon LSTM is not capable of taking the 3-dinmensional input. Some 
of the methodologies convert the 3-dimensional input into flatten or 1-dimensional. 
The image is divided into small pixels and arranged in the order to detect the activity. 
As the image is passed, then each-every pixel is observed in a sequence way that the 
CNN-attentıon LSTM architecture will recognize what is action which is happening 
in the image. The combination of both CNN and attentıon LSTM approaches in 
the TensorFlow to work very in efficient way in the recognition of the moment in 
the image. The model_evaluation_history function is applied to determine the loss 
and accuracy of the model. The graph represents the loss of the model with the two 
components loss and val_loss. Here, the loss is constant at some place (as shown in 
Figs. 5 and 6).

Firstly, we used UFC50 to find accuracy in activity. The deep CNN-attention 
LSTM with self-attention model was designed to: function as anticipated, we carried 
out a number of tests to thoroughly evaluate the effectiveness of the model discussed 
above. We used one dataset to implement various human activities and the models 
to make some of the classifications on the dataset was initially divided into many
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Fig. 5 Loss curve for CNN-LSTM, CNN-SVM, CNN-Naive Bayes, CNN-attentıon LSTM 

Fig. 6 Accuracy for CNN-LSTM, CNN-SVM, CNN-Naive Bayes, CNN-attentıon LSTM

activities like walking, jogging, sleeping, eating, running, sitting, downstairs, etc. 
We used some methods called convolutıon neural network (CNN) and attention-
long short-term memory (attentıon LSTM) to design and are implemented in our 
paper. Before output parameters, a parallel dense network was used. This parallel 
processing enables the hidden layer to select the best path. Additionally, issues with 
vanishing gradients are avoided via a traces of the previous layer’s connection. We 
show how, given a deep framework, convolution methods are reliable sufficient to be 
immediately applied to raw sensor data in order to extract features that outperform 
prior findings. By omitting hand-made or heuristic features, CNNs have the advan-
tage of minimizing engineering bias. This is particularly important when utilizing 
activity identification techniques in fields with more complex actions or open-ended 
scenarios, where classifiers must adjust to a fluctuating number of classes. To solve
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research challenges like these, we employed the innovative deep CNN-attentıon 
LSTM with the self-attention model. Our chosen method has been compared with 
other different models that we have. Our model of choice performed the best testing 
when compared to these three models, which were sequential attentıon LSTM layers 
(attentıon LSTM-CNN) before the convolution layer, sequential convolution, and 
dropout layers (CNN-attentıon LSTM) before the convolution layer, and parallel 
attentıon LSTM layers (parallel attentıon LSTM-CNN) with the convolution layer 
results, with the UFC50 dataset and 84.44% overall. 

Hence all of the mentioned to match our dataset, all of the aforementioned models 
were therefore constructed with the exact parameters specified in the relevant litera-
ture. Although all models performed adequately on the CNN-attentıon LSTM with 
the self-attention model beat other models in testing data. Thus, it has been proven 
that the deep CNN-attentıon LSTM with self-attention model is useful for the human 
activity recognition technique. 

5 Conclusıon 

The main goal is to propose a novel CNN-attention-LSTM neural network to improve 
the HAR’s ability to detect associated activities. Since attentıon LSTM can handle 
long-term dependencies in time series data and CNN can successfully capture spatial 
information, the proposed model can detect various types of complex human activi-
ties. In the proposed work, CNN is used to extract features, and attentıon LSTM is 
used to classify the human activities. In training phase, we used pre-trained weights 
for VGG19, and Adam optimizer is used as optimization technique for learning 
weights in ALSTM. We got accuracy of 84.4% within 20 epochs. In testing stage, 
unknown test video samples are given to VGG19, followed by ALSTM classifier for 
prediction purposes. We compared the existing work with CNN-SVM, CNN-Naive 
Bayes, and CNN-LSTM models and is found to be better than all state-of-the-art 
techniques. 
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in Indonesia During the Pandemic 
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Abstract The influence of globalization and the rapid development of technology 
is certainly very helpful for our daily lives. Every day people use technology for their 
daily needs, such as seeking knowledge. Developed technology makes it easier for us 
to live our daily lives, especially during a pandemic. These technological advances 
also help the community in dealing with problems that occur during a pandemic. 
During this pandemic, we are required to stay at home. Therefore, the government 
implemented large-scale social restrictions (PSBB). Stay at home if you do not have 
an important need, so that the virus does not spread. The government must find a way 
so that daily activities can be carried out even at home. One of the easiest ways to 
do this is by using an online meeting application. This online meeting application is 
an application that can be used to communicate with one or many people indirectly 
with the help of the Internet. This study aims to determine the impact of using online 
meeting applications during the pandemic and to see the impacts that occur in society. 
The use of easy-to-use online meeting applications is expected to increase consumer 
comfort in daily activities such as studying or working online during a pandemic. 
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1 Introduction 

The impact of the COVID-19 pandemic that hit the world not only has an impact on 
human health but also has an impact on other aspects of life. One aspect that is affected 
is the social aspect of education. Schools and campuses were closed simultaneously 
to prevent the spread of the virus. During this COVID-19 pandemic, the Indonesian 
government implements large-scale social restrictions (PSBB) and has a very large 
impact on our daily activities, and we are unable to go to school, work, and other 
activities because of physical distancing [1]. Because there is physical distancing, 
everything goes online such as online learning, work from home, and others. And 
all using online meeting applications [2]. 

Based on the research background that has been described, here are the issues that 
will be raised in the research: 

1. What is the impact of using online meeting applications during this pandemic? 
Do they have a good or bad impact on community activities? 

In some situations, rather than stating research objectives, researchers will prefer 
to use research questions. In the example below, the objectives stated in the previous 
example are reframed as research questions: 

1. What is online meeting applications? 
2. What is pandemic COVID-19? 
3. What the impact of online meeting applications during pandemic in Indonesia? 
4. How do meeting applications adapt during a pandemic? 
5. What benefits of online meeting applications during a pandemic in Indonesia? 

A research aim will usually be followed by a series of statements describing a 
project’s research objectives. Research objectives indicate in more detail the specific 
research topics or issues the project plans to investigate, building on the main theme 
stated in the research aim [3]. Normally, at least two or three research objectives 
will be stated. It is a good practice to put these in a numbered list so they can be 
clearly identified later in a proposal or report. Here is an example of a set of research 
objectives:

• To explore online meeting applications even more during a pandemic.
• To understand the status and trends of online meeting applications during a 

pandemic.
• Explore the impact of online meeting applications today whether it is having a 

positive or negative impact.
• Find out the impact of online meeting applications for daily activities in Indonesia
• The impact of using online meeting applications in education.
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2 Research Methodology 

This research uses a quantitative approach research method. As mentioned before 
that the quantitative data is data in the form of numbers, or extrapolated quantitative 
data (scoring) [4], so quantitative data is data that has trends that can be analyzed by 
means or statistical techniques. The data can be in the form of numbers or scores and 
is usually obtained using a data collection tool whose answers are ranges of scores 
or weighted questions [5]. 

This study uses primary data and secondary data. Primary data was obtained using 
a questionnaire filled in by 110 respondents online, while secondary data was the 
research method used to collect some of the data obtained by means of the literature 
study method, the method of collecting data obtained by secondary data that are 
collected from published study, research paper, books, journals, Internet, official 
statistical documents and theses, that are related to the impact of online meeting 
application in Indonesia during pandemic [6]. 

3 Literature Review 

The education sector is experiencing changes due to the pandemic COVID-19. 
The government through Letter of the Minister of Education and Culture No. 
36962/MPK.A/HK/2020 about online learning and working from home to prevent 
the spread of COVID-19 as an effort to prevent the spread of COVID-19. The concept 
of e-learning is an ICT-based learning technology (Information and Communication 
Technology) that has been accepted in education. Several studies state that the quality 
of information technology implementation such as e-learning will always be related 
to voluntary user acceptance [7]. With the rapid development of technology so that 
the government is easy to solve the problem, online meeting applications are one way 
that learning can be done even though it is online. Online meetings applications are 
discussion and collaboration activities through the website using audio, video, and 
screen sharing [8]. This activity is organized by the host and attended by participants 
invited by the host. Online meetings are intended for meetings with more interactive 
sessions like offline meetings [9]. 

The participants in the meeting can interact with each other or make voice inter-
ruptions. In this case, the online meeting organizer must be able to control the traffic 
sound and images that will appear. There are several video conferencing applications 
that you can use, such as

• Zoom
• Microsoft Team
• Webex Meeting
• Google Hangout
• Skype
• GoToMeeting
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• Blackboard Collaborate
• Adobe Connect. 

Performance expectations are defined as the extent to which individuals believe 
that the system used can help them achieve benefits in work [10]. Around the 
world, millions of people have left offices following government instructions so that 
employees work from home (work from home). Many people have taken advantage 
of developed technology, especially during a pandemic like now, the existing system 
in online meeting applications is very much needed, for example, using Google 
Meet, which is a feature from Google that can be used to work from home while 
doing social distancing to prevent the spread of the COVID-19 virus. Google Meet 
has added various features so that users can take advantage of the system provided 
by Google Meet. After more and more people started using video conferencing 
applications to work from home during the COVID-19 pandemic, many technology 
companies are updating the features of their teleconferencing applications, including 
Google [11]. 

In the application of e-learning, performance expectations are a construct that 
can improve individuals to use technology [12]. Today’s technology is increasingly 
developing, even Internet security companies that offer anti-virus and firewall prod-
ucts, this is proof that technology is getting advanced. Here are some easy tips you 
can use to keep online safe, including 

1. Make sure the online meeting application is always updated 
2. OS update 
3. Use the registration facility for the online meeting 
4. Please use the waiting room if available 
5. Use a password for event access 
6. Lock the event if all participants are present so that it is not infiltrated by outsiders 
7. Use Internet security products that are reliable and updated and do not burden 

computer performance. 

Advantages of using application meeting online are as follows:

• Large space capacity 

A virtual meeting application must be able to accommodate many participants in one 
conference session. Like meetings in general, virtual meetings usually have a large 
number of participants.

• Support presentation 

It is for those, who want to explain or understand a material more deeply, in the 
online meeting application that can present material files to other participants. Both 
participants and presenters can scribble on the presentation so that it will make it 
easier to deepen the material.

• Video and sound quality
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Fig. 1 COVID-19 pandemic situation [11] 

The video and sound quality in the online meeting application must be good quality, 
because these two things are very important in an online meeting application so that 
users can use it comfortably. 

According to [13], coronavirus is a virus with pandemic potential that can cause 
severe acute respiratory distress and considerable human fatalities, leading to public 
health emergencies. It first declared when it was found at Wuhan, China, on December 
2019 that later spread quickly to several countries since the deployment of the virus 
is easy only by using fluids from humans or even just a simple physical contact with 
other people that have been contained with those fluids (such as, saliva, and other 
bodily fluids and excretions), and it was confirmed by WHO that COVID-19 has 
become a global pandemic on March 2020. As of November 25, 2020, the virus 
was still out there with more than 59.7 million confirmed cases, with more than 
1.4 million deaths attributed to COVID-19 as shown in Fig. 1. 

4 Experimental Result 

The data above is official data that has been collected by the Indonesian government 
regarding the pandemic case that occurred in 2020 nationally in Indonesia. In the 
data that has been collected in the graph, there is a significant increase in active cases 
of corona infection every month, although this is accompanied by an increase in 
healing cases which also continues to increase every month, but still the Indonesian 
people themselves still have a high risk of having this virus due to a lot of active 
cases going on. 

In November 2020, the total of active cases that has been occurred is 65,804 cases. 
With the progress of recovered cases, this might sound like a lot but a relief. But
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considering that the number of active cases is still quite high and even penetrates 
thousands of cases, people still cannot freely leave the house or carry out their daily 
activities, especially those activities that are associated with gathering many people. 
Therefore, most people prefer to carry out activities online or from home to avoid 
being infected with the unwanted coronavirus. 

Based on data collected from a questionnaire that has been made regarding the 
impact of online meeting applications in Indonesia during the pandemic, there are 
103 respondents who respond to the questionnaire with different gender and ages, but 
based on the data collected there were more male respondents than female respon-
dents. There are 59.2% of male respondents, namely 61 people among 103 respon-
dents and 40.8% of female respondents, namely 42 respondents. Respondents who 
gave responses to the questionnaire were also of different ages. There are 61.2% 
respondents aged 19–22 years with a total of 63 out of 103 respondents who gave 
responses. While the rest were aged 13–15 years with a percentage of 11.7% (12 
respondents), 16–18 years with a percentage of 17.5% (18 respondents), and also 
aged more than 22 years with percentage of 9.7% (ten respondents). Figures 2 and 3 
provide the gender distribution and age distribution, respectively. 

A. Gender 

See Fig. 2. 

B. Age 

See Fig. 3. 
Based on the questionnaires distributed, it can be seen from the data above that 

of the 103 respondents, on average the respondents are used to using online meeting 
applications. Only 6.8% (seven respondents) are not used to do it, the remaining 93.2 
(96 respondents). So it can be concluded that online meeting applications are very 
often used during this pandemic. 

C. Are you accustomed to using online meeting applications?

Fig. 2 Gender distribution
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Fig. 3 Age distribution

See Fig. 4. 
Based on the questioners that we have been collected before, online meeting appli-

cations are often used, we can see that from 103 respondents, 87.4% (90 respondents) 
are using Zoom, then at number two there is Google Meet with a percentage of 58.3% 
(60 respondents), and number three is Microsoft Teams with a percentage of 20.4% 
(21 respondents). Figure 4 shows the accustomed online meeting applications. 

D. Online meeting application that you use 

See Fig. 5.
Online meeting applications are often used for the above activities by the respon-

dents like the diagram above, but what respondents most often do is for school 
(education) with a percentage of 73.8% (76 respondents) that is because during a 
pandemic like this, from kindergarten to university, they hold online learning, then in 
number two is for seminars with a percentage of 50.5% (52 respondents) even though 
we hold social distancing, we can still be productive by attending online seminars, 
and number three is for taking part in online events with a percentage of 30.1% (31 
respondents) although we cannot attend events in person we can see online events,

Fig. 4 Accustomed online meeting applications 
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Fig. 5 Online meeting application that you use

such as online music events. Then in other activities that were attended by respon-
dents, such as organizational meetings, thesis guidance, work from home, and even 
to online reunions, the online meeting application that you use is shown in Fig. 5. 

E. What activities do you do using the online meeting application? 

See Fig. 6. 
Based on data collection that has been done before, from 103 respondents there 

are 45.6% (47 respondents) who answered that the existence of online meeting appli-
cations during the pandemic really helped them in meeting the needs of daily activ-
ities. While 35% (36 respondents) answered that the existence of online meeting 
applications during the pandemic helped, 17.5% (18 respondents) answered that it 
was neutral, and 1.9% (two respondents) thought it was not helpful. This shows 
that the online meeting application helps people fulfill their daily activities during 
a pandemic because many people cannot or there is a ban from the government to 
go out of the house. In addition, only two respondents chose “unhelpful” and none 
chose the “very unhelpful” option which means that online meeting applications are

Fig. 6 Activities using the online meeting application 



Impact of Online Meeting Applications in Indonesia During the Pandemic 615

useful and needed by people. Figure 6 shows the activities using the online meeting 
application. 

The use of online meeting applications during the pandemic 

Based on data collection that has been done before, we asked respondents what 
concerns were when using online meeting applications, and the highest concerns 
chosen by respondents were like the diagram above. The highest concern that the 
respondents are worried about is the unstable network problem with a percentage 
of 78.6% (81 respondents), then the concern about buying Internet quota with a 
percentage of 39.8% (41 respondents), then the third is the concern about personal 
data security with a percentage of 27.2% (28 respondents), and the last is supporting 
facilities such as a computer or laptop with a percentage of 17.5% (18 respondents). 
So from the data above, many respondents are worried about networks, costs and 
devices as well as the problem of spreading their personal data, because there was a 
data leak from one of the online meeting applications. Figure 7 is the use of online 
meeting applications during the pandemic. 

The risks using online meeting applications during a pandemic 

Based on data collection that has been done before, we asked what were the advan-
tages of using online meeting applications during this pandemic, many of their 103 
respondents answered that the use of online meeting applications was more flexible 
and efficient, because in this pandemic it could help work remotely by communicating

Fig. 7 Use of online 
meeting applications during 
the pandemic 
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Fig. 8 Risks using online meeting applications 

indirectly using the application. Then because of using the online meeting applica-
tion, the respondents also find it easy to attend online events or seminars because 
they can be used anywhere and of course can also save time and costs for traveling, 
then we can also keep social distancing but can still run or attend events, schools, 
nor work from home. Figure 8 shows the risks using online meeting applications. 

Based on data collection that has been done before, we asked what the disadvan-
tages of using online meeting applications were, and most of the 103 respondents 
mentioned disadvantages such as unstable networks, wasteful quotas, and security 
of personal data, and there are also those who say it is like when the event is running, 
the vibes are not felt, when online learning is difficult to understand the material, it 
is difficult to ask about it, or there is a miscommunication in class. 

5 Conclusion 

From the above research, the researcher can conclude that development technology 
is getting more sophisticated so that if this pandemic can be used properly so that 
activities that are usually carried out continue to be supported using online meeting 
applications. Even companies always use online meeting applications to keep busi-
ness running. Online meeting application is a necessity that is experiencing high 
demand as the only safest and proven alternative to staying in the office amidst the 
outbreak. Participants in this online meeting only need an optional video conferencing 
application installed and an Internet connection. 

In addition, online meeting application is also able to overcome geographic 
problems because everyone can connect without having to think about distance. 
Communication problems can be resolved, and jobs can also be sent via email. 

Online meeting applications, as a learning tool, are widely used by companies 
or individuals that have had an impact on the smooth running of meeting activities. 
In a pandemic situation, online meeting applications help Indonesian citizens to do 
learning, lectures, and of course business.
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Implementation Artificial Neural 
Network on Identification System 
of Neurological Disorder 

Rismayani, Suci Rahma Dani Rachman, Sri Wahyuni, Asmanurhidayani, 
Joe Y. Mambu, and Martina Pineng 

Abstract Applying an artificial neurological network algorithm to a Web-based 
system, this study hopes to discover neural diseases. Critical to this study is identi-
fying neurological states based on symptom data and analyzing them with an artificial 
neural network algorithm. The artificial brain network method is implemented; the 
artificial neural network algorithm is utilized to conduct an analysis that begins with 
the gathering of data in the form of symptoms and kinds of neural illnesses. The 
results of this study are based on an analysis of the identification system for neural 
disorders using an artificial neural network algorithm with an accuracy of 92%. 

Keywords Artificial neural network (ANN) · Identification · Neurological 
disorder 

1 Introduction 

System neurology disorders are disorders or damage that occurs in the human neural 
system that can affect its function. The human neural system is a complex link in 
humans [1]. One of the diseases caused by disorders of the nervous system is stroke. 
Bimo Adi Laksono et al. explain that stroke attacks the brain and then explain the
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cognitive function in post-ischaemic stroke patients [2]. The research problem is how 
to perform an analysis using an algorithm for artificial neural networks in the identi-
fication system of neurological system disorders. This study aims to apply a neural 
network algorithm to identify neural disorders and determine their accuracy. As for 
some of the references used as follows, the education system is a strategy used in the 
learning process to develop the potential that exists in students [3]. The education 
system also impacts the community by providing information or educating the public 
about specific problems, such as disasters [4, 5] and disease in humans [6]. So health 
education is an effort to increase one’s health knowledge about diseases and human 
behaviour to prevent disease and recover from an illness [7]. Then, genetic conditions, 
autoimmune diseases, trauma, mechanical injury, infection, and malignant growths 
such as tumours, cell degeneration, stroke, and structural defects can cause nervous 
system disorders [8]. Although anyone can experience neurological disorders, it does 
not mean everyone understands this condition’s symptoms. So that many symptoms 
are experienced but are not recognized as neurological disorders; however, if left for 
too long and not treated immediately, this condition can become more severe and 
fatal. Common symptoms of neurological diseases are headache, pain, tingling and 
numbness, weakness, and more. Next, a massively distributed parallel processor is 
an artificial neural network (ANN) comprised of basic processing units that may 
store information in the form of experience that is employed in other processes [9]. 
The fundamentals of an artificial neural network (ANN) are governed by three key 
components of a neural model [10], namely:

• The weight or strength of a group of synapses, or linkages, is used to categorize 
them.

• A summarizing adder for the input signals measured each neuron’s synaptic 
strength.

• The purpose of activation is to limit how much the neuron can send out. This 
function is meant to limit the output signal’s amplitude to a certain number. 

The ANN layer has three main layers, namely the input layer, the hidden layer, 
and also the output layer. The input layer is data that is processed in the network, 
then the hidden layer is a bridge from the input and output layers, which can change 
the input into something that is used by the output unit. Furthermore, the output layer 
is a series of transformations in the hidden layer to produce output. 

2 Literature Review 

As for other authors, the suggested automated diagnostic approach has the capacity to 
distinguish Parkinson’s disease (PD) patients from healthy ones, as demonstrated by 
a number of similar investigations done by the researchers before [11–13]. Further-
more, this study shows that with (5-12-3) MLP ANN implemented on the FPGA, 
epilepsy can be diagnosed with a high degree of accuracy (95.14%); the findings 
illustrate the steps towards correct implementation of ANN on the FPGA, which can
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subsequently be utilized as the foundation for application-specific integrated circuit 
(ASIC) design [14]. The Connectome mapping for Alzheimer’s illness, autism spec-
trum disorder, attention deficit hyperactivity disorder, and my electroencephalogram 
signals and granular genetic fingerprints [15]. This research conducted experiments 
with residual neural networks in performing AD classification tasks and compared 
them to the previous studies in the domain with better results with fine-tuned models 
and for all stages of AD with an accuracy of 100%, 96.85%, 97.38%, 97.40%, 
and 98.01% for CN, SMC, EMCI, LMCI, and MCI, respectively [16]. In addi-
tion, eight neuropsychiatric and neurological illnesses, including stroke, Alzheimer’s, 
Parkinson’s, epilepsy, autism, migraine, cerebral palsy, and multiple sclerosis, are 
predicted by a comprehensive assessment of deep learning methodologies [17–19]. 
Discussions provide technical knowledge about popular methods, algorithms, and 
applications in medical diagnosis that have emerged in recent years [20]. The use of 
preprocessing methods before the CNN model improves the accuracy of dementia 
classification [21]. Conduct a neuro-fuzzy systems (NFS) approach to the diagnosis of 
neurologic illnesses in order to identify the most effective NFS technique for clinical 
practice [22]. The discussion used different CNN-based transfer learning approaches 
for classifying Alzheimer’s disease with additional parameters and excellent accu-
racy on the ADNI benchmark dataset [23]. The study uses a convolutional network 
architecture employing frozen features taken from the ImageNet source data set for 
binary and ternary classification in an experiment utilizing the National Alzheimer’s 
Disease Initiative (ADNI) dataset of MRI images [24]. Research that explores the 
challenges of examining paediatric brain development in the context of neurological 
illnesses and providing insight into the possibilities of deep learning approaches on 
tasks including variables and uncertainties [25]. Further, research provides A logical 
introduction to this jargon-filled topic and methods for neuroscientists to compre-
hend, evaluate, and utilize discoveries from this burgeoning discipline [26]. Research 
deep neural network-based portable diagnostic device (DNN) for improved diagnosis 
and evaluation of patients with autism spectrum condition (ASD) [27]. 

3 Method  

3.1 Data Collection and Analysis 

Data were obtained based on interviews with competent experts. In addition, the 
authors conducted a literature study from books, the Internet, and journals related 
to artificial neural networks and nervous system disorders. Furthermore, disease 
symptom data as test data variables were processed as many as 20 variables with 
a target of 5 nervous system disorders in the form of Peripheral Neuropathy, Cell 
Phone Elbow Claw (Paresthesia), Carpal Tunnel Syndrome (Text Claw), iPhosure or 
Neck Text (Neck Pain), and Primary Lateral Sclerosis (PLS).
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Information is transmitted through neuronal synapses. The output is determined 
by the activation function using the weights of the connections. The model of the 
artificial neural network is backpropagation, which minimizes error rate by altering 
the weight of each neuron in response to deviations between production and the 
desired outcome. 

3.2 Data Processing 

The system architecture specifies data processing with two users, namely the adminis-
trative user and the user. The administrator inputs the type of nervous system disorder 
and its symptoms, which constitute the data processing parameter to be analyzed by 
the artificial neural network, as well as the treatment. This solution provides findings 
if there is a neurological system disorder based on ANN; data processing is visible 
from the user’s system contact with the nervous system utilizing an artificial neural 
network. 

3.3 Data Acquisition 

In addition, data acquisition in the form of hardware consisting of 1 Laptop Unit 
with AMD Ryzen 7 processor specifications, HD 1 TB, 8 GB DDR4 RAM, and soft-
ware consisting of Windows Operating System 10, PHP programming language, and 
MySQL database used in the construction of a nervous system disorder recognition 
system employing an artificial neural network. The research method is supported 
by software and hardware that are capable of and compatible with the constructed 
nervous system disease education system. 

3.4 Data Testing 

The testing data used in this study is data on symptoms of nervous system disorders, 
which are used as variables and given a value which can be seen in Table 1 as follows:

Table 2 is a grouping table the targets of nervous system disorders as parameters.
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Table 1 Variables testing 

Variables Value Symptoms 

NV1 1 = Yes 
0 = No 

Pain in the legs, thighs, back, hands, or face 

NV2 1 = Yes 
0 = No 

Difficulty walking, coordination problems, cramps, muscle weakness, or 
reduced muscle mass 

NV3 1 = Yes 
0 = No 

Numbness 

NV4 1 = Yes 
0 = No 

Stiff or tense muscles 

NV5 1 = Yes 
0 = No 

The affected limb will feel weak 

NV6 1 = Yes 
0 = No 

The limbs that describe will feel weak 

NV7 1 = Yes 
0 = No 

The more you feel when you move a standing body 

NV8 1 = Yes 
0 = No 

Feel the cold sensation in the painful part 

NV9 1 = Yes 
0 = No 

A stabbing feeling in the limbs of the branch 

NV10 1 = Yes 
0 = No 

Symptoms of pain in the arm 

NV11 1 = Yes 
0 = No 

Reduced strength in the affected hand or finger 

NV12 1 = Yes 
0 = No 

There is a tingling feeling 

NV13 1 = Yes 
0 = No 

Pain in three fingers (middle finger, index finger, and thumb) 

NV14 1 = Yes 
0 = No 

Dizziness or headache 

NV15 1 = Yes 
0 = No 

If the position of the head is in one place for a long time, it will feel 
excruciating 

NV16 1 = Yes 
0 = No 

The head is difficult to be moved 

NV17 1 = Yes 
0 = No 

Stiffness when walking due to weakened legs 

NV18 1 = Yes 
0 = No 

Weakness or stiffness in one body part that extends to other body parts, 
such as the arms, hands, tongue, and mouth 

NV19 1 = Yes 
0 = No 

Changes in speech ability (hoarse, slow, or slurred) and saliva often comes 
out of the mouth due to weakened facial muscles 

NV20 1 = Yes 
0 = No 

Swallowing or breathing in the advanced stages of the disease
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Table 2 Disorder target 

Variable Value Information 

ND1 1 Neuropati Peripheral, 

ND2 2 Cell Phone Elbow Claw (Paresthesia) 

ND3 3 Carpal Tunnel Syndrome (Text Claw) 

ND4 4 iPhosture or Text Neck (Neck Pain) 

ND5 5 Primary Lateral Sclerosis (PLS) 

4 Result and Discussion 

4.1 Experiment 

Furthermore, the symptom variable of nervous system disorders was made for the 
experimental analysis. A variable NV was allocated to the goal or category of nervous 
system disorders and the parameter limitations for the disorder’s symptoms. The 
objective or kind was varied ND; the experiment was carried out using determinants 
based on variables results which is shown in Table 3.

4.2 Test Accuracy 

Moreover, the accuracy of the tests is dependent on variables and goals evaluated by 
the system’s artificial neural network for neurological system disorders, follow: 

Accuracy = Data Valid 

Testing Total 
× 100% 

Accuracy = 23 
25 

× 100% = 92% 

Table 4 is a test for the accuracy of the education system in recognizing neurolog-
ical diseases utilizing ANN, which results in an accuracy of 92%. Twenty-five tests 
were conducted, resulting in 23 valid values and two invalid tests. Five tests were 
conducted for every category/target of nervous system problems.

Logic testing uses a white box where the neural network algorithm is used in the 
implementation of the education system to identify neurological system disorders 
which is described in the form of a flowchart with the results of the testing process 
on the main page, and 3 regions are obtained, namely R1, R2, and R3, meaning 
that there are 3 areas that bounded by edges and nodes. Then, we get 3 cyclomatic 
complexity (CC), meaning that there are 3 conditions in the programme that connect 
the initial node to the final node.
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Table 3 Experiment 

Variables Target 

ND1 ND2 ND3 ND4 ND5 

NV1 1 0 0 0 0 

NV2 1 0 0 1 1 

NV3 0 1 1 1 1 

NV4 0 1 0 1 1 

VN5 0 1 0 1 0 

NV6 0 1 0 1 0 

NV7 0 1 0 0 0 

NV8 0 1 0 0 0 

NV9 0 1 0 0 0 

NV10 0 0 1 0 0 

NV11 0 0 1 0 0 

NV12 0 0 1 0 0 

NV13 0 0 1 0 0 

NV14 0 0 0 1 0 

NV15 0 0 0 1 0 

NV16 0 0 0 1 0 

NV17 0 0 0 0 1 

NV18 0 0 0 0 1 

NV19 0 0 0 0 1 

NV20 0 0 0 0 1 

Establishment of training variables 
Neuronal density in the hidden layer = 20 
Learning rate (a) = 0.1 
Time limit = 1000 
Target error = 0.01

5 Conclusion 

Using the artificial neural network method, this research creates the public which can 
utilize a Web-based technology to identification neurological system disorders. Based 
on the white box test, it was determined that there were no logical mistakes in the test 
findings. In addition, valid findings were achieved from the functional testing that 
was conducted. The implementation of an artificial neural network (ANN) method 
in the educational system may evaluate symptom data to diagnose nervous system 
disorder so that it may be adopted as a preventative or therapeutic intervention. Based 
on the accuracy test, 25 attempts with each target yielded a score of 92%. Five times 
with various symptoms, these categories were examined. As for future system work,



626 Rismayani et al.

Table 4 Accuracy testing 

Number Symptom System Target Accuracy 

1 NV1,NV2 Neuropati Peripheral 
(ND1) 

Neuropati Peripheral 
(ND1) 

Valid 

2 NV1, NV2, NV3 Neuropati Peripheral 
(ND1) 

Neuropati Peripheral 
(ND1) 

Valid 

3 NV1, NV2, NV3, NV4 Neuropati Peripheral 
(ND1) 

Neuropati Peripheral 
(ND1) 

Valid 

4 NV1, NV2, NV3, NV4, 
NV5 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Neuropati Peripheral 
(ND1) 

Invalid 

5 NV1, NV2, NV3, NV4, 
NV5, NV5 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Neuropati Peripheral 
(ND1) 

Invalid 

6 NV3, NV4, NV5, NV6, 
NV7, NV8, NV9, 
NV10 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Valid 

7 NV3, NV4, NV5, NV6, 
NV7, NV8, NV9, 
NV10, NV11 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Valid 

8 NV3, NV4, NV5, NV6, 
NV7, NV8, vV9, 
NV10, NV11, NV12 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Valid 

9 NV3, NV4, NV5, NV6, 
NV7, NV8, NV9, 
NV10, NV11, NV12, 
NV13 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Valid 

10 NV3, NV4, NV5, NV6, 
NV7, NV8, NV9, 
NV10, NV11, NV12, 
NV13, NV14 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Cell Phone Elbow 
Claw (Paresthesia) 
(ND2) 

Valid 

11 NV3, NV11, NV12, 
NV13, NV14, NV15 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Valid 

12 NV3, NV4, NV11, 
NV12, NV13, NV14, 
NV15, 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Valid 

13 NV3, NV4, NV5, 
NV11, NV12, NV13, 
NV14, NV15 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Valid 

14 NV3, NV4, NV5, NV6, 
NV11, NV12, NV13, 
NV14, NV15 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Valid 

15 NV3, NV4, NV5, NV6, 
NV7, NV11, NV12, 
NV13, NV14, NV15 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Carpal Tunnel 
Syndrome (Text Claw) 
(ND3) 

Valid

(continued)
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Table 4 (continued)

Number Symptom System Target Accuracy

16 NV2, NV3, NV4, NV5, 
NV6, NV16, NV17, 
NV18 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

Valid 

17 NV2, NV3, NV4, NV5, 
NV6, NV7, NV16, 
NV17, NV18 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

Valid 

18 NV2, NV3, NV4, NV5, 
NV6, NV7, NV8, 
NV16, NV17, NV18 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

Valid 

19 NV2, NV3, NV4, NV5, 
NV6, NV7, NV8, NV9, 
NV16, NV17, NV18 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

Valid 

20 NV2, NV3, NV4, NV5, 
NV6, NV7, NV8, NV9, 
NV10 NV16, NV17, 
NV18 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

iPhosture or Text Neck 
(Neck Pain) (ND4) 

Valid 

21 NV2, NV3, NV4, 
NV18, NV19, NV20 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Valid 

22 NV2, NV3, NV4, NV5, 
NV18, NV19, NV20, 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Valid 

23 NV2, NV3, NV4, NV5, 
NV6, NV18, NV19, 
NV20, 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Valid 

24 NV2, NV3, NV4, NV5, 
NV6, NV7, NV18, 
NV19, NV20, 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Valid 

25 NV2, NV3, NV4, NV5, 
NV6, NV7, NV8, 
NV18, N19, NV20, 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Primary Lateral 
Sclerosis (PLS) (ND5) 

Valid

development may be undertaken using Android-compatible views and algorithms 
that are more exact and relevant, employing a variety of ANN models. 

Acknowledgements The authors would like to thank DRPM SIMLITABMAS KEMDIKBUD 
RISTEK and LLDIKTI Wilayah IX 2021 at Indonesia for Research Fund Support to the author 
and the University of Dipa Makassar, who has given the author with the necessary knowledge and 
assistance to finish this study properly. 

References 

1. Akil Musi M, Nurjannah (2021) Neurosains: Menjiwai Sistem Saraf dan Otak. Prenada Media



628 Rismayani et al.

2. Laksono BA, Widyastuti K, Trisnawati SY (2019) Profil gangguan fungsi kognitif pada pasien 
pasca stroke iskemik di RSUP Sanglah Denpasar Bali, Indonesia periode 2019. Intisari Sains 
Medis, p 4 

3. Miningou EW, Tapsoba MSJ (2017) Education systems and foreign direct investment: does 
external efficiency matter? International Monetary Fund 

4. Rismayani, Paliling A (2021) Buku Sistem Game Edukasi Penanggulangan Bencana Banjir. 
Buku Deepublish. https://penerbitbukudeepublish.com/shop/sistem-game-edukasi/. Accessed 
8 Dec 2021 

5. Rismayani AP, Nurhidayani A, Pineng M (2022) Fundamental design of flood management 
educational games using virtual reality technology. Int J Online Biomed Eng (iJOE) 18(03). 
https://doi.org/10.3991/ijoe.v18i03.27787 

6. Rismayani MP, Herlinda (2022) Using artificial neural network for system education eye disease 
recognition web-based. J Biomimet Biomater Biomed Eng 55:262–274. https://doi.org/10. 
4028/p-7z9xpt 

7. “bpjs Kesehatan.” Accessed 8 Dec 2021. [Online]. Available: https://bpjs-kesehatan.go.id/bpjs/ 
dmdocuments/098efcaf5574de037e9e29e0bfb0f0d5.pdf 

8. Davis LE, Kennedy PGE (2000) Infectious diseases of the nervous system. Butterworth-
Heinemann 

9. HSMPS et al (2022) Artificial intelligence. Media Sains Indonesia 
10. Ashil Hiral P, Senthil KAV (2020) Applications of artificial neural networks for nonlinear data. 

IGI Global 
11. Ali L, Zhu C, Zhang Z, Liu Y (2019) Automated detection of parkinson’s disease based 

on multiple types of sustained phonations using linear discriminant analysis and genetically 
optimized neural network. IEEE J Translation Eng Health Med 7:1–10. https://doi.org/10.1109/ 
JTEHM.2019.2940900 

12. Miao Y., Lou X., Wu H. (2021) The diagnosis of Parkinson’s disease based on Gait, speech 
analysis and machine learning techniques. In: Proceedings of the 2021 international conference 
on bioinformatics and intelligent computing, New York, NY, USA, Jan 2021, pp 358–371. 
https://doi.org/10.1145/3448748.3448804 

13. Vyas T, Yadav R, Solanki C, Darji R, Desai S, Tanwar S (2022) Deep learning-based scheme to 
diagnose Parkinson’s disease. Expert Syst 39(3):e12739. https://doi.org/10.1111/exsy.12739 
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Implementation of HBEA for Tumor Cell 
Prediction Using Gene Expression 
and Dose Response 

P. Selvi Rajendran and K. R. Kartheeswari 

Abstract An important aspect of sustainable drug development is drug-target inter-
action. In cancer cell lines, the drug response target ratio is critical. It is impor-
tant to estimate the drug reaction in a cancer cell line. In prior research, we 
employed ensemble algorithms with voting methods to predict medication response 
and achieved 97.5% accuracy. A hybrid ensemble algorithm for the revised drug 
response (HBEA) method is developed to improve drug-target strategy in cell lines. 
Rather than generating several homogeneous weak learners to generate a single 
model in the ensemble, this enhanced algorithm uses a diverse collection of weak 
learners such as random forest, Naive Bayes, and decision tree to create a strong meta-
classifier. Cross-validation of hard and soft data would be used to accomplish this. 
The concentrations of various drugs are used as inputs, and the cell line predicts the 
relevant drug response. The goal of this enhanced ensemble algorithm is to suggest 
a new medicine based on a single licensed drug or a combination of drugs. This 
approach increased the drug responsiveness from 97.5 to 100%, according to our 
findings. The proposed method is applied in an open-source and freely available at 
https://decrease.fimm.fi. 

Keywords Drug response prediction · Ensemble learning · Cancer prediction ·
Machine learning · Drug response 

1 Introduction 

People across the globe are dying from cancer at a record rate. Anti-cancer treat-
ments are an essential part of cancer treatment, and their proper regulation can help 
prolong the patient’s life. Many clinical studies have shown that cancers with different
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genetic characteristics respond differently to the same treatment or drug [1–3]. Preci-
sion medicine tries to precisely pick cancer treatments based on each patient’s genetic 
information [4]. It is difficult to predict the response to anti-cancer treatments for 
individual patients in precision medicine [5–7]. Several cell line-based datasets are 
publicly available, including the National Cancer Institute 60, the Cancer Thera-
peutics Response Portal (CTRP), the Genomics of Drug Sensitivity in Cancer, the 
Cancer Cell line Encyclopedia, and Genentech Cell Line Screening Initiative (gCSI). 
This dataset can help to get better outcomes. Medicine’s physiochemical properties 
strongly influence their therapeutic index. In aqueous physiological conditions at pH 
7.4, the majority of anti-cancer drugs are poorly soluble. Paclitaxel and docetaxel 
are axene-based medicines, and 9-nitrocamptothecin is a camptothecin derivative. 
To develop delivery techniques as well as lung clearance, fundamental features of 
anticancer drugs, such as log P and pKa values, are critical [8]. Medicinal drug’s 
solubility determined both the permeability and potency of their cancer therapeutic 
effect, according to Lipinski’s rule [9, 10]. Early cancer detection and prediction of 
survivorship depth can assist patients and healthcare providers in better controlling 
expenditures, treatment intensity, and time spent in the medical care setting. When 
such a condition is detected early on, the chances of a positive outcome increase. 
Although considerable progress has been made in the early detection of cancer [11, 
12], much more research is needed to discover strategies for estimating survivor-
ship that is both common and feasible in medical practice [13]. The introduction of 
targeted anti-cancer therapies based on gene-specific effects may prove a useful tool 
in the fight against cancer. Many clinical studies are required to develop particular 
targeted therapy for cancer patients in clinical treatment. However, there are other 
challenges, including sample limitations, difficult procedures, severe environmental 
standards, and expensive costs, which prevent the supply from matching demand 
[14]. To limit the risk of drug-target interactions, computational methods were used 
for these predictions. Therefore, the focus of research on the drug target in cell 
lines might be more effective [15, 16]. In general, drugs interact with their target 
molecules in three ways: (1) Machine learning-based prediction, (2) deep learning 
prediction, and (3) network-based prediction [16–23]. Recently, multiple classifiers 
have become popular in research. It is well established that by integrating multiple 
classifiers, classification performance can be improved over single classifiers [24– 
26]. Over the last few years, hybrid and ensemble machine learning algorithms 
have attracted the scientific community’s interest [27]. There is strong evidence that 
multiple, ensemble models perform better than single weak learners in both theory 
and practice, especially when dealing with multidimensional, difficult regression, 
and classification problems [28]. The paper is structured as follows: The literature 
study on similar recent techniques is described in Sect. 2. The proposed algorithm is 
analyzed in Sect. 3. Section 4 consists of architecture diagram which includes various 
components involved in drug response prediction. Materials and methodology are 
discussed in Sect. 5. The result has been analyzed in Sect. 6. Finally, the conclusion 
is presented in Sect. 7.
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2 Literature Survey 

Ensemble Learning 

Creating and combining multiple inducers to solve a specific machine learning 
problem is called ensemble learning. The natural reason for the ensemble process 
comes from human nature and our proclivity to collect and weigh multiple viewpoints 
to make a complex decision. The primary premise is that evaluating and aggregating 
multiple individual viewpoints is preferable to choosing one individual’s opinion. 
Matching a medical treatment to sickness is an example of such a decision [29]. The 
limitation is homogeneous ensemble learning. The absence of a strong classifier to 
predict drug response [29]. 

Agarwal et al. used ensemble voting to predict lung cancer survival after 6-months, 
9-months, 1-year, 2-years, and 5-years of diagnosis. Five decision tree algorithms 
were created using data from the SEER program. By taking the average of the prob-
abilities generated by each classifier, they integrated. The researchers used tenfold 
cross-validation for training and testing and compared the performance of ensemble 
voting with that of individual classifiers to demonstrate how ensemble data mining 
can help weak classifiers perform better. The limitation of this research is only based 
on the clinical outcome [30, 31]. In a study published in science [32], Matlock 
et al. examined a variety of ensembles that were trained to predict drug sensitivity, 
including a deep learning method for gene expression data. There were only a limited 
number of cell lines and compounds used in this study. 

Ensemble learning is a machine learning method in which multiple models, 
referred to as “weak learners,” are taught to tackle the same issue and then inte-
grated to improve results, according to the survey on ensemble learning. The core 
concept is that we can generate more accurate and/or resilient models by correctly 
integrating weak models. 

Machine Learning 

Zhang [33] stated that the machine learning approach saves time and effort by elim-
inating the need for specialists to establish rules and threshold values because the 
algorithm performs these activities internally. Choosing features simplifies the model 
and makes it easier to understand and implement. It enhances accuracy while also 
cutting down on training time. It helps to support generalization by reducing over-
fitting. It lowers the chances of data mistakes during installation. Algorithms for 
machine learning are self-improving, which means they learn from examples and 
experiences. Even if a machine-based method is beneficial, it is necessary to focus 
on key features for medication analysis. Only cell line data is concentrated in feature 
selection in this case. It is necessary to keep an eye on the omics analysis. As a result, 
the reaction is still not clinically meaningful. Complementary ML models, according 
to Costello et al. [32], improve the predictability of drug response prediction models. 
It improves the model’s robustness. The work’s limitation is the tiny number of cell 
lines. In this research [34], the author Guosheng Lianga et al. examined that artificial 
intelligence plays a significant part in the discovery of new materials and intensely
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accelerates anti-cancer drug development. The author stated that machine learning 
analysis was used to predict the sensitivity of the drug. The drawback of this method 
is that it is tough to formulate the best treatment. 

There are three types of machine learning-based methods: 

Feature vector-based approach 

Feature vectors are n-dimensional vectors that represent the characteristics of an 
object. In the field of machine learning, numerical representations of objects are 
commonly used because they make statistical analysis and processing easier. As an 
example, feature values can represent pixels of an image, and term occurrences in 
texts. Feature vectors are the same as explanatory variable vectors, which are utilized 
in statical techniques like linear regression. By pairing feature vectors with weights, 
a linear predictor function is constructed, which is used to calculate a prediction 
score. This is known as the feature space or vector space. A variety of dimension-
ality reduction approaches can be used to lower the dimensionality of feature space. 
Feature creation has long been thought to be a useful approach for improving structure 
accuracy and comprehension, especially in high-dimensional issues [35]. Analyzing 
which input features contributed most to a given prediction could help identify poten-
tial biomarkers of drug response or characteristics of drugs that would induce better 
drug response. Identifying new biomarkers for precision medicine is particularly 
important [36]. 

Similarity-based approach 

Treating given similarities as inner products in some Hilbert space or treating dissim-
ilarities as distances in some Euclidean space is a prominent technique for similarity-
based categorization. There are a number of common techniques for similarity-based 
categorization, such as treating given similarity as an inner product in some Hilbert 
space or treating dissimilarity as distance in some Euclidean space. To begin, the 
samples are explicitly embedded in a Euclidean space based on the differences 
(dis)similarities using multidimensional scaling [37]. A second option is to embed 
the samples implicitly in a Euclidean space based on their similarity or dissimi-
larity. Santini and Jain [38] found similar functions might fail to satisfy the other 
mathematical requirements for metrics or inner products—especially when they are 
asymmetric. Similarity-based classification can be useful in computer vision, bioin-
formatics, information retrieval, natural language processing, and more. Some simple 
examples of similarity functions (edit distance) are travel time from one location 
to another, the compressibility of the random process given a code corresponding 
to another, and the minimum number of steps needed to transform one sequence 
into another. As part of bioinformatics, the Smith–Waterman algorithm [39], the 
FASTA algorithm [40], and the BLAST algorithm [41] are commonly used to deter-
mine amino acid sequence similarity in protein classification. Term frequency and 
inverse document frequency vector (tf-IDF) are commonly utilized in information 
retrieval and text mining for document categorization. There is a limitation to simi-
larity networks in that they are only based on genome-wide gene expression profiles,
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but do not take into consideration somatic mutants and copy number variations within 
cell lines. 

Network-based Prediction method 

Stanfield et al. [42] propose a network-based prediction method that combines cell 
line genetic mutation and drug responses with protein–protein interaction (PPI) 
network and uses random walk with restart (RWR) to calculate feature vectors for 
drugs and cell lines in order to predict missing response values. Other researchers, on 
the other hand, are focusing on using similarities across cell lines or medications to 
make predictions [42, 43]. Zhang et al. [44], e.g., project multiple side information 
from a cell line and a drug into similarity networks to create an integrated dual-layer 
network that fills in the gaps [44]. 

While the methods described above have been proved to outperform previous 
methods, they do have certain drawbacks. Stanfield’s method, e.g., solely takes 
into account gene mutation information and ignores similarity information, whereas 
Zhang et al. method ignores genetic variants and does not take gene correlations into 
account. 

Cross-Validation 

According to Pedregosa et al. [45], datasets were separated into training and testing 
sets after dimensionality reduction. To avoid overfitting and account for variance 
in each classifier, tenfold cross-validation was utilized, in which the dataset was 
randomly partitioned into training and test sets ten times. Hastie et al. and Duda et al. 
[46, 47] stated that cross-validation is a data resampling technique. It is used for 
evaluating prediction model generalization and avoiding overfitting. In [48], Efron 
et al. stated that cross-validation is like a bootstrap that belongs to the Monte Carlo 
method family. This research introduces cross-validation and resampling procedures 
that go with it. Because every observation is used for both training and testing, this 
technique uses data more “efficiently” than other machine learning algorithms. 

Heterogeneous-Based Ensemble Algorithm (HBEA) 

In [45], Zhang et al. stated that for solving real-world problems, ensemble machine 
learning algorithms are extremely powerful and adaptable. Ensemble learning 
improved the predictability of decision-making systems by increasing accuracy by 
minimizing variation. The author explained the feature selection, missing features, 
and data imbalance. Classifiers are integrated into a variety of ways to improve perfor-
mance measurements [27], including bagging, boosting, and stacking. According to 
[49–52], Bhardwaj et al. developed a double ensemble machine learning algorithm 
to predict the pathological response after neoadjuvant chemotherapy. This double 
ensemble was used to predict multi-criteria decision-making. Based on the above 
reference to develop a strong learner from a weak learner by generating a more accu-
rate model to predict the drug response, the HBEA technique is introduced. When 
compared to the homogeneous ensemble approach, the accuracy improvement was 
significantly higher. In addition, to improve the precision of the analysis, the drug
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responses in cell lines were absorbed. A specific pair index graph is plotted for a 
certain drug concentration ratio. 

In the following section, pseudocode of the proposed methodology is discussed. 

3 Pseudocode 

1. Extract drug data set # contains similarity matrix of each pair of drugs and 
targets 

2. Input x = conc1 && conc2 # drug concentration 
3. For i = 1 to  n # n-number of concentration count in drug dataset 
4. Applied random Ei  forest 

f n r f  (x) = 1/n 
n∑

i=1 

Ti (x) (1) 

# f rf n(x)—Drug Response 
5. Applied Gaussian NB 

P(xi /y) = 1/sqrt
(
2 ∗ 3.14 ∗ σ 2 y

)
(2) 

# P(xi/y)—probability of drug response 
6. Applied Logistic Regression 

(x) = 1/(1 + exp(− f (x))) (3) 

# f (x) = b0 + b1x 
7. Applied SVM y = f (x) #  x ∈ RD, RD here is a vector space with D dimension. 
8. Applied Decision Irie Classifier 

y = −  
n∑

i=1 

xi log2(xi ) (4) 

# y = Drug Response for x-drug concentration 
# Enhanced HBEA algorithm 

9. Chosen the best result and algorithm among RF, GNB, LR, SVM & DT 
#Random Forest, Gaussian NB, Logistic Regression, Support Vector Machine, 
Decision Tree 

10. Extract higher accuracy 

Extract higher accuracy (5) 

# Hard Voting to obtain drug response
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11. Calculate the average 

(RF, GN  B, LR, SV M & DT )/5 (6)  

# Soft voting to obtain drug response 
# Cross validation 

12. Split data set # k number of subsets 
13. K-fold cross-validation set # k-1 training parts 
14. Cross-validation of all models E = 1/K

∑k 
k=1 Ei  # Ei—HBEA of random forest 

&& Gaussian NB && Decision Tree 
15. Made more evaluation # training more evaluation on all the subsets 
16. Used model stacking 
17. Work with dependent/Grouped Data 
18. Parameters fine-tuning 
19. Cross validation of (5) && (6) 
20. Retrieve Drug Response # target mapping 

4 Architecture Diagram 

The process flow diagram of the proposed approach is presented in Fig. 1. This  
model comprises two modules as genomic module (Phase #1) and the computational 
module (Phase #2). 

Genomic Module 

Here, bio genomic and biomechanical features are the input dataset of the model. 
This dataset is freely available on the web for research purposes [1] and carries 
drug and cell line features. A model can predict a particular drug response using

Fig. 1 Architecture diagram of proposed HBEA model 



638 P. S. Rajendran and K. R. Kartheeswari

multiple molecular features and their combinations due to the considerable molecular 
heterogeneity observed across tumors [53]. Hence, the genetic expression has been 
considered an important feature in cell lines. As well as target protein, mechanical, 
and electrical properties are also considered drug line features. 

Detailed process is explained in the materials and methods section. 

Computational Models 

A computational model incorporates several variables that describe the system under 
investigation. Adjusting each of the variables individually or in combination will 
monitoring the effect of changes in the outcomes. Five different types of weak learners 
in machine learning models are combined to fabricate an HBEA model which are 
logistic regression, decision tree, support vector machine, K-nearest neighbor, and 
Naïve Bayes. Cross-validation helps to estimate the performance of the model where 
N-fold cross-validation is used in this analysis. N-fold cross-validation is performed 
by partitioning the original training dataset into N equal subsets [54]. Each subset 
is called a fold which is denoted as fold 1, fold 2, …, fold n. Generally, the value 
of k is taken to be 10, whereas k can be any value. The voting classifier estimator is 
assembled by combining different classification models which turn out to be a strong 
meta-classifier that stabilizes the individual classifier’s weakness on a particular 
dataset. The hard voting classifier takes the majority voting based on weights, and the 
soft voting classifier takes the probabilities of all the predictions made by different 
classifiers. The target attribute is a binary variable indicating whether the drug is 
responding in a cell line or not [55, 56]. 

5 Materials and Methodology 

A comprehensive set of genetic, molecular, and electro-mechanical features for 
cancer cell lines are collected from CCLE, GDSC, and DECREASE [1] dataset 
and it has been tested in the proposed machine learning framework. 

Heterogeneous-Based Ensemble Algorithm (HBEA) Model: 

Data acquisition and selection: Data acquisition is made up of two words: data and 
acquisition. Data refers to raw facts and numbers that can be structured or unstruc-
tured, and acquisition refers to gathering data for a specific goal. This web link carries 
23,595 drug combination metrics [57]. 

Preprocessing 

The models discussed in this review utilize past biological knowledge like route data 
to filter out less relevant variables and optimize the models. This drug response data 
is multidimensional and highly noisy, so some preprocessing and filtering is required, 
particularly for omics datasets that characterize the cell lines [58]. 

Applying algorithms
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HBEA enhanced ensemble learning model is created using five different types of 
machine learning algorithms. The most common of these are logistic regression, 
decision tree, support vector machine, K-nearest neighbor, and Naive Bayes. In other 
ensemble models, a homogeneous collection is used. However, in HBEA, a hetero-
geneous collection is used. In other ensemble models, a homogeneous collection is 
used. However, in HBEA, a heterogeneous collection is used. 

Analysis 

Drug response prediction from a cancer patient is used to predict the response of 
a patient’s cell line to a drug. This dataset comprises the cancer patient’s details 
including the drug names and their concentration level and also the response to 
the concentration level. It comprises the record of 1152 cancer patient details with 
3 different attributes in three different cell lines. The target attribute is a way of 
predicting drug response in a specific cell line. It indicates whether the patient has 
cancer or not. 

In Hex, Hela, and Hep cell lines, two different drug concentrations are compared 
with a specific pair index. In comparison to Hex cell lines, the medication appears 
to respond quickly in Hela and Hep cell lines. 

Confusion Matrix 

The confusion matrix displays the number of patients with various actual and 
predicted drug responses in the cell line. The classification findings can be inter-
preted in a variety of ways. For example, as demonstrated in the confusion matrices 
(Figs. 2 and 3), “misclassified” samples for a given medicine could be an indicator of 
its potential for novel usage, or repurposing, in these “incorrectly” assigned condi-
tions. As a result, misclassification may lead to surprising new findings. This method 
covers the way for the use of machine learning in the field of drug response. 

Fig. 2 a Homogeneous confusion matrix output. b Accuracy measure of homogeneous
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Fig. 3 Heterogeneous 
confusion matrix 

6 Experimentation 

The heterogeneous and homogeneous outputs are compared in this study. When 
compared to the homogeneous model, the heterogeneous ensemble model produces 
more accurate findings. The next sections detail the experimentation and analysis of 
homogeneous and heterogeneous output. 

Homogeneous Output 

The accuracy prediction analysis utilizing the homogeneous ensemble method is 
shown in Fig. 2. In this study, weak learners, logistic regression, decision trees, 
support vector machines, K-NN, and the Naive Bayes model were employed. 

The confusion matrix output of homogeneous ensemble weak learners and their 
accuracy level are depicted in Fig. 2a and b. The drug concentration in cell response 
is predicted using the confusion matrix in Fig. 2a. Figure 2b shows the accuracy of 
logistic regression, decision trees, support vector machines, naive Bayes, and K-NN. 
In a homogeneous mode, each learner’s accuracy is evaluated individually. 

HBEA Model Result Outcome 

Figure 3 shows the HBEA model prediction between drug concentration and the 
response of the cancer cell line. 

Figure 3 illustrates the confusion matrix of heterogeneous output and its accuracy 
level. According to Fig. 3, the confusion matrix predicts the concentration of drugs in 
the cell. In this Fig. 3, accuracy of logistic regression, decision trees, support vector 
machines, naive Bayes, and K-NN is combined. In this graph, it can be seen that all 
algorithm accuracies are combined and evaluated as one plot in strong learner mode. 

The confusion matrix of Figs. 2a and 3 gave information on data visualization 
techniques through heat maps. A heatmap is a two-dimensional graphic representa-
tion of data. Each data value is represented in a matrix by a separate color. Confusion 
matrix describes the performance of a classification model (or “classifier”) on a set 
of test data which already contains the true values. The output of the heatmap is
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Table 1 Confusion matrix 
output 

173 Predicted: NO Predicted: YES 

Actual: NO 9 0 

Actual: YES 0 164 

explained in Table 1. It has been shown that 1152 patient’s medication concentra-
tions and cell line responses were taken as an input. 15% of the testing data is used in 
the classification after training. As a result, 173 data points were provided for testing. 
The following findings were discovered throughout the testing. In this cell line, 164 
patients had a good response to the drugs. Nine patients showed a poor response 
to the drugs. We calculated the categorization model’s performance based on that 
observation. The findings below prove that the HBEA algorithm is 100% accurate. 
The explanation is given in Table 1. 

Table 1 has given that out of 173 cancer patients, 164 are diagnosed with cancer. 
The remaining nine patients are cancer free. True and false positives and negatives 
are used to assess this, where 

True Positives (TP) indicate that these are the cell lines in which we predicted yes 
(), and they are not leaving the network. The value is 164. 

True Negatives (TN) indicate that no cancer prediction in cell lines, and they are 
not leaving the network. The value is 9. 

False Positives (FP): We predicted yes, but they are not leaving the network (a drug 
not responding to the cell line). It is also known as a “Type 1 error.” Here no one 
meets this criterion. 

False Negatives FN: Although we predicted no, they left the network (drug 
responding to the cell line). Type 2 errors occur when this happens. None of the 
records in this dataset meet this criterion. 

Therefore, accuracy obtained in this validation is given below in Eq. (7). 

Accuracy = (True positive + True negative)/Total (7) 

Accuracy = 164 + 9/173 = 100% 

From the above validation, it is clear that the heterogeneous ensemble is obtaining 
good accuracy in the cancer prediction. 

Inputs and Outputs 

The input data for this proposed approach is given in Table 2. Two medications are 
used as inputs, and their concentrations are taken into account using a specific pair 
index. Finally, the drug response in a specific cell line is anticipated. The cell lines 
HEK 293, HeLa, and HepG2 are showing rapid pharmacological responsiveness.
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Table 2 Input data 

Pair index Drug1 Drug2 Conc1 Conc2 Response Cell 

1 BMS-754807 LY3009120 0 0 0 HEK293 

1 BMS-754807 LY3009120 0 10 0 HEK293 

1 BMS-754807 LY3009120 0 30 0 HEK293 

1 BMS-754807 LY3009120 0 100 0 HEK293 

1 BMS-754807 LY3009120 0 300 0 HEK293 

1 BMS-754807 LY3009120 0 1000 11.45047 HEK293 

1 BMS-754807 LY3009120 0 3000 25.40777 HEK293 

Table 3 Output: drug response in different cell lines for particular concentration level for a 
particular pair index 

Pair index Response Cell line Pair index Response Cell line 

5 11.450471 HEK293 5 26.325592 HeLa 

6 25.407765 HEK293 6 37.922136 HeLa 

7 39.124137 HEK293 7 9.532144 HeLa 

8 20.587264 HEK293 8 8.474513 HeLa 

9 7.484891 HEK293 9 10.639141 HeLa 

10 13.882070 HEK293 10 10.335465 HeLa 

11 20.333125 HEK293 11 16.718651 HeLa 

12 22.442476 HEK293 12 32.197165 HeLa 

13 36.298115 HEK293 13 30.485807 HeLa 

14 40.358234 HEK293 14 48.800628 HeLa 

Table 3 gives the drug response in different cell lines for particular concentration 
level for a particular pair index. 

The graph between drugs (BMS-754807, BGB324, Cisplatin, and NVP-LCL161) 
and drug concentration is shown in Fig. 4a. A graph is plotted between drugs 
(LY3009120, Trametinib, Everolimus, Ipatasertib) and drug concentration in Fig. 4b. 
Pair index and their numbers are displayed in Fig. 4c. Figure 4d depicts the drug 
response in HEK 293, HeLa cell, and HepG2 cell lines. The maximal drug response 
in the HEK cell line is 91.78%, as shown in Fig. 4d. In Hela and Hep G2, the 
maximum medication response was 100%. In the HEK293 cell line, the pair index 
below 7 indicates that there is no pharmacological response. If the pair index was 
7 or above, the drug response in HeLa cells was zero. If the pair index was greater 
than 13, the medication response was nil in Hep G2.

Considering the context of the present research, ensemble models are considered 
to be useful tools to enhance anti-cancer drug response. In contrast to previous studies 
of the use of homogeneous ensembles for such types of problems, the present research 
concentrates on the use of heterogeneous ensembles.
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Fig. 4 a and b drug versus drug concentration count in nm(nanomole). c Pair index versus and 
pair index count in cell line. d Cell line versus drug response

The results obtained suggest that the application of HBEA modeling for anti-
cancer drug prediction is effective. For cancer diagnostics, heterogeneous ensembles 
provide reliable predictions. 

It is obvious from the output that inhomogeneous mode, not all of the classifiers 
perform well in the drug response prediction analysis. As a result, it has been demon-
strated that HBEA (heterogeneous) classifiers are effective in predicting anti-cancer 
medication response in cell lines. 

7 Result and Discussion 

HBEA was developed with the goal of predicting drug response in cancer cell lines, 
assuming that cancer pathways would properly represent drug therapeutic effects 
(Fig. 5). We estimated drug responses for 1152 drugs across 3 cell lines collected from 
the DREAMZ dataset using available drug concentration and several pair indices. In 
our prediction model, we need two drug-based data types and three cell line-based 
data types to predict drug response values.



644 P. S. Rajendran and K. R. Kartheeswari

Fig. 5 a Predicted versus actual drug therapeutic effects. b Number of observation. c True positive 
rates (TPR) and false negative rates (FNR). d Positive predicted values (PPV) and false discovery 
rates (FDR) 

The actual drug response is compared to the predicted drug response in the cell 
line in Fig. 5. The number of observations in the cell line, TPR with FNR, and PPV 
with FDR can all be seen in the same fig. The model was dubbed HBEA after a study 
of five machine learning algorithms: logistic regression, decision tree, support vector 
machine (SVM), Naïve Bayes, and K-NN. We compared the results of subsets of 
the data categories as well. Drug concentration1 and 2 are drug-based qualities for a 
specific pair index. The cell line-based features include pathway enrichment scores 
in Hep G2, Hela, and HEK 293 cells. Figure 6 shows that it is working.

Figure 6 shows the drug reactions in cell lines, including the pair index, drug1 
concentration level, and drug2 concentration level. As a result, in Fig. 6 for the 
particular pair index, the use of a specific drug and a specific concentration to improve 
drug response is clearly detailed. 

The main metrics in the performance test results relating to the application’s 
stability are standard deviation, range, L2 norm, zero mean, and unit variance are 
explained in Fig. 7.

As shown in Fig. 7, standard deviation is a key performance test result analysis 
metric that is related to application stability. There is a possibility of making a mistake 
when calculating standard deviation when a large number of data points are available.
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Fig. 6 a Dataset. b Pair 
index versus response. c Cell 
line response of Drug 1. d 
Cell line response of Drug 2. 
e Drug 1 and Drug 2 
responses in cell line

The standard deviation is a metric for determining the range of values in a sample. 
The standard deviation of a sample is calculated using the following formula: 

√
(xI−xb)(xI−xb)(xI−xb)

(
xI−x(n−1)

)
(8) 

where: xI is the I-th value in the sample; xb is the sample mean; n is the sample 
size xI The I-th value in the sample; xb. From the calculation, it is observed that the 
higher the standard deviation, the more uniformly dispersed the data in the sample. 
Figure 7b shows the L2 norm. It is known as least squares. It is basically minimizing 
the sum of the square of the differences (D) between the target value (Xi) and the 
estimated values (f (Yi) 

D = 
n∑

i=1 

(Xi − f (Yi ))2 (9)
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Fig. 7 a Standard deviation analysis. b L2 norm evaluation. c Zero mean calculation. d Unit 
variance. e Different colour indication of cell line

Figure 7c shows the zero mean calculation. Figure 7d explains the unit variance. 
Variance is expressed in significantly bigger units (e.g., meters squared). Because 
the variance units are much greater than the units of a normal dataset value, it is more 
difficult to grasp the variance number intuitively. As a result, the standard deviation 
is frequently used as a primary measure of variability. Figure 7e explained the varied 
color indications in the graph for each cell line. 

8 Conclusion 

Customized medicine seeks to determine the most effective way to treat each patient 
while minimizing side effects. Several machine learning-based methods have been 
proposed to solve the problem for currently available data, but the problem remains
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challenging in terms of predictability and interpretability. There is a need for a better 
classification of anti-cancer medication response prediction using complex networks. 
HBEA is proposed for this purpose and is based on not only the neighboring drugs and 
cell lines, but also all other drugs and cell lines. Therefore, it can be used to examine 
the similarities between drugs, cell lines, and known drug responses around the world. 
Using the HBEA technique, the suggested method was tested on the DREAMZ 
dataset, which contains 1152 cancer patient details with 5 different features in three 
different cell lines. The proposed method’s findings were compared to ensemble 
approaches. When applied to the DREAMZ dataset with the heterogeneous-based 
ensemble algorithm, the accuracy results of the comparison with other methods 
revealed that the proposed technique was more aggressive than any other methods. 

In this challenge, various types of machine learning algorithms were put together 
to solve a categorization problem. From the output, it is observed that the HBEA 
ensemble algorithm improves the drug response prediction in HeLa and HepG2 Cell 
lines. In this research, heterogeneous ensemble models were more appropriate than 
single homogenous ensembles. Source code and output graph are available at https:// 
github.com/KartheeswariRamasamy/drug_response.git. 

Future Scope 

In forecasting anti-cancer treatment response, the heterogeneous ensemble is critical. 
Using the methodology, HeLa and Hep G2 cell lines respond favorably to the medi-
cation when compared to HEK 293 cell lines in this research. Plan to compare medi-
cation responses in several cancer cell lines using the same heterogeneous ensemble 
approach in the future. 
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Implementing an Integrated Network 
Load Balancer for Minimizing Weighted 
Response 

Apoorv Kumar Sinha, Sanskriti Sanjay Kumar Singh, Shreyas Sai, 
and M. Sivagami 

Abstract The network load balancer acts as a reverse proxy and reroutes the traffic 
across a cluster of instances of the application service. The proposed integrated algo-
rithm with a novelty of load sharing approach disperses the oncoming requests such 
that an optimal server ends up fulfilling the request. Along with that, the load balancer 
has a number of other utility functions that enable it to work similarly in a dynamic 
Web application. This proposed algorithm is evaluated with the horizontally-scaled 
architecture on the basis of latency and throughput as recommended in the RFC 2544 
for evaluation on a LAN network. Through this research work, it was found that the 
ability of this integrated load balancing algorithm was successful in reducing the 
load for a set of four particular use-cases based upon reducing the response time 
while simultaneously maintaining all the characteristics of a distributed system. 

Keywords Network load balancer · Latency · Throughput · Reduced responsive 
time · Integrated load balancing · Horizontal-scaled algorithm 

1 Introduction 

A network load balancer (NLB) automatically distributes incoming traffic across 
multiple targets such as instances of a server according to their availability or an 
induced priority. Doing so, it also monitors the health of said targets and routes 
traffic accordingly by scaling as the incoming traffic changes over time, even as 
the workload increases exponentially. As such, it functions at the fourth layer of 
the OSI model and follows an explicitly programmed and rule-based programming 
algorithm. Similarly, it can also function with both TCP and UDP requests using the 
same algorithm irrespective of the type of traffic or assignment. 

This is done by adjusting the load such that it can disperse the assignments to the 
servers efficiently to provide the services at a faster rate. Along with this, it keeps
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a track of the status of all the resources while distributing requests. This enables 
it to achieve the same goals of achieving the extremely low level of latencies and 
thereby, maximizing the throughput of any Web service. Moreover, this application’s 
distributed nature will have a greater number of advantages over a singular server 
other than mere traffic congestion due to the data transfer and security with authen-
tication across the servers and client and better logging. In this paper, the NLB will 
be centralized such that data is gathered by a single hub, and the framework would 
divide it into the other servers and then be returned to the server. 

The decided strategy to perform this task is by hosting the servers of our own 
Website through three different servers. With this setup, the HTTP requests from 
these servers are distributed to three different machines. All these requests would 
be profiled and logged onto a terminal. This enables real-time visualization of how 
the requests are handled on three different, horizontally-scaled machines, and how 
quickly they are dealt with in terms of profiling. Similarly, the SSL termination 
proxy is decrypted and encrypted in the network traffic by generating self-signed 
SSL certificates for the local hosts. 

2 Load Balancer as a Distributed System 

For the network load balancing algorithm to function as it is, there is a need to 
establish that the proposed load balancer architecture is a distributed system. For 
this purpose, several common parameters and characteristics of a distributed system 
have been discussed to showcase how the proposed model mimics the original load 
balancer and how some aspects of the same are incrementally improved by changes 
made to the novelty algorithm presented by the authors. 

Starting with openness and heterogeneity, the proposed model is an algorithm 
that can have several modules removed from it or appended to it. For instance, if 
the desired framework does not support one of the modules that create the novel 
algorithm, the user has the choice of removing the same without fear of losing 
functionality. At the same time, the off-loading function of the load balancer defends 
the system against common attacks such as distributed denial-of-service (DDoS) 
among others. 

Where load balancers primarily shine in such parameters are scalability, fault 
tolerance, and concurrency. Load balancers in general are built to handle organic and 
planned network growth by distributing incoming workloads to multiple end nodes 
based on the algorithm chosen. For the novel algorithm, this happens to be instances 
of the same server which can be further adapted to scale-out architecture which adds 
more parallel server. At the same time, the proposed model detects and masks the 
failure when it comes to fault tolerance. In Module I discussed later in the paper, the 
algorithm presented by the authors states that it will not attach a weight to the response 
time if there is no transmission of packets from that instance. Concurrency is largely 
self-explanatory as the resource of the server is used by the desired application, and 
the servers are present similarly to how scaled-out architecture presents itself.
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As for other aspects such as quality of service (QoS) and transparency, the 
novel model’s resource-based aspects that are based on the adaptability of the local 
machines make it better than usual algorithms, while at the same time, the system 
can be expanded in terms of its scalable transparency with negligible change to the 
system structure or the application algorithms. 

3 Literature Review 

To understand the work done by the previous researchers on the topic of load 
balancing and expand upon the domain space, the works of the following researchers 
are considered and applied the existing research works as a new way to perceive the 
topic while also identifying existing research gaps and room for improvement. 

Mishra et al. [1] discussed the various performance parameters for load balancing 
in the literature and their effects. Following this, they then developed a taxonomy for 
load balancing algorithms suited for cloud environment and also provided simulation 
results of the few heuristic-based load balancing algorithms. 

Neghabi et al. [2] provided a systematic literature review (SLR) of the studies 
relevant to load balancing mechanisms in the software defined network (SDN). 
They selected the articles based on their three stage article selection process and 
then categorized the selected load balancing algorithms using deterministic and 
non-deterministic criteria. They then describe the algorithm used, advantages, and 
disadvantages of the load balancing techniques in each of the groups. 

Pit-Claudel et al. [3] proposed SHELL, a stateless application-aware load balancer 
which made used power-of-choices scheme for dispatching new flows to the suitable 
application instance and a covert channel for recording or reporting the assigned 
channel. The load balancing scheme’s performance evaluation showed that its 
performance was comparable to other stateless load balancing schemes, while 
enabling application instance-load-aware dispatching and significantly increasing 
per-connection consistency resiliency. 

Rathore [4] and Rathore et al. [5] proposed a hybrid load balancing solution for grid 
network, the design of which is a mixture of client/server and peer-to-peer models. 
It used least connection algorithm, round robin algorithm, least load algorithm, and 
fastest first algorithm for server selection and used round robin algorithm for client 
selection. 

Zhong et al. [6] proposed a load balancing scheme under SDN architecture, 
based on server response time. This method claims to have effectively overcome 
the drawbacks faced by traditional load balancing algorithms. 

Afzal and Kavitha [7] focused on exploring the various problems that lead to 
load balancing in cloud computing. They then reviewed the existing load balancing 
approaches and then provided an in-depth classification of the same. 

Al-Rahayfet et al. [8] proposed a novel approach for load balancing in cloud 
computing, which made use of dominant sequence clustering (DSC) for task
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scheduling and then used weighed least connection (WLC) algorithm for load 
balancing. 

Rajagopalan [9] provides a detailed overview of how load balancers and applica-
tion delivery controllers can help small to medium-sized businesses (SMB) achieve 
scalability, reliability, performance, and Website management that is on par with their 
competitors, i.e., small to medium-sized enterprises (SME) and large businesses. 

Nurwasito and Rahmawati [10] proposed a weighted response time algorithm 
for Web server load balancing in SDN. The proposed model showed promising 
results since it was found that the networks which use the proposed algorithm needs 
significantly lesser response time and produces better throughput than a network 
using any response time-based algorithms. 

Guo et al. [11] proposed Libra, a stateful layer-4 (L4) load balancer that makes 
its decisions based on their proposed weighted M-least-connection first (WMLCF) 
mechanism in order to enable load balancing fairness. 

Praveenchandar and Tamilarasi [12] proposed a load balancing approach for 
dynamic resource allocation which made use of resource tables and task tables to 
optimize waiting time and worked on resource scheduling, taking in account the task 
size and the bidding value coded by each customer. 

Shafiq et al. [13] provided a comprehensive review of the various load balancing 
techniques suitable for cloud environment. They performed an analytical review of 
the load balancing algorithms and discovered the strengths and weaknesses of each 
of them, based on the various performance metrics. 

Kumar and Kumar [14] provided a review of current load balancing techniques 
in cloud computing and the associated challenges, to aid in developing more effec-
tive algorithms. They also reported various methods for enhancing performance and 
resource utilization based on load balancing, task scheduling, resource management, 
quality of service, and workload management. 

Priya et al. [15] focused on improving the efficiency of cloud service provisioning 
by introducing an integrated resource scheduling and load balancing algorithm. The 
algorithm used a fuzzy-based multidimensional resource scheduling model and a 
multidimensional queuing load optimization algorithm to increase virtual machine 
utilization and reduce latency. Simulation analysis of the proposed method leads to 
a 7% increase in resource scheduling efficiency and a 35.5% decrease in response 
time as compared to the previous works. 

The rise of Amazon Web Services and cloud computing with its applications 
have brought a larger need to decongest servers so as to reduce latency and maxi-
mize the throughput. A number of applications are latency sensitive, that is, their 
functionalities become useless, and thus, the network load balancer preserves the 
client-side source IP and allows the backend to see the IP address of the client. The 
crux of this research paper sees that the latency and throughput have been improved 
by utilizing various algorithms which optimize execution time, along with space and 
bandwidth utilization. This paper also presents an overview of various load balancing 
algorithms, and how they can be integrated together to create an algorithm with the 
novelty of load sharing that functions optimally.
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4 Proposed Methodology 

As mentioned previously, the novelty in the work is to balance the loads in load 
balancers. It lies in incorporating ideas found in existing algorithms and creating 
a new one that finds the optimal servers consistently to handle requests without 
significantly increasing computation costs. However, at the same time, there is a need 
to have a basic understanding of how the existing methodologies work and can be 
further implemented in the proposed algorithm. As a result, the proposed algorithm is 
preceded by a brief overview of the methodologies adopted and combined in creating 
the algorithm. 

4.1 Modules of the Algorithm 

Weighted Response. The response of the application servers determines which 
application server receives the next request. In the meantime, the application server 
response time to a health check is used to calculate the application server weights. 
Figure 1 depicts the algorithm of the integrated load balancer. 

As a result, the application server which responds the fastest receives the next 
request. This is the most appropriate for scenarios where throughput and latency 
are most important parameters, and the application response time is a paramount 
concern.

Fig. 1 Algorithm of the integrated load balancer 
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Resource-Based Allocation. Adaptive load balancing makes decisions based on 
status indicators retrieved from the backend servers. Every node has an API endpoint 
named /mem and /CPU which regularly checks for this status information and sets 
the dynamic weight of the server. 

(a) Memory Usage: Based on the memory storage 
(b) CPU Usage: Based on the CPU load. 

Given these two metrics, the weights to be set have a greater affinity for low values 
considering these parameters. Therefore, this is almost like a ‘health check’ which 
is why this is useful for situations like applications where the workload is varied and 
detailed application performance. 

Least Connection. Dynamic load balancing algorithm where client requests are 
distributed to the least number of active connections at the time client request is 
received. This is preferred where application servers have similar specifications, 
this algorithm takes the active connection load into consideration. The servers are 
relatively similar in terms of processing power which is used. 

By adding weights to the application server based on the relative processing power, 
this algorithm can be altered at the same time. 

Power of 2 Choices. Most load balancing algorithms have one guide, that is, load 
balancer, with a view of queues and response time. However, distributed servers have 
multiple guides but they may see the same queue with the least number of processes 
so multiple guides queue the same process. 

Therefore, this algorithm does not make the best choice using incomplete data but 
picks two server queues at random and choses the better option of the two. Because of 
this, it is efficient since you don’t need to see all the queues and avoids the undesired 
herd behavior by the approaching the worst queue and distributing traffic with large 
entropy. 

4.2 Specificity of Devised Algorithm 

The algorithm based on weighted response decides the weight depending on the 
latency of the nodes when the load balancer pings them. As per empirical evaluations, 
that latency measure is quite less information for the update and by giving more 
information, primarily devised from the resources in the local machine, the weight 
updates provide better results since they consider more parameters. 

Similarly, the use of the resource-based algorithm locally has become primitive 
in recent times especially as more practices shift to a cloud infrastructure where 
adaptive resource-based allocation is used to check multiple instances of the server. 
By combining the local variant of this algorithm in the novel algorithm created, the 
primitive aspect of the load balancer is handled. 

As for the least connections module, it is more unreliable than others due to 
the way the framework is built and how it interacts with other frameworks such as
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NodeJS while the module of power of 2 choices is based on gaining more information 
through entropy so the new updated weights increase the information gain for the 
framework. 

Thus, the devised algorithm tackled these issues of the four standard algorithms 
for load balancing and decided ways of how the merits of one algorithm can solve the 
drawbacks of the other. A thorough explanation of how these four modules interact 
with each other to create the novel algorithm is presented in the next section. 

5 Algorithm 

Onward to the novel design proposed by the authors, the integrated algorithm 
comprising the aforementioned modules. The end goal was to minimize the latency 
and maximize the throughput of the server and attend to incoming requests such that 
they are distributed to many servers. This makes sure that there is no pooling and 
that a single server is not overworked. This is the crux of this paper, and the novelty 
designed by the authors to ensure that the optimal algorithm is chosen. 

The proposed algorithm developed in this work paper follows the given logic: 

• Upon receiving the requests, the weights for the servers are updated based on the 
response time, following the logic discussed in the section talking about weighted 
response. 

• At the same time, the API calls the /mem and /cpu parameters from the local 
machine of the server, getting the information of the hosts of the servers to 
understand the parameters. 

• This allows information of memory storage and average CPU load to be avail-
able to the backend, which it utilizes further in its calculation of the integrated 
algorithm. 

• The updated weights are stored in the array as a function that was created by the 
authors of this paper. The equation designed is as follows: 

Equation 1. Weights for each node 

W (x, y) = CPU_usage + Memory/x + Response_time ∗ y (1) 

where x and y are any natural numbers with 10n. 

• Every 5 s, weights are updated and checks whether the target servers are down, 
thereby satisfying the fault tolerance characteristic of a distributed system. 

• After another request, algorithms select two random operating servers and choose 
the best among them depending on the newly calculated weight (based on the 
function W (x, y)). 

Furthermore, the function’s basic logic is arithmetic, reducing the computational 
cost of constant calculations, while at the same time, constantly maintaining the status 
of the application server’s weight as prescribed in the least connections algorithm.
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6 Pseudocode 

SET response_weights = [] 
SET load_avg = [] 
SET mem = [] 
SET available_servers = [] 
SET weights = [] 
FUNCTION updateWeights(): 

FOR i in servers: 

available = serverAvailable(servers[i]) 
IF available: 

load_avg[i] = getLoad (servers[i]) 
mem[i] = getFreeMem(servers[i]) 
response_weights[i] = ping(servers[i]) 
available_servers[i] = isAvailable(servers[i]) 
//calculating the weights using the formula 
weight[i] = response_weights[i]*10^n + mem[i]/10^n + load_avg[i] 

FUNCTION chooseServer(): 

//using power of two 
SET [a, b] = [random(servers), random(servers)] 
//check if the servers are available 
IF isAvailable(a) == true && isAvailable(b) == false: 

return a 

IF isAvailable(a) == false && isAvailable(b) == true: 

return b 

//return server with the least weight 
IF weights[servers.indexOf(a)] > weights[servers.indexOf(b)]: 

return b 

ELSE: 

return a 

WHILE true: 

//wait for 5 seconds 
delay(5000) 
updateWeights()
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7 Results and Discussion 

This section outlines the results achieved from analysis. For the environment to 
achieve the results, a NodeJs framework was used, implemented via express. The 
network load balancer was applied into three domains, and the evaluation metrics 
were the two out of the four network performance criteria described in RFC 2544. 
They are throughput and latency, respectively. 

To begin with the network load balancer was set up on multiple networks 
connected to a LAN. By pinging the address of the machines, they can be incor-
porated into the array with the server details, and since this network is a LAN, the 
evaluation metrics are evaluated and compared to a single machine. 

Upon the selection of servers and weights, a random server is chosen out of two to 
handle the HTTP request, and after every five seconds, the weights of the servers are 
updated, and it continues to perform the requested task. Furthermore, to demonstrate 
the liveness, the load balancer calls up the endpoints to each of the servers so as to 
check if it is responsive to the balancer’s directives. 

This ensures that for a responsive Website, different servers are called to process 
a requirement from the client side. This reduces the load for a particular instance of 
the server. Latency was minimal and throughput maximal consistently upon multiple 
comparisons which will be elucidated upon next. For the purposes of this study, 
the authors picked four tasks for evaluation. The results are given below for more 
inferential viewing where the response time in milliseconds has been tabulated for 
the prescribed tasks in Table 1. 

In the use-case termed as Task 1, the Website was a resource-intensive dynamic 
Web app that uses the NextJS framework and has API calls within the server. The 
proposed model rerouted each request to a different server using the proposed algo-
rithm and kept on doing that for a large number of HTTP requests. Here, the proposed 
model outperformed the base model by a significant measure. According to the work-
flow designed, the multiple instances of the same application worked in such a way 
that no server was called consecutively and barring a breakage in the endpoints 
of the servers, the load was managed expeditiously by the novel algorithm. Chart

Table 1 Table showcasing the performance of various load balancing algorithms for the prescribed 
tasks 

Task Without 
load 
balancer 

Proposed 
load 
balancer 

Power of 
two 
choices 

Weighted 
response 

Resource-based 
allocation 

Least 
connection 

1 36 14 26 23 21 18 

2 22 16 19 17 20 18 

3 12 10 11 9 14 12 

4 17 15 15 16 18 19 

Average 21.75 13.75 17.75 16.25 18.25 16.75 
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describing the performance of the server for the chosen tasks with different load 
balancing approaches is presented in Fig. 2. 

Task 2 was chosen to be using API calls to retrieve system information, tested on 
both physical and virtual computer systems using the REST API. Since the newer 
GET call implemented by IBM returns the details of existing computers as well as 
historical data about computers that were removed, the multiple servers aided in 
more comprehensive extraction of data especially when virtualized machines were 
hosted on a physical machine which the base algorithm had problems with. 

To compare performance of computationally inexpensive and standalone proce-
dures, Task 3 was chosen to be a routine from within an SQL database. Usually, there 
was next to no difference in the execution by both the improvised algorithm and the 
original architecture, but upon adding schema and routine clauses, the proposed 
model showed better performance incrementally. 

Task 4 was imitating a serializable isolated transaction. For reference, these trans-
actions occur concurrently but give the impression of running in serial order by 
acquiring locks for read and write operations which makes them particularly useful 
for complex queries and updates. As a result, whenever bulk loads are created in the 
eventuality of using multiple instances, the environment automatically starts blocking 
queries which somewhat equalizes the time gained by using multiple servers.

Fig. 2 Chart describing the performance of the server for the chosen tasks with different load 
balancing approaches 
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8 Conclusion and Future Enhancements 

From the given findings, it is evident that the load balancer outperforms the servers 
that do not use the load balancer. As such, it accomplishes the goals of minimizing 
latency and maximizes the throughput set out at the beginning. A small caveat also 
shows which particular use-cases require the use of load balancing more so than 
others. As is evident by the description of the tasks, whenever the number of tasks 
increases or when there are multiple calls, the advantage of using the load balancer 
becomes more significant which is largely due to the novel algorithm. 

The integrated algorithm ends up superseding the existing algorithms in its appli-
cation and works in accordance with all the applications it is supposed to do. Along 
with this, its capabilities to distribute the data into multiple servers is implemented 
by updating weights adequately. As a result, the premise of the project is satisfied. 

For further work, the algorithm can be optimized further by implementing a 
stronger weightage of least connections method by implementing a framework other 
than NodeJS. Along with that, it is also possible to make a better equation that 
optimizes the algorithm depending on the data received by incorporating machine 
learning into the said algorithm, which furthermore can be improved upon by an 
application built on the concepts of federated learning. 
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Insights of Deep Learning-Based Video 
Anomaly Detection Approaches 

Dipak Ramoliya and Amit Ganatra 

Abstract Deep learning is a powerful computing strategy that has changed the land-
scape of computer vision. It has been used to tackle complicated cognitive tasks such 
as detecting abnormalities in videos. Anomalies in the video are events or objects 
in the footage that don’t fit the typical, learned patterns. Using deep learning, it 
is possible to automatically and in real-time identify unusual actions and objects 
like fights, riots, traffic rule violations, abrupt rushes, and the presence of weapons 
in restricted areas or abandoned luggage. Despite the challenges posed by video 
anomaly detection, this review offers a comprehensive assessment of published deep 
learning algorithms for the task. Future research can build on this work by under-
standing the existing methods to create more effective solutions. First, the chal-
lenges of video anomaly identification are discussed as the benefits of deep learning 
in anomaly detection. Furthermore, several types of abnormalities were explored, 
followed by diverse methodologies for anomaly identification. Furthermore, signifi-
cant aspects of anomaly detection using deep learning, including learning approaches, 
were presented. Finally, numerous datasets used in anomaly detection were exam-
ined, followed by a discussion of deep learning-based algorithms for spotting video 
anomalies. 
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1 Introduction 

The usage of surveillance cameras has grown significantly in recent years to improve 
public safety. Unfortunately, the number and rate of production of surveillance data 
have outpaced the capacity of security forces to monitor this footage. As a result, 
there is a noticeable gap in the application of cameras used for surveillance, and the 
ratio of cameras to human monitors which is unacceptable. However, it is conceiv-
able to create systems that automate the process of detecting anomalies using the 
computational power and resources available today. Such systems can handle issues 
in other relevant areas of computer vision and machine learning, such as activity 
recognition, and video annotation in addition to reducing (or perhaps eliminating) 
the requirement for user intervention in anomaly detection [1–3]. Figure 1 provides 
the general flow of anomaly detection. 

The term “anomaly identification” refers to the process of uncovering an object 
or occurrence of any event that diverges from the norm, either inside a dataset or 
in relation to other datasets. Anomaly detection is becoming more and more impor-
tant, as recognized in data mining, artificial intelligence, machine learning, computer 
vision, and deep learning communities. This is due to the rising demand in extensive 
domains, such as financial surveillance, health, medical risk, agriculture, safety, and 
security. Identifying abnormal events, such as traffic accidents, crimes, or unlawful 
activity, is a crucial duty in video surveillance. Compared to regular life, anoma-
lous occurrences are extremely rare. Therefore, developing efficient computer vision 
algorithms for automatic video anomaly identification is crucial for saving time and 
manpower. The goal of any useful anomaly detection system is to provide an early 
warning of any activity that breaks with typical patterns, as well as pinpoint when 
this deviation first occurred [4, 5].

Fig. 1 General flow of 
anomaly detection 



Insights of Deep Learning-Based Video Anomaly Detection Approaches 665

2 Background Theory and Related Work 

2.1 Different Types of Video Anomalies 

(1) Anomalies both locally and globally: Local anomalies are activities that differ 
greatly from what is happening in the area around them. For example, a vehicle 
driving in the wrong direction. Individuals who act strangely here are different 
from their neighbors. Global anomalies are activities that happen worldwide 
and are abnormal or unexpected. Global anomalies are caused by a group or 
collective anomalies. If a group of data points shows normal behavior when 
examined individually, but anomalous behavior when looked at as a group, that 
set is called a collective or group anomaly [1, 6]. 

(2) Anomalies in point and interaction: Some data points are very different from the 
rest, and these are called point anomalies. To put it another way, a point anomaly 
is a form of random abnormality that has the potential to be misunderstood as 
deviant conduct, such as loitering. Interaction anomalies, such as a fight between 
two people, are examples of abnormal interactions between separate entities [7]. 

(3) Anomalies that are contextual or conditional: These are data items that don’t fit 
in with the rest of the dataset, creating anomalies. Contextual data, such as time 
and place, is used to determine the context [8]. Behavioral characteristics, such 
as normal activities, are used to determine the anomaly. This category includes 
most video oddities such as violence, riots, stampedes, and so on. Spatial and 
temporal abnormalities can also be considered contextual anomalies. Contex-
tual abnormalities are generally best represented by spatio-temporal anomalies 
[1, 7]. 

3 Video Anomalies Detection Using Deep Learning-Based 
Approaches 

3.1 Trajectory-Based Methods 

To understand the trajectory of the item or topic of interest, the researchers followed it 
between frames. They then used this information to deduce any abnormal behavior the 
object may have been carrying out [9]. The accuracy of trajectory-based approaches 
is highly dependent on object recognition and tracking. Tracking effectiveness can 
be negatively impacted by factors such as high crowd density, poor video quality, 
rapid camera movement, and occlusion. As a result, the trajectory approaches were 
discovered to provide better accuracy in sparsely packed environments, rather than 
in moderately or highly congested environments. Furthermore, while determining 
the anomaly, these approaches lack contextual information [10].
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3.2 Global Pattern-Based Methods 

There are a growing number of studies on convenience stores and grocery stores that 
use video footage to understand how these stores work. These studies use low- or 
medium-level features to examine the footage as a whole [11]. They rely on global 
pattern-based approaches, which are successful in both moderately and densely popu-
lated areas. Space–time gradients, motion energy, and the direction of light flux are 
all utilized in these methods. Using a crowd behavior-based social attribute-aware 
force model, we can identify unusual occurrences [8]. Statistical hypothesis tests and 
Gaussian Noise Model approximation are applied to discover abnormal events [12]. 
A model for anomalous crowd behavior is given using kinetic energy derived using 
the assistance of optical flow and crowd dispersion index [13]. Detecting anomalous 
behavior in crowds can be difficult. Several models have been created to try and 
make this process easier, including ones that use motion maps or hierarchical feature 
representation [14]. However, locating abnormalities can be time-consuming using 
these methods. 

3.3 Grid Pattern-Based Methods 

Grid pattern techniques are frequently employed because they can shorten the amount 
of time required for analysis. This is accomplished by restricting the number of 
characteristics that are gathered from a particular spatio-temporal region. This means 
that anomalies in each cell, or grid, are studied separately without respect to their 
neighbors [15]. Furthermore, similarities are retrieved from the frames’ split blocks 
rather than interpreting the frames as a singular entity. These methods do not need the 
use of STIPs or saliency detection. It is possible to improve video anomaly detection 
by examining numerous attributes or grid patterns. Spatial anomaly detection using 
keypoint detection [16], temporal anomaly detection using background removal using 
the Gaussian Mixture Model (GMM) [17], and sparse combination learning [17] 
is just a few of the methods that have been used. Detecting spatial and temporal 
abnormalities in busy settings can be tricky. Some researchers have explored using 
maps that show both spatial and temporal anomalies [3]. Another approach is to look 
at object speed, texture, and size in order to identify changes in a particular area. 
Grid pattern-based approaches are similar to local region-based methods in that they 
use a probabilistic model to identify anomalies. Markov Chains, Gaussian mixture 
models, and Bag-of-words [9] are used to compile a set of compact characteristics for 
use in creating a grid with cells of varying sizes. Recently, grid-based video anomaly 
detection algorithms have begun to incorporate deep learning techniques, such as 
deep Gaussian mixture models and spatio-temporal convolution neural networks.
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3.4 Representation Learning Models 

Represent learning is the process of learning effective representations of raw video 
data while counting the fact critical previous information about the situation. It 
reduces the impact of the dimensionality curse by translating very high-dimensional 
video data into manageable d-dimensional vectors, making computational operations 
easier [15]. Classifiers and predictors built on representation learning models could 
be applied in contexts as diverse as action recognition, anomaly detection, and object 
recognition. Additionally, this method aids in the extraction of a generic, compact, 
efficient, and simple video descriptor or representation [11]. 

(1) Deep neural networks inspired by sparse coding: One of the most extensively 
utilized strategies for anomaly identification is normal distribution learning. 
The training set of video data serves as a dictionary for the sparse coding-based 
video anomaly detection algorithm. It then discovers the aberrant actions that 
the learned dictionary is unable to rebuild [8]. Adaptive sparse representations 
combine a combined sparse model for multiple-item anomaly detection with 
nonlinearity for class separation. These approaches seldom took into account 
the encoding of both spatial and temporal links between different blocks and 
frames. The accuracy of anomaly detection is improved when an intra-frame 
classification approach is used [11]. 

(2) Models based on reconstruction: Video anomaly detection reconstruction 
models can only learn what is typical behavior or activity from the training video 
dataset. Anomalous or aberrant behaviors deviate from the acquired model, 
resulting in poor reconstruction. Auto-encoders and Principal Component Anal-
ysis (PCA) are among the techniques employed. Because of its hierarchical 
feature extraction technique, Deep auto-encoder (Deep-AE) may provide supe-
rior feature representations. A deep CAE was trained with an end-to-end frame-
work to maintain spatio-temporal properties independent of encoding dynamics 
[9]. It is noise-proof, can detect visual anomalies, and can even pick them out 
by itself. A sparse AE-based system sufficient for dynamically identifying and 
localizing video anomalies is described, which reduces the memory required 
at the time of execution and the false positive rate [12]. The concept, which is 
founded on the basis of subspace clustering, structured AE, has the ability to 
make use of nonlinear transformations in order to seamlessly translate the input 
to the output while still maintaining the local and global subspace structures 
[13]. 

(3) Slow feature analysis: The slowness concept underpins slow feature analysis 
(SFA) [9]. Human activity recognition uses SFA-based video feature represen-
tations at first. For video anomaly detection, D-IncSFA integrates the process 
of extraction of features and detection of anomaly into a single step [17].



668 D. Ramoliya and A. Ganatra

3.5 Discriminative Models 

The techniques which attempt for finding out the distinguishing traits between classes 
of data are discriminative modeling. After these models have been trained using 
supervised learning techniques, they are successful with balanced datasets. However, 
these techniques are rarely applied for video anomaly identification because of the 
scarcity of well-balanced video anomaly datasets and the ambiguity surrounding what 
exactly constitutes an anomalous action or entity. There is a need for a framework to 
identify video abnormalities using conventional density estimation techniques [16]. 
However, this has not been extensively explored and a commonly acknowledged 
definition for the anomaly does not exist. Discriminative models could be more 
effective in this case, but they are not widely used due to the lack of a consensus on 
what an anomaly is. 

3.6 Predictive Models 

A video can be thought of as a spatio-temporal signal, with each frame creating its 
own unique pattern. Because of their ability to incorporate both geographical and 
time-based information, predictive models (also known as spatio-temporal models) 
are frequently employed for video anomaly identification (or motion data) [18]. 

3.7 Generative Models 

Joint probability P(X, Y ) can be found via generative modeling, and from there the 
conditional posterior probability P(X/Y ) can be calculated. In general, generative 
models model each class’s actual distribution, while discriminative models model 
the line of separation between classes [18]. There is no restriction on how the like-
lihood should be represented for deep generative models; they are still able to learn 
using the maximum likelihood principle. In order to overcome difficulties caused by 
limited data and imbalanced data, deep generative models are gaining popularity for 
application in video anomaly detection. However, more research is needed before 
these models can be adopted for video anomaly detection. 

3.8 Deep Hybrid Models 

Auto-encoders are used to learn hidden representations, which are then used to find 
outliers in deep hybrid models for anomaly detection. The transfer learning models 
are tremendously successful in extracting the features from the pre-trained models
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which inspire the use of these models as in hybrid models. Outlier detection using 
deep learning algorithms is a growing field. However, current hybrid models that use 
coupled feature extractor training do not perform well. This is due to the absence of 
a trainable goal specifically for anomaly detection [19]. Researchers have proposed 
employing singular anomaly detection goals such deep one-class classification or 
single-class neural networks to counteract this shortcoming [20]. 

3.9 One-Class Neural Networks 

There is increasing enthusiasm in one-class classification methods for anomaly detec-
tion, and Chalapathy et al. [21] present an approach that is based on kernel-based deep 
networks. This technique blends the deep networks’ ability to take out a richer data 
representation with a single-class objective of creating a secure perimeter around 
normal data. The OC-NN objective dictates the data format in the hidden layer, 
which is optimized for anomaly detection, making this technique unique. Deep 
neural networks (DNNs) are a sort of neural network that is more advanced than 
ordinary neural networks. They are trained to extract common patterns of variation 
in data. This is done by mapping common factors of variation using Singular Value 
Decomposition (SVDD). This technique was applied to the MNIST and CIFAR-10 
datasets, and it was found that data instances moved to the center of the sphere 
improved performance [21, 22]. 

3.9.1 Statistical Techniques 

There is a statistical signal processing method known as the Hilbert transform 
which can be used to obtain a real-valued signal’s analytic representation [14]. This 
attribute is highly promising for detecting abnormalities in health-related time series 
datasets in real time. The method discovers real-time anomalies by sequentially inte-
grating wavelet analysis, neural networks, and the Hilbert transform. To completely 
comprehend the potential and usefulness of statistical approaches and deep learning 
methodologies for anomaly detection, more research is required [19]. 

4 Performance Evaluatıon Methodologıes 

4.1 Error Matrix 

Video anomaly detection, along with other areas of computer vision, shares the 
same aim of classifying data points as normal or abnormal, although using quite 
different approaches to accomplish this. Video anomaly detection is therefore a binary
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classification problem that can be addressed. Additionally, any of the fundamental 
components of performance analysis, such as True Positive (TP), False Positive (FP), 
True Negative (TN), and False Negative (FN), can be used to describe each binary 
classifier choice. 

4.2 Receiver Operating Characteristic Curve 

To evaluate the efficacy of detection at varying false positive rates (FPRs), a receiver 
operating characteristic (ROC) plot is constructed with the TPR (sensitivity) on the 
Y axis and the FPR (probability of false alarm) on the X axis (or thresholds). The 
Area Under the Curve (AUC) of the Receiver Operating Characteristic curve is used 
to evaluate the effectiveness of an anomaly detector across a variety of evaluation 
metrics (AU-ROC). The AU-ROC value ought to be maximized as closely to one as 
possible (between zero and one) [23]. 

4.3 Precision-Recall Curve 

A plot of precision and recall is known as a precision-recall (PR) plot. With regards 
to solving the anomaly detection problem, the Area Under the Precision-Recall curve 
(AU-PR) is superior to the Area Under the Receiver Operating Characteristics (AU-
ROC). This is a result of anomaly detection’s data imbalance issue, where TNs are 
larger than TPs. A further feature of the PR curve is its weighting of optimistic and 
out-of-the-ordinary forecasts. The AU-PR should have the highest possible value 
between 0 and 1 [23]. 

4.4 Equal Error Rate 

The percentage of incorrectly labeled frames is denoted by the acronym “EER” (for 
“equal error rate”) where both the TPR and FNR are equivalent. When looking for 
video anomalies, it performs admirably [21]. 

4.5 Detection Rate 

The ratio of detected anomalies to all abnormalities included in the data, expressed as 
a percentage, is known as the detection rate (DR). The detection rate, or accuracy rate, 
as determined by the Equal Error Rate, is useful for pinpointing video anomalies.
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DR = TP 

TP + FP 

4.6 Reconstruction Error 

The reconstruction error error_reconst(t) for a given frame at the instant in time t is 
calculated using the equation. 

error_reconst(t) =
∑

(x,y) 

e(x, y, t) 

where e(x, y, t) is the pixel level reconstruction error for intensity level I at a position 
(x, y) in the specific frame at time instant t. 

Higher reconstruction error scores indicate a higher possibility of spotting a video 
anomaly [21]. 

4.7 Anomaly Score 

An abnormality indexes, the scoreano(t), is a numeric value between 0 and 1 that 
describes the degree of an anomaly. 

Scoreano(t) = error_reconst(t) − error_reconstminmin(t) 

error_reconstmaxmin(t) 

Higher anomaly score values reflect a higher level of anomaly. 

4.8 Regularity Score 

Regularity score Scorereg(t), which is determined using the opposite of the anomaly 
score is calculated using the following equation 

Scorereg(t) = 1 − Scoreano(t) 

The lower the level of anomaly, the greater the regularity score.
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Table 1 Datasets Dataset name Total video clips 

UCSD dataset 98 

Avenue dataset 37 

ShanghaiTech Campus dataset 437 

UCF-Crime dataset 1900 

LV dataset 30 

5 Datasets 

5.1 UCSD Dataset 

This dataset (in Table 1) was captured in 2010 at UC San Diego. The data was 
captured by a high, stationary camera that looked down on the walkways below. Two 
separate cases, Peds1 and Peds2, are represented in the dataset. In every scene, there 
is a distinct train test, with normal samples only in the train and abnormal ones in the 
test. The Peds1 dataset includes 34 training video clips and 36 testing video clips, 
while the Peds2 dataset only includes 16 training video clips and 12 testing video 
clips [11]. 

5.2 Avenue Dataset 

Another extensively used dataset is The Avenue dataset, which was published in 
2013 and was photographed in CUHK campus avenue. It is comprised of brief video 
clips that were taken outdoors. The camera faces a sidewalk that runs alongside a 
building. The majority of anomalies include actions, such as running away, stopping 
briefly, or tossing something into the air [8]. 

5.3 ShanghaiTech Campus Dataset 

The dataset was made public in 2017. In order to build one of the largest datasets 
for video abnormalities, CCTV cameras were installed all around the ShanghaiTech 
campus. There are a broad variety of settings and camera perspectives included in 
the 13 included scenarios. The 330 normal event movies have a resolution of 480 
× 856 pixels, while the 107 mixed resolution recordings have a size of 720 × 576 
pixels [12].
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5.4 UCF-Crime Dataset 

The UCF-Crime dataset was published in 2018. It is a huge collection of online videos 
shot with a large number of different cameras, producing a variety of situations. It 
consists of 1900 uncut surveillance videos, 950 of which are of ordinary happenings, 
and the remaining 950 are from 13 preset categories of criminal activity. Arrest, 
Assault, Accident, Abuse, Burglary, Explosion, Fighting, Arson, Robbery, Shooting, 
Stealing, Shoplifting, and Vandalism are a few examples of the events that are covered 
[6, 7, 24]. 

5.5 ARENA Dataset 

ARENA stands for “Architecture for the REcognition of threats to mobile assets 
using Networks of multiple Affordable sensors.” This dataset was built as a part 
of the PETS2014 challenge. The dataset was captured by deploying four cameras 
(frame rate: 30 FPS, resolution: 1280 × 960 pixels) at the University of Reading’s 
crossing path and parking lot without any overlap [9]. 

5.6 LV Dataset 

The live videos (LV) dataset is a comprehensive collection of real-world videos that 
were recorded by surveillance cameras under challenging environmental conditions 
such as varying lighting and camera movements. It was made available to the public 
in 2017 and comprised of thirty video snippets that were culled from various online 
places in order to illustrate thirty distinct scenarios. The entire time span covered by 
this dataset is 3.93 h [13]. Figure 2 is the sample of anomalies.

6 Limitations and Open Challenges 

6.1 The Necessity of Improved Datasets 

Given that this research area is very young, there are significantly fewer publicly 
accessible datasets regarding anomaly detection from videos. Additionally, the adop-
tion of supported learning-based models is hindered by the data imbalance between 
anomalous occurrences (Positive samples) and normal events (Negative samples). 
Good benchmarks are needed to assess the effectiveness of the algorithms used to 
locate and recognize video anomalies [1, 25].
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Fig. 2 Sample of anomalies from different datasets

6.2 Reduction in Computational Complexity 

The feature representation process used in video anomaly detection is typically 
computationally expensive and takes a long time, which is a significant impedi-
ment to its use in real-world applications. The currently used algorithms for video 
anomaly detection have a high cost of space and time complexities. Consequently, 
these techniques are not appropriate for real-world applications [25]. 

6.3 Methodology Incompleteness 

The technique used by the current methods for anomaly detection in the video is 
insufficient, indicating that no technique is capable of finding every kind of anomaly. 
As a result, there is a requirement for an effective anomaly detection platform for 
the video that can solve the issue of incompleteness by utilizing hybrid models [25]. 

6.4 Accuracy and Processing Time Trade-Off 

It is challenging to find the best balance between accuracy in detection and execu-
tion time in video anomaly detection systems by using a limited number of highly 
descriptive features to achieve competitive online performance. Furthermore, the 
high computational complexity and lengthy processing times are required by deep 
learning-based algorithms to accomplish the high accuracy of identification and
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localization of video anomalies. Therefore, there is always an adjustment between 
the required detection exactness and the processing time along with computing 
complexity [6, 7]. 

6.5 Environmental Factors 

The changes in object viewpoint and the distance between the object of interest and 
the monitoring camera are two sensitive areas of video anomaly detection methods. 
The mentioned issue has been discussed using grid patterns, although there remains 
room for development. There is a pressing need for efficient approaches to deal 
with environmental changes such as shifting illumination and backdrops, occlusion 
problems, noisy input, and the working state of the surveillance camera [4, 5]. 

7 Conclusion 

In this article, the approaches for the detection of video anomaly detection using deep 
learning have been discussed and it shows the great promise in detecting abnormal 
events in surveillance footage. Various architectures such as auto-encoder, RNN, 
and 3D CNN have been proposed and evaluated for their performance on different 
datasets. The results have shown that these methods can achieve high accuracy in 
detecting anomalies, but there is still room for improvement in terms of computa-
tional efficiency and generalizability to different types of videos. In the future, other 
architectures such as transformer-based models, and to explore the use of unsuper-
vised learning techniques for anomaly detection can be explored. Overall, the insights 
gained from this paper demonstrate the potential of deep learning for video anomaly 
detection and pave the way for further research in this area. 
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Intelligent Indoor Positioning Systems: 
The Case of Imbalanced Data 

Firuz Kamalov, Sherif Moussa, and Jorge Avante Reyes 

Abstract The ubiquity of Wi-Fi over the last decade has led to increased popularity 
of intelligent indoor positioning systems (IPS). In particular, machine learning has 
been recently utilized to develop intelligent IPS. Most of the existing research focus 
on developing intelligent IPS using balanced data. In this paper, we investigate a 
hitherto unexamined issue of imbalanced data in the context of machine learning-
based IPS. We consider several traditional machine learning algorithms to determine 
the optimal method for training IPS on imbalanced data. We also analyze the effect 
of imbalance ratio on the performance of the IPS. The results show that the k-nearest 
neighbors algorithm provides the best approach to developing intelligent IPS for 
imbalanced data. 

Keywords Indoor positioning systems · Imbalanced data · Intelligent systems ·
Machine learning 

1 Introduction 

Indoor positioning systems (IPS) based on Wi-Fi signals have recently gained pop-
ularity. There exist several traditional approaches to indoor positioning includ-
ing received signal strength indicator (RSSI), channel state information (CSI), 
time-reversal location fingerprints, and others. Machine learning has also been 
applied to derive positioning systems based on Wi-Fi signals. The key advantage of 
machine learning is that intelligent systems trained on Wi-Fi signal data are able to 
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autonomously learn rules for identifying the location of the wireless receiver devices. 
As a result, AI-based IPS has attracted increased interest from the researchers. 

One of the major obstacles in applying machine learning algorithms is imbalanced 
data which refers to skewed distribution of target labels. Imbalanced data can distort 
the optimization process of the learning algorithm. It affects a wide range of appli-
cations. In particular, imbalance data can occur in networking applications such as 
IPS. In this paper, we investigate the ability of machine learning algorithms to cope 
with imbalanced data in the context of IPS based on Wi-Fi signals. We consider the 
performance of machine learning algorithms to learn the location of the receiving 
device based on the Wi-Fi signal strength, where the model training data exhibits a 
skewed label distribution. 

Machine learning algorithms have been applied in many fields to create intelligent 
systems that learn and operate based on given data. In particular, AI has been used 
to develop IPS based on Wi-Fi signals. While researchers have demonstrated that AI 
can effectively identify the location of a receiving device based on the Wi-Fi signal, 
most of the studies utilized balanced training data. However, in a real-life scenario, 
the available data is not always perfectly balanced. Imbalanced data can cause bias 
in classification and other adverse consequences. Machine learning algorithms have 
shown varying degrees of success in dealing with imbalanced. There are two key 
questions that arise in dealing with imbalanced data: (i) what is the optimal machine 
learning algorithm?, and (ii) what is the relationship between the imbalance ratio 
and classification accuracy? We investigate these two questions in the context of 
Wi-Fi signal data. Our goal is to identify the optimal machine learning algorithm 
that can be used to analyze Wi-Fi signal data for indoor positioning. We also study 
the relationship between the imbalance ratio and performance of machine learning 
classifiers. 

To study the effects of imbalanced data on IPS, we consider the classic wireless 
indoor localization dataset [ 28]. We sample the original dataset to obtain several 
subsets with various degrees of imbalance. The ratio of minority to majority labels 
in the sampled datasets ranges from 0.05 to 0.3. We train and test several machine 
learning algorithms to identify the best method to handle imbalanced Wi-Fi data. The 
algorithms considered in our study include popular learning models such as logistic 
regression, linear discriminant analysis, quadratic discriminant analysis, k-nearest 
neighbors, Naive Bayes, and quadratic logistic regression [ 14, 30]. The results show 
that the k-nearest neighbors (KNNs) algorithm achieves the optimal performance 
among all tested methods. We also find that while low imbalance ratio (m/M) has 
a negative effect on the classification accuracy, the magnitude of the impact differs 
between the models. 

Our paper is composed as follows. In Sect. 2, we provide a brief overview of the 
related literature. In Sect. 3, we describe the methodology including the machine 
learning models and the dataset used in our study. Section 3 presents the results of 
our numerical experiments. We conclude with final remarks in Sect. 4.



Intelligent Indoor Positioning Systems: The Case of Imbalanced Data 679

2 Literature 

Indoor positioning systems (IPS) is a dynamic field that is continuously evolving [ 5]. 
The IPS can be grouped into two categories: conventional and intelligent systems. The 
conventional approaches use deterministic, human-engineered protocols to identity 
the position of an object, while intelligent systems rely on machine learning-based 
algorithms. Both conventional and intelligent systems employ various types of signals 
to locate a mobile device. The major approaches used in IPS are based on the inertial 
measurement unit [ 21], Bluetooth [ 25], Wi-Fi [ 32], ultra-wide band [ 24], and light 
[ 22]. In addition, chanel state provides useful information regarding the Wi-Fi signal 
that can also be used effectively for indoor positioning [ 20]. More sophisticated 
approaches combine several techniques (fusion) to build a multi-step algorithm to 
build the positioning system [ 12]. 

Recently, machine learning algorithms have been applied to design IPS [ 10, 29]. 
In [ 36], the authors combine KNN and Bayesian estimation to design a localiza-
tion system using Bluetooth low energy. The KNN algorithm was also employed 
in [ 25] to design a Bluetooth-based positioning system. Several machine learning 
algorithms including SVM, DT, RF, and KNN are explored in [ 35] to design a light-
based IPS. Deep learning was used in [ 2] for indoor localization to overcome the 
limitations of RF-based approaches. In [ 31], the authors employ convolutional neural 
network (CNN) to process magnetic field fingerprints to identify the position. Simi-
larly, a CNN-based localization method was proposed in [ 27] A deep neural network 
(DNN) is utilized in [ 19] for indoor positioning based on magnetic field data. It was 
shown in [ 33] that random forest has better accuracy than the minimum Euclidean 
distance approach for indoor localization. A semi-supervised approach based on 
variational autoencoder was proposed in [ 26] to deal with unlabeled data. Similarly, 
a DNN and generative adversarial network-based approaches were proposed in [ 23] 
to deal with limited data. A location prediction system was proposed in [ 4] based on 
neural network embeddings. The previous location coordinates were used as inputs 
in recurrent neural network to compute more accurate current location coordinates 
in [ 3]. A simple DNN combined with the Kriging algorithm was proposed in [ 18] 
that achieved better accuracy than other DNN-based localization approaches. 

While the issue of imbalanced data has been investigated in several applications 
including medicine, fraud detection, network intrusion detection, and others, it has 
received little attention in the context of IPS [ 1]. In general, there exist two approaches 
for dealing with imbalanced data: sampling [ 34] and cost-sensitive learning [ 7, 15]. 
Sampling refers to balancing the ratio of class labels by either increasing the num-
ber of minority instances or decreasing the number of the majority instances with 
former approach considered as more effective [ 11]. Cost sensitive learning involves 
adjusting the loss function to increase the penalty for misclassification of the minor-
ity instances. The most popular existing sampling algorithm is synthetic minority 
oversampling technique (SMOTE) which produces new points through random lin-
ear interpolation between existing neighboring points [ 6, 9]. The SMOTE algorithm 
has been extended by several authors in attempt to improve its performance [ 13,
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16]. Recently, generative approaches based on a trained neural network capable 
of synthesizing new samples from the latent space have been utilized [ 37]. Simi-
larly, a generative approach based on variational autoencoder was proposed in [ 17]. 
DeepSMOTE, a deep learning model based on SMOTE, is proposed in [ 8]. 

The review of the literature shows that there has been a considerable amount 
of research dedicated to the topic of IPS using both the conventional and machine 
learning-based approaches. The proposed IPS designs utilize a variety of signal 
sources including Wi-Fi, Bluetooth, and light. However, the topic of imbalanced 
data in the context of intelligent IPS has received little interest in the literature. 

3 Methodology 

In this section, we provide the details about the machine learning algorithms and the 
dataset considered in our study. 

3.1 Machine Learning Algorithms 

In our study, we consider several traditional machine learning algorithms [ 14, 30]: 

1. Logistic regression (LR) 
2. Linear discriminant analysis (LDA) 
3. Quadratic discriminant analysis (QDA) 
4. K-nearest neighbors (KNNs) 
5. Naive Bayes (NB) 
6. Quadratic logistic regression (QLR). 

In logistic regression (LR), each sample is assigned a likelihood using the logis-
tic function. The goal of LR is to find the parameters of the logistic function that 
maximize the overall likelihood of the data. It results in a linear decision boundary 
between two classes. LR is a high bias and low variance classifier. The parameters 
of LR can be calculated efficiently with little computational resource. On the other 
hand, LR is an older model that often performs poorer than the more recent methods. 
Nevertheless, it is a good benchmark model for our study. 

Linear discriminant analysis (LDA) uses the Bayesian approach to calculating 
P(Y |X). In particular, LDA estimates P(X |Y = y) as a multivariate Gaussian dis-
tribution where the mean and standard deviation are calculated from the given data. 
LDA assumes constant standard deviation (covariance matrix) of X for all values of 
Y which results in a linear classifier. Similar to LR, LDA is efficiently calculated and 
is convenient for large datasets. On the other hand, it is not as accurate as modern 
algorithms. 

Quadratic discriminant analysis (QDA) employs the same approach as LDA. How-
ever, in QDA, the standard deviation of the Gaussian representing P(X |Y = y) is
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not assumed to be constant for all values of Y . As a result, the boundary between 
the classes becomes nonlinear (quadratic). A quadratic decision boundary provides 
more flexibility than a linear boundary to separate different class labels. However, 
the additional flexibility of QDA may result in overfitting, if the data is sparse. On 
the other hand, given sufficient amount of data, QDA often yields more accurate 
classification than LDA, albeit at a higher computational expense. 

The k-nearest neighbors algorithm is a popular nonparametric classification 
method. Given a new observation x , its label is assigned based on the majority 
vote of its k-nearest neighboring points. It is easy to implement, albeit it requires 
nontrivial computational resources to identify the neighboring points for the entire 
data. The choice of the value of k controls the trade-off between bias and variance. A 
low value of k produces a low bias and high variance classifier and vice versa [ 14]. 

The Naive Bayes (NB) classifier aims to calculate P(X |Y = y) in a simplified 
manner by assuming conditional independence of the individual attributes. In par-
ticular, the NB algorithm makes a simplification assumption that 

P(x1, x2, ..., xk |Y, xk+1, xk+2, ..., xk+m ) = P(x1, x2, ..., xk |Y ), (1) 

for all k and m. The NB algorithm aims to solve the problem of the sparcity of data in 
estimating conditional probabilities. Despite the strong simplification assumptions, 
the NB algorithm achieves a relatively good performance, especially in case of limited 
or high dimensional data. 

The quadratic logistic regression applies the logistic regression to the second order 
combinations of the original attributes. Given a set of predictors {x1, x2, ..., xk}, the  
QLR applies the logistic regression on the transformed set of attributes {x2 1 , x1x2, ..., 
xk xk−1, x2 k }. Thus, QLR is a nonlinear classifier. It provides higher accuracy than the 
traditional LR, but with higher variance. 

3.2 Dataset 

In our study, we employ the classic wireless indoor localization dataset [ 28]. The 
dataset consists of 7 predictors, where each predictor represents a Wi-Fi signal 
strength observed on smartphone. The original target label is a categorical vari-
able that can take one of 4 possible values representing the location (room) of the 
smartphone. The dataset contains 2000 observations with 500 observations for each 
location. We convert the original target variable into a binary variable—Room 3 or 
not. A sample of the dataset is presented in Table 1. Thus, the classification task at 
hand is to determine whether or not the smartphone is in Room 3.
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Table 1 Sample of the dataset 

WS1 WS2 WS3 WS4 WS5 WS6 WS7 Class 
(old) 

Class 
(new) 

−64 −56 −61 −66 −71 −82 −81 1 0 

−68 −57 −61 −65 −71 −85 −85 1 0 

−12 −60 −68 −15 −74 −73 −70 2 0 

−12 −64 −63 −18 −69 −72 −74 2 0 

−51 −55 −54 −49 −60 −79 −84 3 1 

−51 −58 −51 −51 −62 −79 −86 3 1 

−58 −55 −53 −59 −52 −81 −84 4 0 

−59 −59 −52 −60 −51 −87 −86 4 0 

Original class labels are replaced with a binary label (Room 3 or not) 

3.3 Experimental Setup 

To obtain an imbalanced dataset, we sample the original data according to the desired 
ratio. Concretely, for each class ratio (m/M) from 0.05 to 0.3, we sample the data 
based on the given ratio and train the classifiers on the sampled data. Then, we use the 
remaining (unsampled) data to test the performance of the classifiers. This procedure 
is carried out 50 times for each class ratio. In the end, we take the average accuracy, 
sensitivity, and specificity over the 50 bootstrap trials. The experimental procedure 
provides a definitive analysis of the classifier performance at each class ratio. 

4 Results and Analysis 

In this section, we discuss the performance of machine learning models in identifying 
the location of a smartphone based on Wi-Fi signals. The machine learning models 
are trained on imbalanced Wi-Fi signal data to study their accuracy under imbalanced 
class distribution. We analyze the performance of the models over a range of class 
ratios obtained from the Wi-Fi dataset. 

4.1 Results 

As shown in Fig. 1, the KNN algorithm achieves the highest accuracy among all 
the tested models. The KNN algorithm at k = 3 is slightly more accurate than at 
k = 1. Remarkably, the KNN algorithm achieves high accuracy even at low class 
ratio. At class ratio 0.05, the accuracy of KNN is over 92%. It indicates that KNN is 
robust against imbalanced class distribution in Wi-Fi data. We note that the accuracy 
of all the models improves as the class ratio increases. The biggest improvement in
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Fig. 1 Classification accuracy of IPS based on different machine learning algorithms for different 
imbalance ratios 

accuracy is achieved by the QDA and NB. As the class ratio increases from 0.05 to 
0.1, the accuracy of these models improves by approximately 8%. Unsurprisingly, 
the linear classifiers LR and LDA do not perform well as data is rarely linearly 
separable in real life. In addition, the considerable size of the dataset helps to avoid 
issues with overfitting more flexible models. 

We use sensitivity to evaluate the performance of the classifiers with respect to 
the minority class. Sensitivity is given by the equation TP/T, where T is the total 
number of positive labels and TP is the number of correctly labeled positive samples 
(true positive). As shown in Fig. 2, the sensitivity of the classifiers is in line with 
the accuracy results. In particular, KNN achieves the highest sensitivity among all 
the tested models with k = 3 slightly outperforming k = 1. It means that KNN can 
correctly identify most of the minority observations. The KNN algorithm performs 
very well even at low class ratios. The sensitivity of all the models improves as the 
class ratio increases. 

4.2 Discussion 

In our numerical experiments, we studied the effectiveness of machine learning 
models with regard to identifying the location of a smartphone based on Wi-Fi 
signals. The results lead us to three main conclusions: 

1. The top 3 models—KNN, LR2, and NB—achieve high accuracy and sensitivity 
rates despite data imbalance.
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Fig. 2 Sensitivity rates of IPS algorithms for different imbalance ratios 

2. The KNN algorithm provides the best performance among all the tested models. 
Remarkably, it achieves high overall accuracy and sensitivity even at low class 
ratios. 

3. The performance of all models improves as the class ratio increases. 

The performance of KNN leads us to conclude that the Wi-Fi data does not 
have a parametrizable distribution. Most of the machine learning algorithms, except 
KNN, considered in our study assume conditional normal distribution of the data. 
If the data does not meet the requirements, it leads to poor results in this case. The 
second observation above indicates that the minority class data is clustered, and the 
minority points are in close proximity with each other. Finally, it is not surprising to 
observe improvement in accuracy as the class ratio increases. Balanced data reduces 
classification bias and improved overall accuracy of the predictions. 

5 Conclusion 

In this paper, we studied the performance of machine learning algorithms in identi-
fying the location of a smartphone based on Wi-Fi signals. In particular, we focused 
on the scenario where the models are trained on imbalanced data. Our numerical 
experiments reveal that KNN achieves the best performance. It is highly accurate 
even at low class ratios. Other nonlinear models such as NB and QLR also perform 
well achieving high accuracy and sensitivity rates despite class imbalance data. The 
performance of the models improves as the class ratio increases, which shows that 
imbalanced data is indeed detrimental to the classification outcome.
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We find that machine learning models can be used effectively to identify the 
location of a mobile device based on Wi-Fi signals even when trained on imbalanced 
data. Since machine learning models are capable of learning the necessary rules 
autonomously with little supervision from an expert user, they provide a lucrative 
alternative to the traditional IPS. 
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Mechanism for Digital Transformation 
of Intelligent Transport Systems 

Nozima Akhmedova 

Abstract The mechanism for digital transformation of transportation systems 
is described in this article. In particular, cloud technologies, distributed ledger 
technology, blockchain technologies, big data technology, the Internet of Things, 
augmented and virtual reality technologies, technologies of artificial intelligence, 
and additive technologies were considered for their use in an intelligent transport 
system. 

Keywords Intelligent transport systems · Cloud technologies · Distributed ledger 
technology · Blockchain technologies · Big data · Internet of Things · Augmented 
and virtual reality technology · Artificial intelligence · Additive technology 

1 Introduction 

The intensive development of information and communication technologies deter-
mines the variety of digital transformation tools that provide data analytics and 
provide an opportunity to comprehensively address issues related to the effective 
development of the digital ecosystem. 

One of the priorities for the digital transformation of transport systems as a forma-
tive element of the economy and an infrastructural basis is to give impetus to the 
creation and development of a single digital transport system that unites all types 
of transport and all its participants. It provides coordination and synchronization of 
interaction between participants in the transport market, integration of information 
resources in the transport sector, increases the efficiency of transport infrastructure 
management, and optimizes budget expenditures at all levels of its development. It 
is the only digital space that provides openness and reduces transportation costs, 
allowing to increase the profitability of manufacturers and consumers of transport
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services. Big data technology, the emergence of which is associated with the need to 
ensure the processing, analysis, and storage of a constantly growing and updated large 
amount of data, the volume of which exceeds the capabilities of traditional databases 
and analytical tools and systems. Currently, the main value of information is deter-
mined by the possibility of participation in improving their competitiveness and 
efficiency, creating new products, ensuring the validity, and quality of management 
decisions. 

2 Main Part 

2.1 Cloud Technologies 

Cloud technologies (Cloud technologies) provide the ability to provide the user with 
convenient and prompt access to a wide range of computer resources and capacities 
via the Internet, including various types of servers, storage systems, services, and 
applications, implying the ability to release them from the load without the provider’s 
participation and significant operating costs. Thus, cloud technologies enable the 
transfer of functions from personal computers to Internet servers for processing and 
storing data, allowing for the organization of instant remote access to information 
resources at any level from anywhere in the world and on any device, radically 
changing existing business models and increasing efficiency and business efficiency. 

The development of cloud technologies is currently going at a very fast pace. 
According to the forecasts of the consulting company McKinsey, the total economic 
effect from the introduction of cloud technologies by 2025 will be estimated at 
1.7–6.2,trillion USD annually. 

Currently, cloud market products are most in demand in the segments of Internet 
services, retail, banking, and telecommunications. Cloud computing has a high 
growth potential in the transportation industry because it allows for the optimization 
and management of traffic flows, as well as the creation of automated systems for 
planning and modelling transport routes, including urban public transportation in 
large metropolitan areas. 

At the same time, it should be noted that there is the possibility of numerous 
problems when using cloud computing associated with threats to confidentiality and 
reliability of information storage, as well as the development of destructive processes 
as a result of the spread of malicious software or software containing significant 
errors, which requires the implementation of appropriate protective measures aimed 
at reducing these risks [1].
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2.2 Distributed Ledger Technology 

Distributed ledger technology (DLT) allows organizing, storing, and exchanging data 
shared by all participants in the trusted environment, and each of which has a full 
copy of the data registry and access to the entire transaction history. At the same 
time, the reliability and security of information are ensured by cryptographic protec-
tion using special keys and an electronic signature, which allows you to control the 
actions of all participants. Distributed registry technologies provide synchronization 
of data registry copies based on the agreement (consensus) of participants to add 
new information as well as reliable data protection from possible changes, partial 
deletion, or complete deletion. 

Depending on the access modes and options for agreements between participants 
during transaction validation, several types of distributed registries are distinguished:

• open: access to participation is not limited, there is no full identification, and 
the possibility of validating transactions is provided to all participants (e.g. in 
cryptocurrency networks);

• closed: access to participation is limited in accordance with established member-
ship criteria; identification of participants is provided; and persons responsible 
for validating transactions are established (e.g. private distributed registries);

• mixed (hybrid): combines the properties of open and closed types of distributed 
registries. 

One of the most common distributed ledger technologies is the blockchain tech-
nology, which is a sequential chain of data blocks containing information, built 
according to certain rules, where each new block is built into a chain of chronolog-
ically and cryptographically linked blocks. Thus, blockchain technology provides 
reliable storage of the entire data chain in the absence of centralized control. 

The founder of the Institute for Blockchain Studies, M. Swan, identified three 
main areas that can fundamentally change under the influence of this technology:

• Blockchain 1.0—currency (performing financial transactions using cryptocur-
rency);

• Blockchain 2.0—contracts (various applications that work with financial instru-
ments such as stocks, bonds, futures, as well as the so-called smart assets and 
contracts);

• Blockchain 3.0—applications for non-financial markets and transactions, 
primarily in the field of public services, healthcare, education and science [2]. 

Thus, blockchain technology, due to its reliability, transparency, and efficiency of 
use, has a high development potential and is an important component of the emerging 
digital economy. According to a survey conducted in 2015 as part of the Interna-
tional Economic Forum, by 2027, 10% of global GDP can be stored in blockchain 
technologies [3]. 

In the field of transport systems, the main areas for using distributed ledger 
technologies are:
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• storage of information about the operation and repairs of vehicles, replaceable 
spare parts;

• supply chain management, ensuring their transparency, and improving the 
efficiency of operations;

• ensuring the availability of smart contracts (“smart” contracts), which provide for 
the implementation of a mechanism for the programmed and consistent fulfilment 
of the clauses and conditions of contracts;

• support of loyalty programmes by providing monitoring and analysis of actions 
performed within the framework of relevant programmes. 

However, despite the high importance of these technologies in the development of 
the digital economy, their large-scale application is hampered by the lack of common 
standards and standard design solutions, as well as technical limitations associated 
with the need to ensure sufficient network bandwidth and the ability to integrate with 
existing systems built on the basis of other technologies [3]. 

2.3 Big Data 

The term “big data” refers to the need to ensure the processing, analysis, and storage 
of large volumes of constantly growing and updated data, and the size of which 
exceeds the capabilities of traditional databases and analytical tools and systems. 
Currently, the main value of data is determined by the possibility of their participation 
in improving competitiveness and performance, creating new products, and ensuring 
the validity and quality of managerial decisions, both on the basis of identified cause-
and-effect relationships and on the basis of established correlations. In order to 
understand the essence of big data technology, the META group analyst identified 
three of its main characteristics (the so-called three V concept):

• large volume of data (terabytes and petabytes);
• high speed (velocity) of updating and changing data, as well as generating new 

data;
• variety of data types: structured (coming from established sources, well-ordered 

and uniform) and unstructured (coming from different sources and in different 
formats, unordered). 

Later, four additional essential characteristics were added to this concept: 
variability (variability)—dependence of data interpretation on context—reliability 
(veracity); visualization, which provides accessibility of perception—and value 
(value). 

One of the most promising software solutions in the field of big data is Apache 
Hadoop software, which is a complete platform for processing, storing, and managing 
a variety of large data sets and includes the Hadoop Distributed File System (HDFS), 
the Apache Hadoop YARN cluster resource scheduling and resource management



Mechanism for Digital Transformation of Intelligent Transport Systems 691

platform, and the platform for parallel processing large amounts of data, Apache 
Hadoop MapReduce [4]. 

The technologies of big data are universal and can be used in various industries and 
fields of activity that are characterized by large amounts of data on customers, opera-
tions, and processes, in particular, the financial sector, e-commerce, retail, medicine, 
education, systems in public administration, and solving social issues, etc. 

The use of big data technology in the transport industry allows for the optimization, 
planning, and management of traffic flows, greater mobility of citywide transport, as 
well as the efficient use of transport infrastructure and other resources, by collecting, 
processing, and analysing data on road congestion in order to optimize travel routes 
and timetables, about problem areas that limit throughput and prevent continuous 
uniform movement, about the technical condition of vehicles, units, mechanism, and 
related equipment in order to predict malfunctions in a timely manner and provide 
preventive maintenance, etc. 

The use of big data technology is most productive in interaction with the concept of 
the “Internet of Things,” as a result of which most of the generated data is transmitted, 
which will be discussed in more detail below. 

Speaking about the possibility of wide distribution of big data, it should be noted 
the significant contradictions between this technology and the basic principles of 
personal data legislation, in particular, the principle of limiting the processing of 
personal data only to a predetermined purpose, the principle of informed, specific, 
and conscious consent of the subject to the processing of his personal data, as well 
as the possibility of ensuring anonymity through the depersonalization of personal 
data, which requires a corresponding improvement in the norms of legislation aimed 
at eliminating existing contradictions [5]. 

2.4 Internet of Things 

The concept of “Internet of Things” (IoT) provides for the interaction of physical 
and virtual objects and systems with each other and the external environment based 
on built-in information and communication technologies and standards through 
communication channels, and the decisive role in the emergence of this concept 
is played by the development of cloud technologies and big data technologies, 
widespread computerization, and the reduction in the cost of computing power and 
data transmission. 

The Internet of Things, which actually represents a set of interconnected devices, 
devices, sensors, and sensors, allows you to collect various kinds of information 
about the connected control object and transfer it for further processing and storage 
via the Internet. The architecture of the Internet of things is represented by four 
levels: the level of sensors and sensor networks, which provides the collection and 
processing of information in real time; the level of gateways and networks, which is 
a single network platform; a service layer designed to automate technological and
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business operations; and the level of applications for various sectors and fields of 
activity. 

The introduction of the concept of the Internet of Things into business processes 
and activities of companies, as well as entire industries, makes it possible to increase 
the efficiency of resource use, ensure security and mobility, and make optimal 
management decisions based on the data obtained to solve economic and social 
problems. 

With regard to the transportation industry, the main directions for implementing 
the concept of the “Internet of Things” are: 

Real-time remote control and monitoring systems, including traffic congestion, 
the location and movement of vehicles, the state of transport infrastructure facilities, 
transported goods, weather and sea conditions, etc.; 

Systems of safety sensors installed in vehicles (cars, boats, and aircraft, as well 
as railway rolling stock) and allowing diagnostics, monitoring, and control of the 
operation of all important systems and devices with the possibility of informing and 
alerting (e.g. in case of emergency, failure or malfunction, or if a planned replacement 
or repair of parts, mechanisms, etc.); 

Systems of sensory sensors (sensors of circular view, on-board sensors), which 
allow for the possibility of autonomous control of the vehicle. 

In addition, the Internet of Things acts as a technological platform for projects in 
the transport sector implemented within the framework of the ideology of the sharing 
economy (sharing economy), which provides for the implementation of the model of 
joint consumption and the concept of development of the modern urban environment 
of large megacities (“Smart City”). 

Despite the growing popularity and importance of the concept of the Internet of 
Things, the possibility of its widespread implementation is currently limited by a 
number of technical, organizational, legal, and psychological factors, which include: 

Incompatibility of various modern technologies and data exchange devices, which 
makes it challenging to integrate them; 

The need to ensure the protection and confidentiality of transmitted data, including 
those related to both commercial secrets and individual information and data on the 
state and behaviour of a person; 

The need to ensure the timely transmission of data based on the algorithm for 
distributing and fixing responsibility for their reliability, as well as the rationality 
and adequacy of decisions made on their basis. 

The solution to these problems lies in the development of various levels of tech-
nical standards, state regulation of relations in the field of the Internet of things, 
cybersecurity issues, and the use of personal data, ensuring the digital literacy of the 
population [6].
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2.5 Augmented and Virtual Reality 

Augmented and virtual reality technologies open up new possibilities for perceiving 
the surrounding world, enriching it and making it more valuable and informative. 
Augmented reality (AR) technology allows you to supplement the real world with 
virtual elements distributed in space in real time by overlaying special content (text, 
graphics, and audio). Web cameras of tablets and personal computers, smartphones, 
as well as AR glasses, in particular, Google Glass from Google, HoloLens from 
Microsoft, Project Morpheus from Sony, and others, are used as devices that allow 
the implementation of augmented reality technologies. 

The scope of augmented reality is constantly expanding and now covers not only 
the gaming and media industries but also such areas as navigation, medicine, architec-
ture, art, cinema, education, design, and advertising. Augmented reality technologies 
are actively used in the transportation sector in aviation to control air traffic based on 
information received by air traffic controllers using AR applications integrated with 
the radar complex, to control aircraft, including through the installation and use of 
technical vision systems, to improve aircraft maintenance efficiency by presenting 
to the user tied to real virtual instruction objects, and to train and test employees. 

The phenomenon of augmented reality is also widely used in the process of inter-
action of a vehicle (cars, sea and river vessels, railway trains) with the person who 
controls it through the visualization in his field of vision of information about traffic 
and the environment around the moving vehicle, about the objects of the road trans-
port environment and infrastructure, adverse weather conditions, etc., allowing you 
to improve the efficiency of vehicle management and traffic safety. 

In order to ensure the effective implementation and use of augmented reality 
technologies, it is necessary to solve a number of conceptual problems, which include 
ensuring the accuracy of the geolocation tools used and the necessary computing 
power of mobile devices, improving computer vision technologies, and ensuring the 
realism of virtual objects. 

Unlike augmented reality, virtual reality (VR) is completely created using modern 
technical means and provides for the complete replacement of the real world with a 
set of virtual models and objects perceived by a person through the senses. Virtual 
reality is characterized by interactivity, which provides an imitation of the impact of 
virtual objects on the user and his response to this impact. 

The use of virtual reality technologies in the transportation industry is due to 
the possibility of using various kinds of simulators that allow supplementing the 
training process of industry specialists with the formation and development of the 
necessary practical skills as a result of full immersion in virtual reality that reflects 
real situations and the environment, including by modelling critical and extreme 
conditions and various emergency situations. 

In addition, thanks to the ability to visualize and evaluate ongoing processes in real 
time, augmented and virtual reality technologies are becoming one of the defining 
trends in the construction of intelligent transport systems [7].
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2.6 Artificial Intelligence 

Technologies of artificial intelligence (artificial intelligence, or AI) based on the 
use of various algorithms that simulate the processes of human thinking to support 
decision making. Artificial intelligence, being a cognitive tool, allows, based on the 
analysis of the capabilities of the human mind and modelling the internal structure 
of the system, to make decisions depending on the problem and context in real time, 
which allows you to automate a significant part of production processes and ensure 
the digitalization of economic and social processes. 

In the field of artificial intelligence, which is extremely heterogeneous, various 
directions of research are developing depending on the research objectives, the tools 
used, and the models of thinking. 

One of the areas of development of artificial intelligence is machine learning (ML), 
the main principle of which is to identify dependencies and patterns, including those 
hidden from humans, based on initial data and many other external factors. With this 
approach, the solution of problems is provided not only according to the established 
algorithm, but also on the basis of experience gained as a result of solving similar 
problems. 

Training based on artificial neural networks has recently become widely used 
within the framework of machine learning, allowing for the closest possible simula-
tion of the processes of functioning of the human nervous system, the work of brain 
neurons, a feature of which is the ability to self-learn based on previous experience, 
reducing the number of mistakes made. 

Within the framework of machine learning, training based on artificial neural 
networks has recently been widely used, which makes it possible to provide the 
closest possible simulation of the processes of functioning of the human nervous 
system, the work of brain neurons, a feature of which is the ability to self-learn 
based on previous experience, which reduces the number of mistakes made. Artificial 
intelligence technologies are actively used in many industries and areas of activity, 
in particular for object recognition in images, in voice interfaces, in video analytics 
and monitoring systems, in automated control systems for devices and production 
processes, as “smart” assistants, in robotic and self-learning systems. 

In the transport industry, due to the possibility of combining various modern 
digital technologies (cloud computing technologies, big data, artificial intelligence, 
the Internet of things, etc.) and engineering solutions, intelligent transport systems 
are widely used, which allow, based on the collection and analysis of data from 
transport infrastructure facilities, to provide management, forecasting and supporting 
the adoption of both operational and strategic decisions that allow solving the problem 
of reducing the capacity of the transport network, ensuring the efficiency and safety 
of the transportation process, optimizing and saving financial and material resources, 
and minimizing the negative consequences of environmental impact [8–10].
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2.7 Additive Technologies 

Additive technologies (Additive Manufacturing, AM; Additive Fabrication, AF) use 
computer three-dimensional technologies to create objects by layer-by-layer adding 
(building) material based on the data of their digital model. Thus, additive tech-
nologies, or so-called 3D printing, are based on the construction of an object by 
successively applying layers that form its contours and appearance, which is an 
alternative to traditional methods of production and processing products. 

Additive technologies differ depending on the following features: methods of 
formation and fixation of the layer, building materials used, key technologies (with 
and without the use of a laser), energy supply methods for fixing the layer of the 
construction, and others. 

The unique capabilities of additive technologies make it possible to reproduce 
complex structures, parts, shapes, and objects. At the same time, the obvious advan-
tages of using these technologies include waste-free production, an increase in the 
speed of manufacturing products and the possibility of making adjustments at any 
stage of their creation, cost reduction in mass and mass production, as well as an 
increase in the “environmental friendliness” of the process. 

The scope of application of additive technologies is extremely wide and tends to 
expand further. Today, 3D printing is used in such industries and areas of activity 
as architecture, industrial design, construction, medicine, bioengineering, education, 
furniture, clothing and footwear, jewellery, mechanical engineering, aircraft building, 
the military-industrial complex, etc. 

With regard to the transport industry, the use of additive technologies ensures 
the rapid production of the necessary products and parts for vehicles and transport 
infrastructure facilities, both for the timely replacement of worn-out elements, and 
for the creation of new modern products and mechanism that meet the requirements 
of functionality, quality, and safety [8, 11, 12]. 

The above tools for the digital transformation of transport systems allow not only 
changing individual business processes, but also ensuring the restructuring of the 
entire industry as a whole and setting the trajectory for its future development. At 
the same time, the greatest effect will be achieved with the synergy of technologies, 
the possibility of their application in the aggregate. 

3 Conclusion 

Thus, the study allows us to formulate the following main conclusions: 
Based on the analysis of economic literature, the features of the change in the 

technological order under the influence of innovative, breakthrough technologies 
are revealed, and the decisive role of infrastructure in the process of transition to 
each new technological order is emphasized, since such a transition is carried out 
on the basis of the existing infrastructure by expanding and transforming it, as a
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result of which the existing infrastructure barriers are overcome. Restrictions and a 
fundamentally new infrastructure are being created that takes into account scientific 
and technical achievements and meets the goals and needs of the effective functioning 
of the economy. 

Taking into account the identified features of the current stage of development, the 
definition of the transport system is formulated as a transport and logistics system that 
has innovative features and is an infrastructural element of the high-speed economy, 
while ensuring the generation of added value at all stages of the transport and logistics 
chain through the integration of products and services provided within the framework 
of a new technological structure. 

As a result of the analysis of global trends in the economy of the future, which 
form new challenges and opportunities, the main promising directions for the devel-
opment of transport systems are identified, related to the formation of new concepts 
and technologies for the movement of goods and passengers, the development of 
unmanned vehicles, electric transport technologies, intelligent transport, market 
“uberization” passenger and freight transportation, the development of multimodal 
integration of transportation by various modes of transport in regional, interregional 
and international traffic, and the creation of large multimodal centres. 

The necessity of creating and developing an appropriate infrastructure, the foun-
dation of which should be high-tech facilities and specialized complexes, taking 
into account scientific knowledge and achievements of advanced equipment and 
technologies, was emphasized. 

Based on the analysis of existing approaches to understanding the digital economy, 
the main characteristics inherent in it, as a complex system of socio-economic 
relations, are identified, which include:

• the emergence as a result of the emergence of a new technological order and the 
impact of breakthrough technologies;

• use as a basis of digital (information) technologies and digital infrastructure that 
ensures their functioning;

• transformation of global and national economies, industries and services, the 
public sector, enterprises and human society as a whole in accordance with 
changing conditions;

• focus on achieving economic and social benefits, including ensuring competitive-
ness, increasing the efficiency of economic processes, social well-being, accel-
erating economic growth, increasing labour productivity, creating added value, 
etc. 

Taking into account the specifics of the functioning of the transport industry, 
the main stages and directions of the digital transformation of transport systems, 
the consistent implementation of which will ensure a large-scale transformation of 
technological and organizational processes aimed at improving the efficiency of 
traffic organization and management of the transportation process. The main tools 
for the digital transformation of transport systems, which include cloud technolo-
gies, distributed registry technologies, big data, the concept of the Internet of Things,
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augmented and virtual reality technologies, artificial intelligence, and additive tech-
nologies, are analysed, along with their features and characteristics, existing limita-
tions of a technological and legal nature, that prevent their wide distribution at the 
present stage of development. Based on the analysis of digital transformation tools, 
promising areas of their application in transport systems, as well as the main effects 
from their implementation, generated by the synergy of interaction, are identified 
and described. 
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Abstract The metaverse is a global and immersive virtual shared environment 
formed by the fusion of virtual and physical reality, made possible through the use of 
augmented reality and virtual reality headsets. The vision of an immersive Internet as 
a massive, determined, united, and communal realm is vital to metaverse technology. 
In the context of digital reality, the metaverse was conceptualized as Web 3.0 or 3D 
Internet. A new open and decentralized virtual reality will emerge as a result of Web 
3.0. The metaverse, which has entirely opened up in numerous fields, is made up 
of three key technical advancements: artificial intelligence, augmented reality, and 
virtual reality. The traditional tourism industry is having a serious impact because 
of the COVID-19 pandemic, which has a higher influence on lowering the country’s 
GDP. As a result, it is critical to address this issue through digital technology with 
enhanced user experiences. This paper focuses on the fundamental concepts, compo-
nents, and key challenges of metaverse technology in the travel and tourism sectors. 
This technology is still being developed and will require extensive research before 
it can be realized to its full potential. 
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1 Introduction 

The “Second Life” game offers players an online social platform where they can 
engage themselves with other players and carry out in-game activities that are exactly 
like those that occur in real life, such as interacting physically, having conversa-
tions, trading, and building, in order to build a “real world on the Internet” [1]. The 
term “metaverse” first appeared in a piece of speculative fiction called Snow Crash, 
published by Neal Stephenson in 1992. The term “metaverse” is a composite word 
made up of “meta” (transcendence, fictitious, and abstract) and “universe” (the real 
world, meaning a three-dimensional virtual world) [2]. The metaverse technology 
is an invention that gave rise to the recent phenomenon of new tourism experiences 
derived from a smart tourism destination’s virtual reality. 

When it comes to prospective employment opportunities for millions of people, 
tourism is frequently seen as the most significant sector in a major rising market like 
India. Combining several emerging technologies is crucial for this industry to grow 
in a way that allows it to meet tourist demand at the right time [3]. The COVID-
19 problem in China caused a severe underestimation of the pandemic’s effects on 
the travel and tourism sectors. Even now, the scenarios and repercussions of the 
crisis, which will have an unprecedented impact on the tourism industry, are not 
fully understood by policy creators and tourism professionals [4]. 

Globally, the generation of jobs, socioeconomic progress, and cultural advance-
ment is all significantly influenced by travel and tourism. Travel and tourism are 
important contributors to the GDP of many regions, cities, and nations [5]. The meta-
verse will be the next pivotal point for the travel sector. The metaverse is conceived 
of as a continuum that includes a diverse set of digitally augmented realities, busi-
ness methods, and universes. From consumers to employees, from 2 to 3D, from 
reality to virtuality and back, from cloud and AI to extended reality, digital twins, 
blockchain technologies, and beyond, it applies across the entire organization. It 
also applies to the entire company, from the consumer to the worker. The travel 
industry has the opportunity to rethink how people travel. The abilities of the meta-
verse in travel and tourism include virtual tourism, enhanced engagement of tourists, 
personalized virtual experiences, improved accessibility to visit virtual representa-
tions of destinations and attractions from anywhere in the world and new marketing 
opportunities. 

People can interact socially in the metaverse by having conversations, playing 
games, working together on projects, and solving or learning from difficulties. In the 
metaverse, one’s companions or friends may be real people or imaginary characters. 
Additionally, just like in the actual world, there can be many different types of 
activities or events in the metaverse, including political events, natural disasters, 
and economic activity. The only restriction in such a digital space is an individual’s 
imagination. Additionally, the lifelogging feature allows for complete documentation 
of metaverse life [6]. Figure 1 depicts various forms of tourism. Tourism is classified 
into three forms: leisure, corporate, and specialist tourism.
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Fig. 1 Types of tourism 

Travel that is made for relaxation, pleasure, specific interests, or enjoyment is 
known as leisure tourism. Short breaks, holidays, and special events are examples 
of leisure tourism. Any travel related to a person’s work is referred to as “corporate 
tourism,” also known as “business tourism.” Corporate teams may or may not be 
required to spend the night away from home. Professional meetings, presentations, 
conferences, exhibitions, and trade shows are all examples of corporate travel. 

Numerous diverse types of specialized tourism fall under the umbrella term “spe-
cialist tourism.” It frequently relates to a personal interest, pastime, or sport. The 
most popular forms include health tourism, adventure tourism, cultural tourism, 
educational tourism, and spiritual tourism. 

Infrastructure such as transportation systems, limited accommodation options, 
and insufficient tourist facilities can make it difficult for the travel and tourism sector 
to grow and attract tourists. Also, the technological changes, such as the rise of online 
travel platforms, can disrupt the traditional business model of the travel and tourism 
sector, requiring businesses to adapt to remain competitive. The overall contribution 
of this work is summarized as follows
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• To provide various concepts, components, and challenges of the metaverse in the 
travel and tourism sectors.

• To provide various utilizations of the metaverse related to the travel and tourism 
sectors.

• To develop a metaverse framework for the travel and tourism sectors. 

2 Literature Survey 

A deep autoencoder was used by Ratnakanth and Poonkuzhali [7] to forecast user 
ratings in order to recommend a specific tourist destination to travelers. Using two 
datasets consisting of user evaluations for two different eccentric locations obtained 
from a well-known travel website, TripAdvisor, the suggested recommendation 
system was tested and confirmed. The second dataset was based on various sites 
throughout Europe that are available in the Kaggle repository, whereas the first dataset 
includes user evaluations and ratings for numerous locations throughout Jaipur, India. 
The effectiveness of the proposed model was evaluated in terms of root mean square 
error. 

For a well-known tourism destination in India, Ratnakanth and Poonkuzhali [8] 
suggested a deep learning-based framework that assessed the various sentiments 
stated in reviews and information obtained from renowned travel websites like 
TripAdvisor. The Taj Mahal and Periyar Tiger Reserve were two ethnic locations 
taken into consideration for sentiment research. LSTM and GRU algorithms were 
deployed in the framework to categorize these retrieved reviews. Based on the text 
analysis and classification, the major tourist attractions were understood, and those 
were promoted toward increasing tourism. Dalila Martins et al. [9] focused on the 
case study of Amiais, a trivial Portuguese community that was recreated in the Second 
Life metaverse so that tourists could experience it electronically. They recreated and 
shared Amiais’ cultural legacy in the Second Life metaverse. 

Dongying Wei’s [10] blockchain-based web platform Gemiverse provides public 
services for professional certification and tourism. Tourists can travel to national 
parks and sites by paying the entrance charge online and receiving unique NFT 
access tickets that can be exchanged in the market by paying the admission fee to the 
builders. By creating a simulation of the urban environment using a Roblox video 
game engine, Cecile Meier et al. [11] detailed the user experience to combine the 
production of virtual pathways about the sculptural legacy of a city in the class-
room. Pannee Suanpang et al. [12] used cutting-edge information expertise to serve 
the tourism and hospitality industries and adopted the concept of a “mart travel 
destination approach.” This “extensible metaverse” was an open metaverse platform 
that allowed new designers to individually expand the functionality of the meta-
verse technology. Tae Hwan Yoon et al. [13] developed hyper-immersive interactive 
content based on the metaverse, including the virtualization of a surfing community, 
by recognizing and evaluating the components through three-dimensional examina-
tion. For the development of integrated informational materials related to regional
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tourism and vacation organization using AI-powered smart tourism services. Myung 
and Michael [14] developed a theoretically complete model based on customers’ 
hedonistic behaviors during sustained use, with the moderating visitor or non-visitor 
role at the VR tourism site. 

3 Metaverse Concepts 

3.1 Metaverse 

The term “metaverse” denotes a network of 3D immersive virtual worlds made 
possible by the usage of augmented reality and virtual reality headsets, in which 
avatars socially connect. The factors that contribute to the ease of customization and 
flexibility in the metaverse include user-friendly interfaces, customizable avatars, 
collaborative experiences, dynamic environments to create and manipulate digital 
environments, providing a high degree of flexibility and control over their virtual 
experiences. 

3.2 Avatar 

An avatar is a metaverse manifestation of a user that performs specific roles. They 
are a person’s identity in 2D or 3D form, allowing them to participate in various 
adventures and experiences in the metaverse. 

3.3 Digital Twin 

A “digital twin” is a digital form that is designed to precisely imitate a physical entity. 
These digital forms function in a way that is consistent with the physical world. The 
virtual world updates to match changes in the actual physical world. 

3.4 Virtual Reality 

Users can explore and engage with virtual settings in a 3D simulation known as 
“virtual reality”. VR transports users to a new artificial environment that differs from 
realism, providing them with experiences that make them feel as if they are in that 
particular scene.
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3.5 Augmented Reality 

The superimposition of virtual things onto the physical world is referred to as “aug-
mented reality” (AR). Augmented reality (AR) allows people to view virtual objects 
by overlaying digital information on the real world using cameras and displays, such 
as smartphones or AR glasses. AR technology tracks the user’s environment and 
integrates 3D graphics or animations into the live view. This creates an illusion of 
virtual objects existing in the physical space, providing an interactive and immersive 
experience [15]. 

3.6 Mixed Reality 

Mixed reality (MR) is the combination of AR and VR. It is a theory that enables the 
creation of digital objects that allow people to engage with the three-dimensional 
world. The metaverse is a virtual world that incorporates elements of both virtual 
reality and the physical world, creating a blended or “mixed” reality experience for 
users. Some of the different types of mixed reality in the metaverse are AR, which 
adds virtual elements to the real world, providing a blended experience that enhances 
the physical environment and VR, which creates metaverse a fully immersive digital 
environment that replaces the physical world [16]. The tourism metaverse combines 
physical reality and MR to meet the demands and interests of stakeholders in a shared, 
3D virtual space. It also converts physical spaces into MR spaces, effectively turning 
the internet into a parallel virtual universe. 

3.7 Extended Reality 

XR is a newly coined umbrella term for all immersive technologies. The unification 
of all currently existing realities is referred to as “extended reality” (XR). By fusing 
the virtual and “real” worlds together or by generating a completely immersive 
experience, all immersive technologies expand the reality we experience. 

4 Components for Creating Metaverse Application 

4.1 Physical Devices and Sensors 

Head-mounted displays superimpose an image on the user’s view of the real world 
and play sound through the speaker. The gloves with sensors are wrapped around the 
user’s hand for providing input using hand-based methods.
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4.2 Recognition and Rendering 

Recognizing sounds and processing speech aid in understanding the environment 
and communicating with other avatars in the metaverse. The conversation is a direct 
way of training non-player characters in the metaverse as well as connecting with 
other avatars. A technique that can distinguish between one’s own voice without 
noise and the background noise is needed since the metaverse connection is created in 
varied contexts. In addition, depending on distance, the sound’s volume varies. Voice 
recognition technology is used for providing realistic atmosphere in metaverse envi-
ronment by considering the surrounding area into account and adjusts the volume 
based on distance. 

The structural features of the human body help more accurately in understanding 
the reason for the action by superimposing the human body in 3D motion capture and 
pose estimation. High accuracy in the metaverse for tourism can be achieved through 
various technologies and techniques such as high-quality 3D modeling of real-world 
tourist destinations and landmarks, real-time tracking of user’s movements in virtual 
environment, high-resolution displays, network connectivity, and integration with 
real-world data. Although a single-color camera can separate the structure of a phys-
ical body, such as shaking hands and capture real-time 3D motion in difficult scenes, 
it has limitations when it comes to capturing close encounters, such as hugs. 

There are several places where the generation of entities and background scenes 
is applied. The name of the game character was used as an object for scene and object 
identification. The 3D modeling technology is being used by tourism companies to 
give users a better view of tourist attractions without having to leave their current 
location. Users of the 3D modeling platforms can upload 3D designs or scans to 
create 3D visuals that provide a 360-degree view of the locations, luring customers 
with such immersive experiences. Implementing 3D development in the metaverse 
involves determining VR or AR platform, creating 3D assets using Blender or Maya, 
assemble the scene and adding details such as lighting, textures, and animations, inter-
activity implementation in virtual environment by adding scripting and programming 
elements, such as logic, triggers, and events. The technology stack listed below was 
used to implement the 3D development. 

Unreal Engine. Unreal Engine is a cutting-edge open-source real-time 3D devel-
opment tool used to create custom VR projects, interactive visualizations, and 
projects for the next generation of 3D technology using C++ and Blueprints. The 
following features are available in Unreal Engine 5’s most recent version:

• Toolset for an open environment;
• Real-time rendering of the future;
• Built-in characters and powerful animation tools;
• Best UI editor. 

Unity. Unity is a full real-time 3D, AR, and VR solution with tools, a community, 
and support to help experts create immersive 3D projects. The benefits of Unity are:

• Sophisticated 3D editor;
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• Unity Gaming Services offers tools to enhance gaming projects;
• In-house artist tools and well curated documentation. 

CRYENGINE. CRYENGINE is a popular 3D development tool for game devel-
opers using C++ and Lua programming language. This tool also functions as a 
powerful VR development tool, supporting a wide range of platforms and providing 
the following features:

• Creation of stunning visuals using high-quality 3D models, adding particles and 
special effects, advanced lighting techniques, post-processing effects such as 
bloom and depth of field.

• Assist in the creation of simple and feature-rich VR apps;
• Provides built-in audio solutions for creating highly immersive digital experi-

ences. 

4.3 Scenario and Story 

Content creation is the fundamental component of the metaverse for multimodal 
representation. Content is created using well-ordered stories and events to provide 
an immersive experience in the metaverse. Story realism, environment design, and 
conceptual comprehensiveness are all important in creating content. Color and illu-
mination scenes, video, audio, sampling and aliasing, real-life content, and environ-
mental navigation are all required for designing the virtual environment. Multimodal 
content depiction of tourist locations is represented using surveillance, personal 
photographs, audio and video recording, and avatars as depicted in Fig. 2. The user’s 
motions, characters, and avatar personas all have an impact on behavioral modeling. 
Virtual non-player representative characters are depicted as an imitation curator who 
assists with introductions and scenarios, as well as an avatar of a user who advances 
the story of a tourist attraction. The scenario is filled with visual representations of 
real-world tourist destinations. 

Fig. 2 Components for creating metaverse application
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4.4 User Interaction 

The user can see a 360-degree view of tourist attractions and communicate with the 
non-player characters for tour guidance in the metaverse so that travelers can gain 
first-hand experience of their desired destination before visiting it in person. Further-
more, AR and VR technologies combined with the metaverse can allow travelers to 
test out potential hotels before booking. 

5 Challenges in Metaverse 

5.1 Fusion Between Dissimilar Technologies 

The metaverse need seamless fusion, coordination, and collaboration between 
different technologies on various techniques to support application. It is neces-
sary to manage the superposition, compatibility, and integration between multiple 
technologies, to keep the technical system stable and reliable. 

5.2 Energy and Resource Management 

The developer needs to solve the contradiction between technological development 
and energy consumption and resource imbalance. 

5.3 Theoretical and Practical Research Gap 

Most of metaverse research stays in the primary stage of theoretical explorations. It 
is essential to consider the development of infrastructures, the imbalance of technical 
resources, the lack of the recognized industry standard, the difficulties in large-scale 
production, etc. In addition, it also needs to explore the most appropriate forms of 
business models and interactive ways used in the metaverse. 

5.4 Security 

The personal information of avatars is at risk of leakage and invasion in the digitalized 
world. It is important to establish security and confidentiality protection mechanism 
in the metaverse by adopting resolutions to strengthen identity authentication and 
security management, etc.
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5.5 Balance Between Reality and Virtuality 

The metaverse is a digitalized computer-generated world with strong interaction 
between virtuality and reality. Users switch freely between virtual and real world 
to achieve a balance. Also, users have to deal with the conflicts and coordination 
between virtuality and reality. 

6 Metaverse Usage in Travel and Tourism Sectors 

6.1 Flight Experience 

Passengers go on board the imitation of an airplane seat in the metaverse, which 
provides a demo of safety flight measures and serving food details. This idea is to 
provide them with a realistic travel experience on a flight to a destination. 

Passengers are then given a virtual tour of the destination via Head-Mounted 
Displays upon “arrival.” While this type of experience is still in its early stages, it 
has the potential to give people access to travel opportunities that they find difficult 
to afford. 

6.2 Virtual Landmark Destinations 

Popular tourist landmarks frequently have negative environmental consequences as 
a result of excessive visitors. The number of users can be controlled by creating 
metaverse experiences of these landmarks, reducing the environmental impact. 

6.3 Booking Interface 

Another recent development in the tourism metaverse is a virtual booking interface as 
depicted in Fig. 3. Users can book a vacation while wearing a head-mounted display. 
The entire booking process for avatars are made through the metaverse. The user 
uses the head-mounted displays to do everything from choosing a hotel to making 
travel arrangements. Although this only has a few uses, we can see how businesses 
and travel agencies might use it to boost conversions. It seems to be the logical 
next step from offering one-time travel experiences to managing the entire booking 
process. Virtual booking interfaces are still relatively new, but they are becoming 
more widespread in the travel sector.
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Fig. 3 Metaverse usage in travel and tourism sectors 

6.4 Metaverse Travel Experiences 

Virtual travel experiences are commonly used to describe metaverse tourism videos 
created for head-mounted displays. These virtual travel experiences strive to produce 
an experience that is as similar to really being in the actual destination as possible. 
Metaverse travel opportunities, at the cutting edge of 360 recognition, give the user 
something truly unique and memorable. This technology promises a bright future 
for the number of travel agencies and companies. 

6.5 Virtual Hotel Tour 

Users can now experience a hotel and its grounds in a way that is considerably 
more immersive than ever before using virtual hotel tours. Virtual tours are trans-
forming the hotel industry in the same way that they are transforming the real estate
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industry. Hotel exteriors and interiors can be captured in exquisite detail using high-
resolution cameras and specialist equipment. After choosing the room to explore, 
the photographs of room are stitched together to form a 360-degree interactive tour 
for the viewer. 

Using head-mounted displays, the avatars can virtually visit the hotel and take 
hotel tours. This can make the experience more realistic and immersive. The meta-
verse tours are uploaded to digital media and websites for potential travelers to view 
at their leisure. Unlike traditional hotel images, these metaverse tours allow avatars to 
visualize themselves in the virtual hotel. This immersive experience leaves a lasting 
impression on future travelers by creating distinct brand engagement. 

6.6 Products and Services 

Create virtual shops and showrooms for existing products and services in the meta-
verse to sell real-world offerings in more immersive ways. Creating NFTs in the 
metaverse for utility and collective purposes. 

7 Metaverse Framework for Travel and Tourism Sector 

Travelers can register in the metaverse application for authentication purposes. Once 
authenticated, the authorized users create their own avatars and view their metaverse 
profiles. The metaverse envıronment contains 3D characters, 3D scenes, and 3D 
objects for tourism as depicted in Fig. 4. The traveler will be able to view the digital 
twinning of destinations, locations, hotels, and resorts for travel that was stored in the 
metaverse engine. A digital twin metaverse is a virtual replica of the physical world 
that can be used to simulate performance and maintenance. The performance simula-
tion used for testing and simulation of various scenarios, such as crowd management, 
guest flow, and resource utilization. The maintenance planning is used for prioritizing 
tasks, and allocates resources more effectively. Virtual simulations can be used to train 
employees on a wide range of skills, from customer service to emergency response. 
The metaverse prompts the metaverse virtualization engine to provide virtual tour 
services using 2D and 3D rendering and context awareness.

Avatars view the virtual destinations in the form of three-dimensional details 
such as objects, scenes, or virtual services. By viewing and choosing the destination 
landmark, the user can view the nearby digitally twinning hotels and resorts and make 
their choices. After choosing the destination and hotels, they view the packages so 
that they can plan for the trip.
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Fig. 4 Metaverse framework for tourism industry

7.1 Registration and Login 

Users can register themselves as avatars in metaverse tourism by providing details 
such as their name, sex, age, address, email ID, phone number, and password. Once 
registered, the avatars can login to the system via email and their password. 

7.2 User Profile 

The user profile contains the following details about the avatars: 
History. Location ID, time, user ID, and visited places log. 
Review. Location ID, date and time, user ID, placement score, service score, 

employee score, tourist score, activities, and feedback. The score details have the 
range of 0–5 (0-low, 5-high). 

Enquiry. Travel destination, date of travel, number of people, and vocation type.
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7.3 Metaverse Virtualization Engine 

The metaverse virtualization engine contains 3D visualization of destinations, loca-
tions, hotels, and resorts for travel purposes. Avatars can decide which locations to 
explore in the metaverse and visualize them as a 360-degree interactive tour formed 
by stitching together the high-resolution images. After exploration, the user can 
choose the preferred destination, hotel or resorts for staying, the necessary packages, 
and hospitality services for planning the trip. 

Once they have planned, virtual booking interfaces will be shown to the user in 
the metaverse, where avatars can virtually book the destination landmarks and the 
necessary packages. After visiting places, the avatars have to fill out a review form 
about their travel experiences and any further recommendations. These reviews were 
stored in the database, and retrieved using SQL commands. Those recommendations 
are used by the travel industry to provide prospective travelers with a more immersive 
experience of various sites. 

8 Conclusion 

During COVID-19 pandemic, the travel and tourism sectors faced severe challenges 
for promoting their destination that affected country’s GDP growth. So, imple-
menting metaverse in travel and tourism sector will overcome the challenges in 
the development of travel and tourism sector. This paper analyzed various concepts, 
components and challenges for creating metaverse application in travel and tourism 
sectors. Then, for tourism sectors, a travel destination metaverse framework is 
created, which allows avatars to visualize unrealistic trips designed in the meta-
verse framework. This virtual journey allows the avatars to listen to their speech and 
visualize text and 3D objects around the digital world. This framework naturally 
attracts tourists by virtually visiting ancient sites, historical monuments, museums, 
etc., in preparation for visiting these locations. The metaverse generates vast amounts 
of data that can be analyzed and used to gain insights into travel and tourism behavior, 
preferences, and patterns. This information can be used to improve travel and tourism 
offerings, as well as to inform marketing and promotional efforts in our future work. 
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on Increase of Learning Motivation 
of Information System Student During 
Covid-19 Pandemic 
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Ford Lumban Gaol, and Tokuro Matsuo 

Abstract Student motivation to learn becomes the encouragement that comes from 
himself. This encouragement makes students able to perform the learning activities 
to increase their knowledge. However, during this pandemic, students are studied 
at home using video conferencing facilities which could affect students’ learning 
motivation. This is the motivation of this paper to analyze the learning motivation 
of junior high school students in Information Systems during Covid-19. This study 
aims to determine the student’s learning outcomes, one of which is the learning 
motivation. The method used in this research is a survey method, wherein the data 
is collected from a sample or respondents of a population to represent the entire 
population using a questionnaire or interview. After the data needed is collected, 
in the form of a questionnaire, the analysis is discussed to determine the learning 
motivation. Likert scale is used to assist in analyzing the data. Based on the analysis 
of the data that has been collected, it is observed that junior high school students 
majoring in Information Systems during Covid-19 have relatively strong learning 
motivation. They have the willingness to succeed, have a driving force and need to 
learn, have hopes and dreams for the future, have an appreciation for learning, have
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learning activities that are interesting, and have a conductive learning environment, 
which allow the students to perform well. 

Keywords Knowledge · Learning outcomes · Learning motivation · Studied at 
home · Student 

1 Introduction 

Humans are learning creatures, because from birth, people learn a lot. Especially as 
a student, learning is an activity that must be done; hence, they are referred to as 
students. In addition, learning can also be defined as a process of behavior change that 
is expressed in the form of control, use, and assessment of attitudes and knowledge 
values contained in various fields of study, or more broadly in various aspects of life 
[1]. Gagné also argues that learning is influenced by external factors and internal 
factors, which interact with each other. However, teaching and learning activities 
also require basic encouragement that moves a person to learn, which is meant as 
motivation [2]. Student learning motivation will affect the final outcome of learning, 
so there needs to be motivation/encouragement for someone to learn. This happens 
due to various factors both from inside and outside. 

With the current condition being unable to meet or have direct contact, students 
are required to study at home, using the facilities provided by the campus; students 
learn through video conferencing such as Zoom and Microsoft Teams. In the video 
conference, students can carry out learning activities led by lecturers or do group 
work, but with students studying independently in their homes, this can affect the level 
of motivation to learn, especially the juniors who are new to the learning environment. 

Authors have determined that student learning motivation will affect the final 
outcome of learning; hence, learning motivation is needed by students to learn. This 
encouragement comes from a variety of factors. The first is family; students will have 
high motivation if they get support or encouragement from family members. Second 
is the environment; students will be highly motivated if the environment in which the 
student lives is suitable for the student’s learning method. Third is the association. 
Interaction in school will have a very big effect in the learning process because if the 
students have bad associations, they will be less motivated in the learning process. 
Therefore, student learning motivation can be seen more clearly and every student 
is obliged to do his best on campus, because if the GPA < 2, then the student must 
take a short semester which means that after graduation, they have to study again. 
Therefore, motivation to learn is very important on campus so that the score is equal 
or above the minimum completeness criteria value in order to graduate. 

Whether there is an impact on the motivation of the nature of Information Systems 
is also analyzed in this paper. 

The problem identified in this research is as follows. Knowing all the different 
factors affecting the learning motivation of junior students of Binus University Alam
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Sutera majoring Information System in a pandemic situation, the main driving factor 
of the motivation can be determined. 

The problem formulation has been constructed as follows. Which factors influence 
the students of Information Systems the most, in the level of motivation to learn? 

The research objectives are knowing how much level of learning motivates 
students at the Binus University Alam Sutera majoring Information System, while 
the second objective is analyzing what factors affect the most in the motivation to 
learn in students of Information Systems. 

The benefits of research are determined. At first, this scientific work can broaden 
the readers’ insight about the importance of learning motivation. This scientific work 
can also analyze the driving factors for students in the learning process. Lastly, this 
scientific work can add to the readers’ insight as a guide for the learning process. 

2 Literature Review 

According to [2], learning motivation is internal and external encouragements for 
students who are learning to make behavioral changes, which are marked by indi-
cators and supporting elements. According to Iskandar [3], learning motivation is 
the driving force within the individual to carry out learning activities to increase 
knowledge. According to [4], learning motivation is the overall driving force within 
students that causes learning activities, where this motivation ensures continuity and 
direction in learning activities so that the goals desired by the learning subject can 
be achieved. 

From several definitions according to the experts above, it can be concluded that 
the student’s learning motivation becomes encouragement that comes from himself. 
This encouragement makes students able to carry out learning activities to increase 
their knowledge. 

According to Bahri, the benefits of learning motivation are that it serves as a 
spur for action. At first, students do not have a desire to learn, but because there is 
something they are looking for, there is an interest in learning. This is in line with 
his curiosity which ultimately encourages students to learn. This attitude ultimately 
underlies and leads to a number of actions in learning. So, motivation which serves as 
a driving force affects what attitudes students should take in order to learn. Motivation 
is a driving force for action. The psychological drive that gives birth to attitudes 
toward students is an unstoppable force. Students will do activities with all their soul 
and body. Intellect and mind proceed with physical attitudes that tend to submit to 
the will of learning. 

From the theory above, it can be concluded that there are four benefits of moti-
vation. The first motivation to learn is to boost students’ enthusiasm for learning so 
that the students can be better. The second motivation to learn is to become a driving 
force to achieve goals more quickly. The third is to boost students’ enthusiasm so that 
students can learn better and faster. The learning motivations are seen as a machine 
for the brain to run faster.
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2.1 Factors Affecting Learning Motivation 

According to [5], there are several factors that influence learning motivation, 
including: 

(a) External factors—factors from outside the individual, which are divided into 
two: social factors include other human factors either directly or indirectly 
present and non-social factors include air conditions, air temperature, weather, 
time, place of study, and others. 

(b) Internal factors—factors from within an individual, which are divided into 
two: physiological factors including physical condition and state of physio-
logical functions and psychological factors including interest, intelligence, and 
perception. 

According to Sardiman [4], there are several forms and ways to foster motivation 
in learning activities at school, including: 

(a) Giving numbers is a symbol of learning activities; many students learn only to 
get good numbers/grades. 

(b) Usually, the students chase test scores or grades in report cards. 
(c) Gifts can also be used as motivation, but this is not always the case. It is because 

a reward for a job may not appeal to someone who is unhappy and unworthy of 
the job. 

(d) Rivalry/competition can also be used as motivation; either individual competi-
tion or group competition can improve student achievement. 

(e) Self-involvement fosters awareness in students to feel the importance of the task 
and accept it as a challenge and do the task with hard work. 

(f) Giving tests: students will study actively to know the results of these tests. By 
knowing the test results, students will be motivated to learn, and it encourages 
the progress of students. 

(g) Praise is a positive gift and at the same time provides good motivation. Punish-
ment is a negative reward but if given properly and wisely can be a motivational 
tool. 

(h) The desire to learn means that there is an element of deliberation, where there 
is an intention to study a particular interest. Apart from that, motivation also 
arises because of the need to control interest, so it is appropriate that if interest 
is the main motivation, the learning process will run smoothly. 

(i) Goals that are recognized and accepted by students are very important motiva-
tional tools. By understanding the goals that must be achieved, they feel very 
useful and profitable, and there will be a passion to continue learning. 

According to Farozin [6], the factors that influence learning motivation are psycho-
logical factors, which are as follows: curiosity and want to investigate the wider world 
(environment); creative nature and the desire to always go forward; the desire to get 
sympathy from parents, teachers, and friends; the desire to fix failures with new 
efforts; the desire to get a sense of security when mastering the lesson and when 
there is a reward or punishment as the end of the learning process.
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Social factors are human factors (teachers, counselors, and parents), whether 
present directly or indirectly (photo or voice). The learning process will go well, 
if the teacher teaches in a fun way, such as being friendly, paying attention to all 
students, and always helping students who have learning difficulties. When at home, 
students still get attention from parents, both material attention by providing learning 
facilities and infrastructure to help and make it easier for students to study at home. 

From the theory above, it can be concluded that there are many factors that influ-
ence learning motivation. The first is the environment in which students learn. This 
environment can support and facilitate student learning or inhibit it. The second 
factor is the psychological condition of the student that if the student does not have 
a sense of curiosity, the student will not progress because he is not motivated in this 
regard. Third, the social element of a student will develop with the group where he is; 
if the group supports him, he will be more advanced. The higher the group support, 
the higher the student’s motivation to learn and vice versa. 

2.2 Related Works 

Motivation is also used to make students achieve maximum performance. There are 
various factors that influence learning motivation, ranging from psychological condi-
tions to the social environment. In addition, there are various benefits of learning moti-
vation, namely moving students’ enthusiasm for learning and accelerating students’ 
time to achieve their goals. Overall learning motivation is a mental boost that students 
have to construct their experiences to increase knowledge that will be used to advance. 

Fauiziah proposed the relationship between learning motivation and learning 
interest of class Iv Sdn Poris Gaga 05 Kota Tangerang, wherein the importance 
of learning motivation to achieve certain goals was discussed. In the paper, Interest 
and Motivation in Improving Student Learning Outcomes, there is a debate whether 
teachers/lecturers can increase student motivation. Following these debates, basically 
all students have the motivation to learn, but also, it is the responsibility for profes-
sional teachers to help increase the enthusiasm of students to be motivated while 
learning. Lectures must be able to explore what can rise the motivation of students, 
so that the effective teaching and learning process is created in the classroom and 
students can achieve a goal as a result of their learning. 

Authors have determined that student learning motivation will affect the outcome 
of learning. Thus, student learning motivation can be seen more clearly, and every 
student is obliged to try their best. That is why the research is needed to know the 
driving force of how students are motivated to learn. It is interesting to know how 
students improve better by knowing how to motivate themselves. 

Aritonang [7] proposed Minat dan Motivasi dalam Meningkatkan Hasil Belajar 
Siswa, which explained that the factors that affect students’ interest in learning are 
the teacher’s way of teaching, the character of the teacher, and others. 

The gap in this research is that the student learning motivation will affect the 
outcome of learning; hence, learning motivation is needed by students to carry
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out the learning processes. Other gaps are the differences in the target population. 
This research is conducted among the junior grade IV students in SDN Poris Gaga, 
majoring in Information System. 

3 Research Methods and Data Sources 

Based on benefits: 
Basic research: Basic research was conducted to investigate the relevant issues 

with a view to confirm or disconfirm the positions theoretical and empirical. The main 
objective of basic research is to obtain general information about a phenomenon, with 
less emphasis, placing applications on real-world examples of the phenomenon [8]. 

Descriptive research: According to [9], descriptive research is the research that 
aims to explain or describe a situation, event, object, people, or anything related to 
variables, that can be explained either with numbers or words. 

Based on the method: 
Survey research: Survey research is the research in which data is collected from 

a sample of a population to represent the entire population using a questionnaire or 
interview [8]. 

Based on data collection: 
Quantitative research: Quantitative research methods can be interpreted as a 

research method based on the philosophy of positivism used to research on 
certain populations or samples, where sampling techniques are generally carried 
out randomly. Data collection uses quantitative/statistical data analysis research 
instruments with the aim of testing predetermined hypotheses [10]. 

3.1 Variable 

According to Sutrisno [11], variables are symptoms that vary. The variable in this 
study is the learning motivation in junior students, Department of Information 
Systems, during the Covid-19 pandemic. 

According to [2], there are a few variables that affect the quality of motivation in 
studying. Those effects are: 

1. There is a willingness to succeed. 
2. There is a driving force and need for studying. 
3. Having hopes and dream for the future. 
4. Achieving an award for learning. 
5. There are interesting activities in learning.
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3.2 Population 

According to Sugiyono [12], population is a generalization area consisting of subjects 
or objects that have certain characteristics and qualities determined by a researcher 
to be studied which are then drawn to a conclusion. The population in this study are 
junior students in the Information System department which had 294 students. 

3.3 Samples 

According to [13], the sample is a part or representative of the population to be 
studied. If the research is conducted by part of the population, it can be said that 
the research is a sample study. With this understanding and calculations using the 
Slovin formula (1), it was found that the sample required is 74.6 rounded off to 75 
respondents. 

n = N 

1 + N 2 (1) 

where n is the sample, N is the population, and e is the margin of error (1% was 
used). 

3.4 Types of Data 

Types of data in this study are primary data and ordinal data types. According to 
Kriyantono [14], primary data is the data obtained from first-hand or first-hand data 
sources in the field. Ordinal data is the data that not only categorizes variables to 
show differences among various categories, but also sorts them in several ways [15]. 

3.5 Data Collection Techniques 

Steps needed when collecting data and sources from respondents are: 

1. Looking for a theory of learning motivation to serve as a guide for indicators to 
be made. 

2. Make and test indicators to get valid statements. 
3. Distribute validity test questionnaires to 75 random respondents who are the 

junior students in the Department of Information System during the Covid-19 
pandemic.



722 J. Glad et al.

4. Enter data from the final questionnaire from the students. A valid questionnaire, 
which has valid 23 statements, is distributed to the students. 

5. Draw conclusions and give suggestions. 

The aims and objective of this research is to find out how the junior students from 
the Information Systems major about their motivation. And, it can have a real impact 
on the learning desires related to their knowledge or can add and multiply knowledge 
in an effective way and also provide insight into the learning process, such as factors 
that influence learning motivation, the benefits of having motivation to learn, and 
knowing the true meaning of learning motivation. 

The implication and contribution to knowledge in this research paper would help 
the study and learning industries further by telling the way students want to learn 
and motivate them even more. This contribution can help in pushing and knowing 
the boundaries of motivation in study. 

3.6 Practicalities and Potential Obstacles 

The practical implementation of this research will be reduced because learning is 
carried out online; therefore, questionnaires will be carried out via Google Docs 
or online questionnaires. This increases the potential obstacle of dishonesty from 
the respondent and the nature of the respondent who is not willing to answer the 
questionnaires that is given. This makes the sample collection and obtaining an 
accurate result difficult. 

3.7 Research Design and Methods 

The author uses descriptive analysis method. According to Sugiyono [16], descriptive 
analysis is a statistic used to analyze data by describing the collected data as it 
is, without making any generalized conclusions. The data is obtained through a 
questionnaire in this study. The quantitative descriptive analysis was used to analyze 
the results of the questionnaire obtained, which is described in the statistical form. 

The data obtained is qualitative data which will be converted into quantitative 
using a Likert scale and includes the type of ordinal data, which is then analyzed 
again qualitatively. 

Examples of answers on a Likert scale as shown in Table 1 are: strongly agree 
(5); agree (4); doubt (3); disagree (2); strongly disagree (1). By using a Likert scale, 
the variables to be measured are translated into dimensions, the dimensions are 
translated into subvariables, and then, the subvariables are translated into measurable 
indicators. Finally, these measurable indicators can be used as a starting point for 
making instrument items in the form of statements that need to be answered by
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Table 1 Statements Description Abbreviation Result 

Strongly agree SS 5 

Agree S 4 

Neutral RG 3 

Disagree TS 2 

Strongly disagree STS 1 

respondents. Each answer is associated with a statement or attitude support which is 
expressed in the following words. 

Practical Implication 

The practical implication of this research on the students is that students can find out 
how to get motivation to learn and later change the way they learn when pursuing 
knowledge in accordance with the research. 

Theoretical Implication 

The theoretical implication of this research is related to the learning motivation 
of junior students majoring in Information Systems. Many of the existing theories 
have put forward the theory that the motivation to encourage students comes from 
oneself. This encouragement led students to carry out learning activities to increase 
their knowledge. 

4 Results and Discussion 

After the research gets the data needed in the form of a questionnaire, the analysis 
is discussed to see the motivation to learn. Researchers use a Likert scale to assist in 
data analysis. The questionnaire was distributed to 75 respondents. Then, the range 
used is 75 which is obtained by dividing the ideal number of scores by 5 because the 
interval from the Likert scale is 5, which are STS, TS, RG, S, and SS. So, the results 
are 75, starting with the number 0, then 75, and finally 75 is added 5 times to get 375 
results. 

To get the percentage result from the Likert scale, an interval of 20 is used so that 
the ideal percentage result is 100, and 100 divided by five intervals on the Likert 
scale is 20. Five Likert scale intervals determine the percentage results such as very 
weak, weak, sufficient, strong, and very strong. 

Numbers 0%–20% = Very weak. 
Numbers 21%–40% = Weak. 
Numbers 41%–60% = Sufficient. 
Numbers 61%–80% = Strong. 
Numbers 81%–100% = Very strong.
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Table 2 Results of 
‘willingness to succeed’ 

Description Count Result 

SS (5) 164 285 

S (4) 88 340 

RR (3) 43 351 

TS (2) 3 60 

STS (1) 2 11 

Total 300 1309 

Fig. 1 Willingness to succeed 

Overall Learning Motivation 

Item no. 1 Uno theory [2]: There is a willingness to succeed. 
The ideal score in this indicator is 1500, which is obtained from 75 × 5 = 375 

in the presence of four statements 375 × 4 = 1500. The percentage is calculated as, 
1309/1500 × 100 = 87.27%. The details of result are shown in Table 2 and Fig. 1. 

Based on Uno’s theory [2], the first factor of learning motivation is the willing-
ness to succeed. From the results above, it can be concluded that junior students 
of the Information System major during Covid-19 pandemic students have a very 
strong willingness to succeed in their driving force of studying with the percentage 
of 87.27%. This proves that students have very strong feelings toward wanting to 
graduate with a good GPA, striving to reach the goals, and studying to get good. The 
percentage of encouraged to study to get good grades are shown in Fig. 2. 

Item no. 2 Uno theory [2]: There are a driving force and need for studying. 
The ideal score in this indicator is 1500, which is obtained from 75 × 5 = 375 

in the presence of four statements 375 × 4 = 1500. The percentage is calculated as, 
1131/1500 × 100 = 75.40% 

Based on Uno’s theory [2], the second factor of learning motivation is the presence 
of driving force and need for studying. From the results above (Table 3), it can be 
concluded that junior students of the Information System major during Covid-19 
pandemic students have a strong agreement to this indicator with the percentage of 
75.40%. This proves that the junior students have a strong driving force and need 
for studying in the shape of paying attention to the lecturer’s explanation in class. 
Having the mindset of studying is a necessity, and encouraged to study to get good

Fig. 2 Encouraged to study to get good grades 
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grades and encouraged to learn from the people around were observed. The results 
observed are shown in Tables 4, 5 and 6, and Fig. 3 depicts the learn in order to get 
rewards. 

Item no. 3 Uno theory [2]: Learn in order to get rewards.

Table 3 Results of 
‘encouraged to study to get 
good grades’ 

Description Count Result 

SS (5) 66 265 

S (4) 118 384 

RR (3) 99 213 

TS (2) 15 8 

STS (1) 2 1 

Total 300 1131 

Table 4 Results of ‘learn in 
order to get rewards’ 

Description Count Result 

SS (5) 27 135 

S (4) 71 284 

RR (3) 127 381 

TS (2) 52 104 

STS (1) 23 23 

Table 5 Results of 
‘interesting activities in 
learning’ 

Description Count Result 

SS (5) 57 285 

S (4) 85 340 

RR (3) 117 351 

TS (2) 30 60 

STS (1) 11 11 

Total 300 1047

Table 6 Results of 
‘conducive learning 
environment to learn well’ 

Description Count Result 

SS (5) 74 370 

S (4) 126 504 

RR (3) 129 387 

TS (2) 37 74 

STS (1) 9 9 

Total 375 1035
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Fig. 3 Learn in order to get rewards

Fig. 4 Interesting activities in learning 

Based on Uno’s theory [2], the third factor of learning motivation is to learn in 
order to get rewards. From the results above, it can be concluded that junior students 
of the Information System major during Covid-19 pandemic have a strong agreement 
to this indicator with the percentage of 61.8%. This proves that the junior students 
have a motivation to learn in order to get rewards. The interesting activities in learning 
are shown in Fig. 4.

Item no. 4 Uno Theory [2]: There are interesting activities in learning. 
The ideal score in this indicator is 1500. It is obtained from 75 × 5 = 375, in 

the presence of four statements 375 × 4 = 1500. The percentage is calculated as, 
1047/1500 × 100 = 69.80% 

Based on Uno’s theory [2], the fifth factor of learning motivation is the existence 
of interesting activities in learning. From the results above, it can be concluded 
that junior students of the Information System major during Covid-19 students have 
interesting activities in learning, which is indicated by a percentage of 69.80%. This 
proves that the students agreed strongly in motivation from interesting activities 
in learning in the shape of agreeing to statements such as easier to understand the 
lesson if it is presented in an interesting way, have an understanding of learning is 
an interesting activity, and many other interesting activities when learning. 

Item no. 5 Uno theory [2]: The existence of a conductive learning environment, 
allowing a student to learn well. The results on conducive learning environment to 
learn are provided in Fig. 5. 

The ideal score in this indicator is 1875. It is obtained from 75 × 5 = 375 in 
the presence of four statements 375 × 5 = 1875. The percentage is calculated as, 
1035/1875 × 100 = 71.68% 

Based on Uno’s theory [2], the fifth factor of learning motivation is the existence 
of interesting activities in learning. From the results above, it can be concluded 
that junior students of the Information System major during Covid-19 students have

Fig. 5 Conducive learning environment to learn 
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conductive learning environment which is indicated by a percentage of 71.68%. This 
proves that the students have the existence of a conductive learning environment, 
allowing a student to learn well. This supports the statement that they agree that 
classmates support students in studying well, healthy campus life supports studying, 
home environment helps in studying, and friends and family support students in 
studying. 

5 Conclusion 

Based on the analysis of data that has been collected, it can be observed that junior 
students of the Information System major during Covid-19 have a relatively strong 
learning motivation. They have the willingness to succeed, driving force and need for 
studying, hopes and dreams for the future, award for learning, interesting activities 
in learning, and a conductive learning environment, allowing a student to perform 
well. From all these factors, the least powerful indicator is the one having an award 
for learning. So, it can be said that an award does not really affect the motivation of 
learning. But, it is more important to be motivated from the inside or more specifically 
with the willingness to succeed. 
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Modelling Sentiment Analysis on 
Indonesian Product Reviews Using 
Machine Learning 

Andry Chowanda and Lasmy 

Abstract Insight from product reviews from customers is important messages to 
the business. It provides feedback to the business and enhances the customers’ expe-
riences and leading to sustainable competitive advantage for the business. Sentiment 
analysis can be performed from the customers’ product reviews regarding to par-
ticular product or service. Capturing sentiment analysis can be done automatically 
using machine learning techniques. This research aims to explore several machine 
learning algorithms to model automatic sentiment analysis on Indonesian product 
reviews. The product reviews data was gathered from an e-commerce platform in 
Indonesia. All of the product reviews are in the local (i.e. Indonesian) language. The 
research contributes to a state of the art of automatic sentiment analysis model on 
Indonesian product reviews. Eight algorithms and 4507 settings are explored to find 
the best setting and algorithm to model sentiment analysis in Indonesian product 
reviews. The results demonstrate that the best model was achieved by the one trained 
with five layers of artificial neural network with 99.1% for testing model accuracy, 
precision, recall, and F1-score. The best AUC of the model was 99.6%. The model 
requires 34.68 minutes to be trained. 

Keywords Product reviews · Sentiment analysis ·Machine learning · Artificial 
neural network 

A. Chowanda (B) 
Department of Computer Science and School of Computer Science, Bina Nusantara University, 
Jakarta 11480, Indonesia 
e-mail: achowanda@binus.edu 

Lasmy 
Department of Management and BINUS Business School Undergraduate Program, Bina 
Nusantara University, Jakarta 11480, Indonesia 
e-mail: lasmy@binus.edu 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
G. Rajakumar et al. (eds.), Intelligent Communication Technologies and Virtual Mobile 
Networks, Lecture Notes on Data Engineering and Communications Technologies 171, 
https://doi.org/10.1007/978-981-99-1767-9_53 

729

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1767-9_53&domain=pdf
achowanda@binus.edu
 854
51446 a 854 51446 a
 
lasmy@binus.edu
 854 56538 a 854 56538 a
 
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53
https://doi.org/10.1007/978-981-99-1767-9_53


730 A. Chowanda and Lasmy

1 Introduction 

The fourth revolution industry has changed the way industries do their business 
models. Most industries have implemented technology and the Internet to enhance 
customers’ experiences, increasing revenue. Nowadays, both customers and indus-
tries can easily communicate between them. The customers can provide feedback on 
the products or services, and the industries can easily gather customer market sur-
veys. One of the platforms for the customer to provide feedback is through reviews, 
be it product reviews or service reviews. Customer reviews are essential to industries 
for them to improve their products and services, hence increasing the customers’ 
experiences. Customer reviews can be automatically captured and analysed by using 
machine learning. An automatic sentiment analysis system can be implemented to 
capture the customers’ sentiments. There are several machine learning algorithms 
that can be applied to model an automatic sentiment analysis system. Automatic 
sentiment analysis model can be trained using several machine learning algorithms 
such as support vector machine [ 8, 16], decision tree [ 7], random forest [ 7], Naïve 
Bayes [ 7], generalised linear model, artificial neural network [ 8], convolutional neu-
ral network [ 13], and long short-term memory [ 2– 4]. The algorithms can be tailored 
based on the data and use case [ 5]. 

This research aims to explore several machine learning algorithms to model auto-
matic sentiment analysis on Indonesian product reviews. The product reviews data 
was gathered from an e-commerce platform in Indonesia. All of the product reviews 
are in the local (i.e. Indonesian) language. The research contributes to a state of 
the art of automatic sentiment analysis model on Indonesian product reviews. Eight 
algorithms and 4507 settings are explored to find the best setting and algorithm to 
model sentiment analysis in Indonesian product reviews. The algorithms are Naïve 
Bayes, fast large margin, generalised linear model, artificial neural network, decision 
tree, gradient boosted trees, random forest, and support vector machine. The results 
demonstrate that the best model was achieved by the one trained with five layers of 
artificial neural network with 99.1% for testing model accuracy, precision, recall, and 
F1-score. The best AUC of the model was 99.6%. The model requires 34.68 minutes 
to be trained. SVM provides the fastest training time (12.55 minutes); however, the 
performance is still inferior compared to the one trained with five layers of ANN 
architecture. The rest of the manuscript is organised as follows: the state of the art on 
sentiment analysis modelling in product reviews is demonstrated in the next section. 
The research methods, architectures, and experiment settings are illustrated in the 
methodology section. Moreover, the results are comprehensively discussed in the 
results and discussion section. Finally, the conclusion and future research direction 
are demonstrated in the last section, the conclusion, and future work section.
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2 Recent Work 

Several text processing techniques can be applied to extract information from text. 
Some vectorisation techniques, such as term frequency-inverse document frequency, 
bag of words, Word2Vec, GloVe, and transformer-based embedding, can be applied 
to represent information from text [ 4]. There are also several conventional machine 
learning algorithms as well as deep learning algorithms that can be implemented to 
model sentiment analysis from the text. Some research implemented several machine 
learning algorithms to model online-review sentiment analysis. The best performance 
was achieved by the model trained by the support vector machine algorithm, which 
achieved an accuracy score of 98.6%. The machine learning algorithms are also evi-
dently superior that the one modelled by using lexicon-based, with an accuracy score 
of 95% [ 11]. Another research on sentiment analysis was performed by Koukaras 
et al. [ 9], where they implemented support vector machine and valence aware dic-
tionary and sentiment reasoner. They achieved the best F1-score of 76.3% and the 
AUC score of 67% [ 9]. Another sentiment analysis model trained with the support 
vector machine algorithm was modelled using movie recommendation data with the 
best accuracy score of 98.63% [ 12]. The research also shows that the support vector 
machine algorithm is superior to Naïve Bayes algorithm with the best accuracy score 
of 97.33%. More research done by Kalarani and Selva Brunda [ 8] with part of speech, 
joint sentiment topic, and trained with the support vector machine algorithm. The 
model achieved the best F1-score of 86%. The research also shows that the support 
vector machine algorithm is superior to artificial neural network architecture, with 
the best F1-score of 86.5%. 

Moreover, some researchers [ 1] proposed contextual-based approaches to model 
sentiment analysis from the text. The best model achieved by support vector machine 
with the best accuracy score of 75%. Another researcher proposed several machine 
learning and deep learning algorithms to model sentiment analysis from Twitter [ 14]. 
The best performance achieved by the conventional machine learning algorithm was 
the support vector machine classifier, with an accuracy score of 70.56%. Moreover, 
the best performance achieved by the deep learning algorithm was the long short-
term memory architecture with an accuracy score of 73.81%. Another researchers 
[ 6] performed an exploration of several machine learning algorithms such as deci-
sion tree (J48), random forest, Naïve Bayes, and support vector machine to model 
sentiment analysis on student courses. The best model was achieved by the one 
trained with the support vector machine classifier with the best accuracy of 63.79%. 
Another researcher [ 10] proposed a sentiment analysis model from Twitter to cap-
ture sentiment analysis on tourism topics in the Thai language. The best model was 
achieved by the one trained with the random forest algorithm with the best accuracy 
of 95.4%. The second best model was achieved by the model trained with the random 
forest algorithm with the best accuracy of 95.4%. Some deep learning algorithms are 
also performed by researchers [ 13] to model sentiment analysis from Hindi movie 
reviews. The best architecture to model the sentiment analysis was the convolutional 
neural network, with the best accuracy of 95%.
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3 Methodology 

This research aims to explore several algorithms to predict sentiment from product 
reviews in the Indonesian marketplace automatically. Figure1 illustrates the proposed 
methods in this research. There are three groups of methods: pre-processing, feature 
engineering and modelling, and evaluation. In the pre-processing, the data was loaded 
and prepared. The data then splits into training and testing sets with the percentage 
of 65% and 35%, respectively. The dataset used in this research is the PRDECT-ID 
[ 15]. The dataset consists of 5400 annotated product reviews. The dataset was anno-
tated using basic emotions and sentiment analysis. This research focuses on the latter 
one. The next step is the basic feature engineering process, which handles unknown 
values, replaces all missing values, and encodes the data. The next group is feature 
engineering and modelling. In this group, the text features are extracted from the text. 
Next automatic feature engineering process is applied to the data before the model is 
trained with several machine learning algorithms. The model is trained with several 
algorithms, such as Naïve Bayes, fast large margin, generalised linear model, artifi-

Fig. 1 Proposed methodology
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cial neural network, decision tree, gradient boosted trees, random forest, and support 
vector machine. The algorithms implemented an automatic feature engineering pro-
cess. Overall, each algorithm automatically performed 118–986 features exploration 
and 5–62 features generation. Moreover, artificial neural network implemented five 
layers of the vanilla neural network. The first layer consists of n number of nodes 
depending on the number of features. The second, third, and fourth layer consist of 
50 nodes with ReLU activation function. The rectified linear unit (ReLU) activation 
function provides non-negative output value with f (x) = max(0, x). The final layer 
(output) consists of two nodes (positive and negative class) of the Softmax activation 
function. The L1 value is set to 0.000010. Finally, the models were evaluated using 
several performance metrics, such as accuracy, AUC, precision, recall, and F1-score. 

4 Results and Discussion 

Hundreds of automatic features explorations and generation from Naïve Bayes, fast 
large margin, generalised linear model, artificial neural network, decision tree, gra-
dient boosted trees, random forest, and support vector machine learning algorithms. 
The models automatically perform and evaluate the models trained by the algorithms. 
Table 1 demonstrates the overview of the results of the best models from each algo-
rithm. Naïve Bayes model resulted in a quite overfitted, where the accuracy score 
was 63.8, but the F1-score was 40.3. The precision-recall score was 95.4 and 25.6, 
respectively. The AUC score achieved by Naïve Bayes model was 70.7. The model 
trained by fast large margin achieved relatively high performance with 87.0 and 87.8 
scores in accuracy and F1-score, respectively. The precision-recall score was quite 
imbalanced; the score was 80.0 and 97.3, respectively. The AUC score achieved 
by the generalised linear model was 89.8. The model trained by generalised linear 
model achieved relatively high performance with 98.4 and 98.3 scores in accuracy 
and F1-score, respectively. The precision-recall score was 99.4 and 97.1, respec-
tively. The AUC score achieved by the generalised linear model was 99.6. Next, the 
model trained by the artificial neural network model achieved the best performance, 
where the accuracy, F1-score, and precision-recall score achieved a score of 99.1. 
The AUC score achieved by the artificial neural network model was 99.6. 

Table 1 Overview results 

Performance NB GML FLM ANN DT RF GBT SVM 

Accuracy 63.8 98.4 87.0 99.1 98.4 96.4 98.4 98.4 

AUC 70.7 99.6 89.8 99.6 98.4 97.6 97.6 97.6 

Precision 95.4 99.4 80.0 99.1 99.3 97.0 97.0 97.0 

Recall 25.6 97.1 97.3 99.1 97.4 95.5 95.5 95.5 

F1-score 40.3 98.3 87.8 99.1 98.4 96.2 96.2 96.2
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Fig. 2 Best accuracy all models 

Moreover, the model trained by decision tree achieved relatively high performance 
with a 98.4 score in accuracy and F1-score, respectively. The precision-recall score 
was 99.3 and 97.4, respectively. The AUC score achieved by the decision tree was 
98.4. The model trained by random forest achieved 96.4 and 96.2 scores in accuracy 
and F1-score, respectively. The precision-recall score was 97.0 and 95.5, respec-
tively. The AUC score achieved by the random forest was 97.6. Another tree-based 
algorithm, the gradient boosted tree algorithm, also provides relatively high perfor-
mance. The model trained by gradient boosted tree achieved 96.4 and 96.2 scores in 
accuracy and F1-score, respectively. The precision-recall score was 97.0 and 95.5, 
respectively. The AUC score achieved by the gradient boosted tree was 97.6. These 
results were relatively similar to the model trained with random forest. Furthermore, 
the model trained by support vector machine achieved relatively high performance 
with a 98.4 and 96.2 score in accuracy and F1-score, respectively. The precision-recall 
score was 97.0 and 95.5, respectively. The AUC score achieved by the decision tree 
was 97.6. Figures 2 and 3 demonstrate the overview of the best accuracy and F1-
score for all the models. The model trained with artificial neural network achieved 
the best and the most balanced performance, with a score of 99.1 for both accuracy 
and F1-score. The model trained with Naïve Bayes achieved the worst performance 
as well as the most imbalanced performance amongst all the models, with a score 
of 63.8 and 40.3 for accuracy and F1-score. Figure 4 shows the best training time 
for all models in minutes. The fastest training time was the support vector machine 
algorithm, with 12.55 minutes of training time for all training data, whilst the Naïve 
Bayes algorithms provided the longest training time, with 36.77 minutes of training 
time for all training data. Moreover, whilst artificial neural network provided the best 
performance in-term of accuracy and F1-score, the algorithm required quite a large
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Fig. 3 Best F1-score all models 

Fig. 4 Best training time all models in minutes 

number of resources in the training time, with 34.68 minutes of training time for all 
training data. Finally, Table 2 illustrates the confusion matrix of the best model. The 
model was trained with five layers of the artificial neural network architecture. The 
precision and recall for each class were quite balanced for the model.
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Table 2 ANN result 

TN TP Precision 

PN 798 9 98.84% 

PP 5 726 99.32% 

Recall 99.38% 98.78% 

5 Conclusion and Future Work 

Product reviews from the customers are important for the business to capture cus-
tomers’ voices regarding their products or services. From business perspective, cap-
turing insights and feedback from the customers will improve the customers’ experi-
ences leading to the improvement to their loyalty to the products or services. Hence, it 
is important to capture the customers’ voices in a real-time manner to be able to make 
a real-time decision. Hence, this research proposes an automatic sentiment analy-
sis from product review. Several machine learning algorithms have been explored 
to model sentiment analysis on Indonesian product reviews from one of the largest 
Indonesian e-commerce platform. The best performances acheived by the model 
trained with five layers of artificial neural network architecture. The model achieved 
99.1% for accuracy score, F1-score, and precision-recall score; moreover, it scored 
99.6% for AUC score. However, the architecture requires a relatively massive num-
ber of resources to train and require 34.68 minutes to finish all the process (second 
slowest training time). The fastest architecture for training time was achieved by the 
model trained with support vector machine (12.55 minutes). The model proposed in 
this research has disadvantage, and the model was trained with limited number of 
data. For future research direction, more data can be captured to enhance the training 
results. More variation in the review topics and products can be added to the model. 

References 

1. Aziz AA, Starkey A (2019) Predicting supervise machine learning performances for sentiment 
analysis using contextual-based approaches. IEEE Access 8:17722–17733 

2. Chowanda A, Chowanda AD (2017) Recurrent neural network to deep learn conversation in 
indonesian. Proc Comp Sci 116:579–586 

3. Chowanda A, Chowanda AD (2018) Generative indonesian conversation model using recurrent 
neural network with attention mechanism. Proc Comp Sci 135:433–440 

4. Chowanda A, Muliono Y (2022) Indonesian sentiment analysis model from social media by 
stacking bert and bi-lstm. In: 2022 3rd international conference on artificial intelligence and 
data sciences (AiDAS). IEEE, pp 278–282 

5. Chowanda A, Sutoyo R, Tanachutiwat S et al (2021) Exploring text-based emotions recognition 
machine learning techniques on social media conversation. Proc Comp Sci 179:821–828 

6. Dake DK, Gyimah E (2022) Using sentiment analysis to evaluate qualitative students’ 
responses. Educ Inf Technol 1–19



Modelling Sentiment Analysis on Indonesian Product . . . 737 

7. Fitri VA, Andreswari R, Hasibuan MA (2019) Sentiment analysis of social media twitter with 
case of anti-lgbt campaign in indonesia using naïve bayes, decision tree, and random forest 
algorithm. Proc Comp Sci 161:765–772 

8. Kalarani P, Selva Brunda S (2019) Sentiment analysis by pos and joint sentiment topic features 
using svm and ann. Soft Comput 23(16):7067–7079 

9. Koukaras P, Nousi C, Tjortjis C (2022) Stock market prediction using microblogging sentiment 
analysis and machine learning. In: Telecommunication, vol 3. MDPI, pp 358–378 

10. Leelawat N, Jariyapongpaiboon S, Promjun A, Boonyarak S, Saengtabtim K, Laosunthara A, 
Yudha AK, Tang J (2022) Twitter data sentiment analysis of tourism in Thailand during the 
Covid-19 pandemic using machine learning. Heliyon 8(10):e10894 

11. Machova K, Mach M, Vasilko M (2022) Comparison of machine learning and sentiment anal-
ysis in detection of suspicious online reviewers on different type of data. Sensors 22(1):155 

12. Pavitha N, Pungliya V, Raut A, Bhonsle R, Purohit A, Patel A, Shashidhar R (2022) Movie 
recommendation and sentiment analysis using machine learning. Glob Trans Proc 3(1):279– 
284 

13. Rani S, Kumar P (2019) Deep learning based sentiment analysis using convolution neural 
network. Arabian J Sci Eng 44(4):3305–3314 

14. Rodrigues AP, Fernandes R, Shetty A, Lakshmanna K, Shafi RM et al (2022) Real-time twitter 
spam detection and sentiment analysis using machine learning and deep learning techniques. 
Comput Intell Neurosci 

15. Sutoyo R, Achmad S, Chowanda A, Andangsari EW, Isa SM (2022) Prdect-id: Indonesian 
product reviews dataset for emotions classification tasks. Data in Brief 44:108554 

16. Xia H, Yang Y, Pan X, Zhang Z, An W (2020) Sentiment analysis for online reviews using 
conditional random fields and support vector machines. Electron Comm Res 20(2):343–360



Moving Pictures Feature Extraction 
Using Scheme Pixel Values Method 

D. Saravanan and Dennis Joseph 

Abstract Technology allows users to store a variety of datasets. Among these 
datasets, retrieving the correct source from the vast respiratory system is one of 
the most critical tasks. This extraction process is used in various applications in the 
engineering, medicine, and science domains. Extracting the image attributes from 
the stored respiratory is one of the more complex processes. Due to the intricacy of 
the input set, many scholars find these techniques among the most difficult under-
takings. The process is the consolidation of various other attribute sets. From this 
combination, extracting the specific domain or specific patterns is more difficult for 
the investigators. The work is made considerably more complicated inputs like video 
sets. The proposed work finds the best solution for extracting image datasets using 
image attributes as an input. Investigational results prove that the suggested system 
will work with various types of inputs. 

Keywords Object mining · Clustering · Image categorizations · Data mining ·
Image extraction · Knowledge extraction · Image segmentation · Video shots 

1 Introduction 

Digital video has rapidly become a significant source for engineering, medicine, 
and science domains. From this huge repository, extracting the specific knowledge, 
examining the content, grouping the information based on the image attribute or 
image properties, labeling the extracted image set, and creating an indexation are 
not an easy job for the researcher. It requires extraordinary attention and requires 
domain knowledge. This facilitates faster information extraction for the user [1, 
2]. Today, with the increasing demand for image data analysis, extracting attribute-
related information is one of the more complex operations. Lots of investigators
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also highlight object-based extraction, and a few of them deal with object extrac-
tion directly. Extracting image-based content is the most challenging area for many 
researchers. Existing procedures may work with limited sets of input or limited types 
of datasets. It motivates the researchers to develop a new methodology for extracting 
the needed content effectively. Extracting image content from image respiratory has 
been one of the fastest-growing research domains for the past couple of years. While 
there are many effective techniques in this domain, none work with all image files. 
Creating the tags for segmented images is one of the significant tasks in object mining 
[3, 4]. This task is too complex when your input datasets are not arranged properly. 
In image extraction, creating a tag for video images is one of the important tasks. 
These tags are created based on the picture properties like text, pixels, time intervals 
between the frames, and more. In particular, this task is complex for unstructured 
video datasets. This task is too complex in its global surroundings. This type of envi-
ronment consists of a huge number of cameras. From each camera, various types 
of videos are captured. It will increase the time. Due to this, creating tags in this 
type of environment is difficult to compare with a single camera and has less time 
duration [5]. In ubiquitous surroundings, finding a particular event or shot is difficult 
for researchers [6]. 

2 Pre-request of a Video Extraction 

Any video data extraction requires pre-requesting steps they are: 

1. This is processed without any domain knowledge. 
2. Researchers do not have any clue about the input dataset. 
3. It should discover stimulating measures. 

The above pre-requesting steps step 2 and step 3 are highly correlated. In step 2, 
whenever the user wants to extract any exciting knowledge from the video dataset, 
he or she does not have prior knowledge about the domain or the process [7, 9]. It 
brings new knowledge for every iteration. Based on the extraction, users use it to 
uncover knowledge or remove data from the process. 

3 Associated Efforts in Video Data Mining 

Many of the existing video retrieval investigations are done based on a particular 
image attribute or a particular event. In this process, additional supporting details 
such as frame position, pixel values, and other visual features such as text is used for 
extracting the particular video [9]. For example, if a user wants to extract a specific 
event or specific shot, respective logo, or any other supporting visual feature, it aids 
the user in getting rid of necessary content.
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3.1 Method of Pretreating for Video Data 

Converting the moving file format into static image datasets is the most essential task 
in video data mining. For converting the dynamic file into a static image, various 
algorithms are currently available. Most existing techniques work well with certain 
types of video files only [10, 11]. Based on the use of currents, procedures will 
be executed. Initially, the process starts with raw video sets. A motion picture is 
converted into shots, and further, these fragmented shots are converted into frames. 
Later, applying the data mining preprocessing steps, the moving files are converted 
into fixed pictures, and duplicate or unwanted shots are removed. It will help the 
researchers to get the information faster and more precisely. 

3.2 Video Segmentation and Assigning Labels 

To extract the required information from the archived image database, researchers 
must produce fixed picture datasets. Most of the existing video data mining methods 
are based on frame-based or content-based extractions. Similar content is extracted 
from a stored set using image attributes such as frame pixel, frame average pixel 
values, the time delay between frames, text positioning in the frame, and other 
attributes are used. Based on the above qualities, the image threshold used in our 
existing technique Based on these values, users compare every frame [12]. If the 
average frame value is more significant than the compared frames means those 
frames are retained. If the value is less than the average frame value, frames are 
identified as duplicate frames, and they are removed from the image dataset [13]. 
After eliminating the duplicate frames, the rest are combined and create a new frame 
set. This set helps to retrieve the needed content more quickly and accurately. This 
process is shown in the proposed architecture. Initially, the dynamic video is divided 
into different schemes based on the users’ needs. After segmentation using scheme 
pixel average value, duplicate or noisy schemes are eliminated. After eliminating 
the duplicate or noisy frames from the existing frame sets, the reaming frames are 
collected and stored separately for further processing [14]. Using this set, an input 
frame or keyframes were selected to retrieve the needed content from the reserved 
group. This process is shown in Fig. 1. Cartoon frame segmentation is shown in 
Fig. 2. Cartoon video segmentation process is shown in Fig. 3.

Advantages of the proposed technique: 

1. Grouping of information is done more quickly compared to the existing 
techniques. 

2. The system works well in multiple types of video files. 
3. The number of outlier elimination is more. 
4. The time taken to form the clustering is reduced. 
5. More accurate results are obtained.
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Fig. 1 Proposed feature extraction method 

Fig. 2 Cartoon frame segmentation
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Fig. 3 Cartoon video segmentation process

3.3 Examine the Related Videos 

Based on the user’s input, the primary function of video data mining is to retrieve 
relevant or comparable content from the gathered image data collection. This input 
may be text-based or image-based. Based on the query, the user is expecting a similar 
type of video set or similar type of image set. User needs to train the picture dataset for 
this purpose. This process is done before and after the actual data or image extraction 
starts. The search is based on image properties such as scheme pixel average, frame 
average, content position, the interval between the frames, and more [15]. Most 
existing techniques use any of the above image attributes or combinations of those 
attributes. 

. 

1. Using image features, image shots are categorized. This is used as an input frame 
for extracting relevant video from the image database. 

2. The user must specify the most pertinent image from the output, i.e., user needs 
to create a rank among the shots. Further, the search was refined with users’ 
input. 

3.4 Image Decomposition 

Segmentation is the process of decomposing dynamic video into static images with 
an equal number of shots [16]. Dynamic videos are converted into static videos. 
Each shot is assigned a label or creates an object identifier. Image pixel values are 
calculated using the image threshold technique to picture each shot or each object 
these values are calculated and kept individually. This procedure was repeated on
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the server side too. Using the trained value, information is extracted from the stored 
dataset. Segmentation supports the researchers in simplifying the operation and also 
brings the most relevant information or shots based on the researcher’s input [17]. 
It also helps the user to perform the image analysis more efficiently. During the 
segmentation process, the user needs to ensure the quality of the video input needs 
to be maintained. In Figs. 4, 5, 6, 7 and 8, and Table 1, this procedure is depicted. 

Multiple video files performance is shown in Fig. 9. Image count versus interval 
of sport is shown in Fig. 10.

Fig Cluster formation vs time is ms sec 

Fig. 4 Frame pixel calculation process
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Fig. 5 News video segmentation process 

Fig. 6 Comic strip segmentation process

4 Conclusions 

The proposed work gives a complete understanding of the video segmentation process 
using image attributes. This paper also presents the effective segmentation of the 
dynamic image into static images. There are various existing techniques for video 
segmentation, each of which works well for particular types of videos. The output of 
each method varies. None of them produces effective results. The proposed technique



746 D. Saravanan and D. Joseph

Fig. 7 Convocation segmentation process 

Fig. 8 Dynamic picture segmentation process
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Table 1 Frame counts versus 
duplicate elimination 

Video type Segmented 
response shots 

Segmented 
productivity 
shots 

Eliminated 
shots 

Comic strip 8 7 1 

Visuals 11 11 2 

Convocation 10 9 5 

Regular site 16 12 3 

Dynamic 
picture 

13 10 2

Fig. 9 Multiple video files performance 

Fig. 10 Image count versus 
interval of sport

suits all types of image files and produces more effective outcomes than compared 
to the existing methods. An investigation result verifies this.
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Multi-model Essay Evaluation 
with Optical Character Recognition 
and Plagiarism Detection 

Aditya Vijay Kavatage, Shishir Menon, Shreesh Ravindra Devi, Siddhi Patil, 
and S. Shilpa 

Abstract Essay writing is a common component of educational assessments used to 
evaluate student learning. Automated Text Scoring (ATS) is a collection of statistical 
and natural language processing techniques used to grade a text automatically on a 
scoring scale. Grading essays manually is time-consuming, expensive, and prone to 
inconsistencies. With the current student-to-teacher ratio disparity in the education 
system, there is an urgent need to develop a grading system. The goal of this project is 
to automate the essay evaluation process while providing feedback on the quality of 
work and detecting plagiarism. Students can use it to evaluate themselves. It can be 
used to evaluate or grade the essay-style responses to a specific question, for which 
sample answers are provided. The OCR detection and plagiarism checks can also be 
utilized independently. 

Keywords Natural language processing · Automated essay grading · Deep 
learning · Plagiarism detection · OCR ·Machine learning · Neural networks ·
LSTM · Tokenization 

1 Introduction 

For institutions with a small number of raters that possess the same domain expertise, 
grading essays is a lengthy and arduous procedure. A teacher’s ability to spend time 
preparing for class or connecting with students could be compromised if too much 
time is spent grading essays. Different raters also have diverse personal perspectives 
and objective biases. Even with consistent grading metrics, the foregoing factors 
may affect the accuracy of a human-graded product. In addition, several educational 
institutions offer the service of grading student writings in order to determine their
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level of writing proficiency. In situations where there is a high volume of essays, 
human grading becomes tedious and often impossible. If an automated grading 
system already exists, it might significantly lessen bias and cut down on admin-
istrative expenses. It is useful for academic institutions, non-profits, and educators. 
It is possible for schools to standardize their grading system. As more and more 
essays are submitted to this grading tool from multiple sources, its accuracy may 
improve. 

The term “automated essay grading system” is used to describe software that 
assigns a numerical grade to an essay based on one or more machine learning or 
deep learning models that have been pre-trained. The system’s numerical rating for 
the identical essay should represent the same level of material and quality. Conven-
tional machine learning models rely heavily on the designed characteristics, and 
it is challenging to identify the most relevant features. To achieve this goal, we 
suggest switching to a model built on deep learning. As the field of deep learning has 
advanced, neural networks have become capable of making more precise predictions 
across a broader range of datasets and pattern types. To be more precise, recurrent 
neural networks, which can capture the order of the words, produce a very respectable 
performance on text input data (essays). In the following sections of this article, we 
will dive into the specifics of the actual implementation. 

While initial approaches involved checking for grammatical errors by extracting 
features from answers such as grammar and vocabulary, in an early model proposed 
by Yigal Attali and Jill Burstein [1], more modern approaches involved the use of 
NLP techniques such as the creation of word embeddings [2]. A method that attempts 
to find similarities between words by converting them into vectors and projecting 
them over a vector space. Distance between these vectors are an indicator of similarity 
between the two vectors/words. 

The overarching goal of this project is to provide a user-friendly interface for 
the automated essay grading system, which makes use of the most recent technolo-
gies. Each section of this paper is presented in the following order: descriptions 
of the dataset, its preprocessing, neural network models, user interface, and a few 
experiments. 

2 Related Works 

Automated Essay Scoring systems perform much worse when the models used for 
score prediction are trained on data that is non-objective, i.e., has large inconsis-
tencies due to human error. The authors of [3] proposed a new method to tackle 
this issue by training AES models using the concept of item response theory-based 
scores. IRT is a mathematical model that tries to define every recorded score as a 
function of latent characteristics of the human graders (response) and the features 
of every record (item). The original dataset does not capture any human rater char-
acteristics, and hence, the study hired human evaluators externally to grade essays 
from the ASAP dataset. The biases in raters are characterized by: Consistency (how
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differently were similar essays graded), Severity (how extreme were the assigned 
scores), and Range restriction (what ranges did raters constrict themselves to). The 
research made use of the Generalized Many-Facet Rasch Model (GMFRM) which 
incorporates all three characteristics as opposed to the traditional Rasch model that 
takes only one into consideration. The results show that this method significantly 
improved the accuracy of score predictions by traditional AES models. The process 
is simple and easy to apply to more conventional AES models and can hence be used 
to significantly enhance performance of existing systems. It effectively improves 
AES performance and tempers the impact of human biases on the AES models. 
The proposed methodology is highly acclimatized to educational program applica-
tions and low-medium stakes tests where it is difficult to acquire high-quality data. 
However, this method requires extensive datasets that include rater biases, making 
acquisition of training data a challenging task. The effectiveness of the proposed 
methodology also needs to be further tested on more generalized datasets (datasets 
that cover a wider range of topics). The model also needs to be tested on longer essays 
that have higher degrees of freedom making accurate score prediction difficult. 

In [4], the paper aimed at essay evaluation done with as minimal of a training 
dataset as possible. It makes use of cognitive information—gaze behavior to grade 
essays. In broad terms, gaze behavior refers to areas of interest (IA). It finds words 
and phrases that hold more value over others. The model is based on convolutional 
neural networks and makes use of LSTM layers as well. As for the dataset, they 
make use of ASAP’s AEG dataset which can be found on Kaggle. The model trains 
data based on prompts—source prompts for training and target prompts for testing. 
Cohen’s Kappa with Quadratic Weights (QWK) is used as an evaluation metric to 
get accuracy. While this approach requires a rather small and unlabeled dataset, it 
has a very low accuracy and does not perform as well for longer essays. 

The goal of [5] was to create a system (AutoSAS) that evaluates short answers. 
The dataset (ASAP-SAS) was augmented by including jumbled content among the 
normal responses. While training, one low-rated response was included among many 
high-rated responses to ensure that irrelevant answers were penalized. Conversely, 
one high-rated response was included among several low-rated responses to make 
sure that badly written answers were not highly rated. The paper also trains a random 
forest model on all the extracted features. This model was chosen as it performs well 
with multiple features and secondly, so that the order of importance of each feature 
is known (since it is not possible to do so with neural networks). The implemented 
system utilizes NLP techniques, and the model used supports features such as lexical 
diversity, Word2Vec, Doc2Vec, prompts, weighted keywords, and content overlap. 
The system, AutoSAS, was tested on the ASAP-SAS dataset which resulted in a 
mean QWK score of 0.79. Implements regression analysis and the proposed model 
is a supervised regression model. The dataset used is a publicly available dataset 
called ASAP-SAS. 

In [6] ontologies were introduced. It can be noted that an ontology is nothing 
but a formal and explicit specification of a shared conceptualization. Ontologies 
are usually domain specific, because information extraction is primarily concerned 
with collecting information for a certain domain, using an ontology to formally and
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explicitly explain the domain’s ideas might be beneficial to the process. In this paper 
[6], domain knowledge is leveraged through ontologies. The procedure employed 
for scoring essays relies on similarity matching, i.e., comparing the responses from 
students against the teachers marking scheme directly. It employs the Wu and Palmer 
algorithm for semantic similarity, which is based on shortest distance between synets 
along with their hypernyms. It further extracts information from the related ontology 
and compares it with the user’s response and assigns scores based on degree of 
matching. The system is divided into three layers, namely—Presentation layer (user 
input and interaction), Business Logic Layer (System Functionality), and Data Layer 
(Database). The model has an accuracy of about 80% while also providing feedback 
to the users. However, the accuracy scales inversely with the length of the essay 
leading to longer essays having a weaker score. 

This particular work [7] incorporates TSLF—two-stage learning framework— 
aiming to combine the benefits of feature engineering as well as end-to-end models. 
It assigns scores based on Semantics, Coherence, and prompt-relevance. Two stages 
are employed—in the initial stage, a score based on semantic data is given to the essay. 
The following stage of the model emphasizes hand-crafted features like essay length 
and grammar correction. Herein, the three scores along with hand-crafted features are 
fed to a XGBoost classifier for further training. While adversarial examples further 
boost grading which helps in preventing cheating that may be underway through 
individuals that are familiar with the AES systems, this method worked only for five 
prompts out of eight and the hand-crafted features used here tend to be difficult to 
scale. 

3 Dataset 

The Hewlett Foundations’ Automated Student Assessment Prize dataset [8] was used 
to train our models. There are a total of eight groups of essays, each of which was 
written in response to a different prompt. Middle school students from grades 7–10 
wrote each essay in English. In total, there are approximately 17,450 essays (with an 
average of over 300 words each response) and nearly 3000 essays (for each prompt). 
These essays have been graded by three different people to exclude any possibility 
of bias, and the resulting scores fall anywhere from 0 (very low) to 60 (very high). 
The details for the scoring mechanism per prompt are given in Table 1.

4 Proposed Methodology 

Our approach is split into three parts: OCR, plagiarism, and AES Model. System 
architecture is shown in Fig. 1.
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Table 1 Dataset description Prompt Number of essays Scores 

1 1783 2–12 

2 1800 1–6 

3 1726 0–3 

4 1772 0–3 

5 1805 0–4 

6 1800 0–4 

7 1569 0–30 

8 723 0–60

Fig. 1 System architecture 

4.1 Optical Character Recognition 

We have integrated the feature for ease of use. It allows the user to extract text 
from an image. This enables the user (student) to upload a screenshot/image 
of their essay instead. To implement this feature, we have built upon the open-
source engine Tesseract developed by Google. The image provided by the user is 
preprocessed before passing to Pytesseract [9]. The preprocessing is done using 
OpenCV library [10] and includes steps such as de-skewing, converting to grayscale, 
and noise removal. De-skewing—rotating the image to make it vertical. Noise 
removal/reduction—the process of removing unwanted/useless information present
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in the image. This involves converting it to grayscale and other image denoising 
methods implemented by OpenCV. 

4.2 Plagiarism Detection 

Detection of plagiarism is an important aspect of evaluation to assess the students’ 
learning capability. There exists two layers of detection—local and global [11]. The 
data is first preprocessed before it is fed into our model. Preprocessing involves word 
tokenization, stop word removal, lemmatization, and stemming. The local plagiarism 
checker compares a given essay with all the previous submissions made for that 
specific prompt. It converts all submissions to its vector representation. The cosine 
similarity function is then used to assign an appropriate similarity score. For the 
global check, the essay submitted is split apart into sentences, and a Google query 
is made to find articles that may contain similar text. Text from these links is then 
extracted and then converted to their vector representations using HashingVectorizer, 
and a similarity score is assigned using cosine similarity. 

4.3 AES Model 

Preprocessing—before the data is fed to the model for training, the text data needs to 
be converted into a format that the computer can understand. We used NLP techniques 
such as stop word removal, lowercasing, special character removal, lemmatization, 
and tokenization of the essay. This was accomplished using NLTK libraries and 
functions. The next step involves removing the tagged labels and then finally forming 
a word list by tokenizing the sentence. 

Feature generation—using the generated word list, we create feature vectors. We 
make use of the pre-trained model, Word2Vec [12] to load vector embeddings and 
convert the cleaned text into numeric vector representations. Word2Vec helps create 
vector representations for words such that words that are similar point toward the 
same direction. The vectors (sentences) are fed to the LSTM layer, wherein each 
word is treated as a separate step. The LSTM model learns the parameters that best 
define the relation between the training essays and their respective human scores. 
We make use of the ADAptive Moment estimation (Adam) optimizer to fine tune the 
model and find the optimal values of hyperparameters to minimize the loss function 
in predicted scores and increase accuracy. We used the Mean Squared Error (MSE) 
metric as our loss function given in Eq. (1) 

MSE  = 1 
n 

n∑

i=1

(
γi − γiΔ)2 

, (1)
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where 
n = the number of observations. 
γi is the ith observed value. 
γi
Δ

is the corresponding predicted value. 
Deep learning approach—Since simply employing statistical methods for essay 

evaluation can fail when the relationship between the input and output is complex 
and nonlinear, it is better to utilize deep learning models, such as LSTMs, as they are 
better equipped to handle the complex relationships and dependencies between words 
in an essay. By capturing and retaining context information over a longer sequence, 
LSTMs are able to understand the meaning of an essay and evaluate its quality in a 
more effective manner. Recurrent Neural Networks (RNNs) [13] are a type of neural 
network that uses outputs generated in previous steps to process the current inputs. 
They are capable of processing variable length sequential data and hence suitable 
for the task of understanding linguistic compositionality. Conventional RNNs face 
the problem of vanishing gradients and hence are unable to retain information over 
a longer range. The solution to this is the LSTM network [14] which is a specialized 
RNN architecture that augments RNN to have “long term memory”. It also provides 
a greater degree of control over context that is to be carried forward, with the help 
of gates. An LSTM unit consists of three gates: forget (to decide what information 
to consider from the previous step), input (considers current input), and output (to 
decide what information has to be sent to the next step). Neural network—below 
Fig. 2 shows one of the neural network architectures: 

• The first layer is an LSTM layer with 300 units and a dropout rate of 0.4 for both 
the input and recurrent connections. The input to this layer will have the shape of 
(batch_size, 1300).

Fig. 2 Neural network architecture
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• The second layer is another LSTM layer with 64 units and a recurrent dropout 
rate of 0.4.

• The third layer is a dropout layer with a dropout rate of 0.5, which helps to 
prevent overfitting by randomly “dropping out” (ignoring) some of the units during 
training.

• The last layer is a dense layer with 1 unit and a Rectified Linear Unit (ReLU) 
activation function. This is the output layer of the model.

• The model is then compiled with a loss function of “mean_squared_error”, an 
optimizer of “adam”, and metrics of “mae” (Mean Absolute Error). 

The first layer is the input layer that ingests the cleaned essay text data. The 
second layer is the embedding layer that processes the textual data with the pre-
trained embedding model. The third layer is the long short-term memory layer 
with all weighted parameters. The fourth layer is adding other input parameters 
like grade level and essay type. The fifth layer connects all information together and 
trains data as a whole. The dropout layer and activation layer were added for further 
improvement and to remove overfitting of data. 

This architecture is typically used for sequential data, like a time series or text 
data, where the order of the input data is important and the model needs to take into 
account the context of the data. 

Other models—to further improve our accuracy, we introduced a Convolutional 
Neural Network (CNN) layer [15]. CNNs generally are useful in NLP tasks as they 
can identify localized spatial relations between words. We make use of this layer to 
identify the features in an essay that contribute the most to accurate score prediction. 
Its architecture includes a layer that extracts features from input sequence, followed 
by an LSTM layer and an output layer to make final predictions. As a variation of the 
LSTM model, we made use of bidirectional LSTMs. LSTMs only capture context 
from left to right, whereas bidirectional LSTMs consider it in both directions. This 
model constitutes an input layer to take in the input sequence, two LSTM layers, one 
for each direction, and a concatenation layer to combine outputs from both layers. 
The model is then able to consider the relevance of the words preceding the current 
word as well as the ones that follow it. This greatly improves the performance of the 
model but comes at the cost of requiring increased computational power. 

Performance—after training all the models (LSTM, bidirectional LSTM, and 
CNN-LSTM), we selected the one with the highest QWK score. The QWK score is 
calculated by first creating a weighted matrix W using Eqs. (2) and (3). 

ωi, j = (i − j )2 
(N − 1)2 , (2) 

where 
ωi, j is the weight determined by the actual and predicted values. 
N is the dimension of the matrix. 
i is the actual and j is the predicted.
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κ = 1 − ∑i, j Wi, j Oi, j

∑i, j Wi, j Ei, j 
, (3) 

where 
κ is the QWK score measuring agreement of outcomes. 
Wi, j is the weight determined by the actual and predicted values. 
Oi, j is observed proportion of actual value i by predicted value j. 
Ei, j is expected proportion of actual value i by predicted value j. 
Overfitting—in order to ensure that our models do not over fit the training dataset, 

we make use of a dropout layer. Dropout layers work by ignoring nodes in the 
network randomly in order to temporarily create a new network architecture. This 
method improves internal workings of each individual node, thus making them more 
independent while decreasing bias of the dominant nodes. As our model consists 
of recurrent layers, we have made use of recurrent dropout which works between 
timesteps as compared to just between neurons. As we trained the model, we moni-
tored it for its performance and to find the optimal number of epochs after which the 
model stabilizes. 

5 Results and Discussion 

The main goal was to create an essay grading model that could analyze a particular 
piece of text and based on its content and structuring detect its possible score. To 
increase ease of grading, we incorporated optical character recognition to extract 
textual data from student uploaded files. And because essays are generally subjected 
to plagiarism, in order to avoid grading copied content, we provided feedback in 
terms of level of plagiarism within your dataset of uploaded essays as well as 
across the internet. To develop the grading model, since statistical measures such 
as Term Frequency-Inverse Document Frequency (TF-IDF), Bag-of-Words, and 
several machine learning approaches proved to be insufficient with respect to deriving 
semantic content from the essay, we turned to deep learning methods. 

To do so, we employed long short-term memory models also known as LSTM’s 
of three kinds, the feedforward LSTM, bidirectional LSTM, as well as convolutional 
LSTM, and compared their accuracies. Although we have used three different neural 
network architectures, our accuracy has mostly remained consistent throughout the 
various models. The performance has been calculated using Quadratic Weighted 
Kappa (QWK) which measures rater agreement. From the below figures, we can 
conclude that the bidirectional LSTM performed the best out of the three, since it 
understands context in both directions. In the case of CNN-LSTM, we got similar 
results as compared to the basic LSTM model, but the training was less resource 
intensive and took less time due to reduction in dimensionality of the inputs by the 
CNN layer. Every model was trained over a specific number of epochs, in our case 50, 
after which the model performance stops improving on the validation data. A larger 
dataset will lead to better performance on unseen essays as a greater knowledge base
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Table 2 Model 
performances 

LSTM BLSTM CNN_LSTM 

QWK 0.95854 0.96328 0.95894 

Fig. 3 Training and validation loss comparisons for LSTM 

would greatly improve the training model, however since the current dataset only 
provides 1600 essays per prompt which is not sufficient to extract and understand all 
features. Unfortunately, getting a bigger dataset is difficult and time intensive as such 
a dataset would require highly qualified human evaluators to grade and the manual 
grading is also dependent on individual biases in rating. Model performances are 
shown in Table 2. 

The Fig. 3 represents the relationship between the training loss, a metric used to 
assess how the model fits the training data over the epochs, a hyperparameter that 
defines the number of times that the model will work through the entire training data, 
which in our case is 50. The decline in loss indicates that the amount of errors is 
reducing exponentially over the course of 50 epochs on our training set. 

6 Conclusion 

Automatic essay evaluation is a rapidly growing field that has the potential to revolu-
tionize the way writing is taught and assessed. By using natural language processing 
and machine learning techniques, automatic essay evaluation systems can provide 
detailed and objective feedback on written work. They can also help to alleviate 
the burden of grading on instructors and allow for more efficient and consistent 
assessment of student writing. However, it is important to note that these systems 
are not perfect and should be used in conjunction with human evaluation to ensure 
the most accurate and fair assessment of student writing. Latest approaches to the 
problem use deep learning techniques with models such as LSTMs, and these models 
traverse through the essay and remember the previous context and future expected 
words/features. We have discussed a method for developing an AES system that 
included the usage of LSTMs with plagiarism scoring as an additional feature to
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indicate authenticity which would aid teachers while grading. Variations are to be 
expected as we increase the number of training prompts. However, the data reveals 
that the QWK and MAE metrics have consistent values. The Kappa value remains 
in the range of 0.95–0.96, thus proving that the LSTM models give a satisfactory 
performance. 

Additionally, more research is needed to fully understand the limitations and 
potential biases of these systems and to continue to improve their performance. 
Overall, automatic essay evaluation has the potential to greatly benefit the field of 
education and improve the writing skills of students. 
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C. Sindhu , Kalluri Shanmukha Sai, Akula Triyan Subramanyan, 
Lingamaneni Sri Nidesh, and C. Kavitha 

Abstract Recently, intense research and development have been conducted in the 
research area of Artificial Intelligence, to find various techniques to implement this 
and create more advanced versions of the technology. Emotion Artificial Intelligence 
or opinion mining happens to be one such technique that provides advancement 
to Artificial Intelligence. By definition, opinion mining refers to the collection of 
different opinions or reviews of people with respect to a particular subject. Clas-
sification and categorization of these reviews in a consolidated manner of broad 
categories are known as summarization of these opinions. The representation of this 
information thus obtained in the forms of models, charts, and graphs is known as 
visualization of this summary. In the past couple of years, online platforms have 
increased rapidly. These platforms advanced themselves to not just providing items 
that can be purchased but also other activities that can be done with the help of 
the internet such as reservations, financial transactions. The services also include 
purchasing/booking various kinds of tickets, for traveling or for entertainment, or 
ordering food using these online portals. In the following work, the various restau-
rants which deliver food via online portals and their services have been discussed with 
respect to the feedbacks or opinions received by customers. In this work, the various 
reviews left by the customers have been summarized and presented and categorized 
manner classifying them as positive, negative. These have also been visualized for a 
better understanding and help in comparison to two or more restaurants. The main 
goal of this work is to ease the difficulty faced by people to decide which place to 
go and will also increase the efficiency as the time consumed will be reduced as 
compared to visiting each website and reading the reviews.

C. Sindhu (B) · K. S. Sai · A. T. Subramanyan · L. S. Nidesh 
Department of Computing Technologies, School of Computing, SRM Institute of Science and 
Technology, Kattankulathur 603203, India 
e-mail: sindhucmaa@gmail.com 

C. Kavitha 
Department of Computer Science and Engineering, Mahendra Engineering College for Women, 
Tiruchengode, Namakkal, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
G. Rajakumar et al. (eds.), Intelligent Communication Technologies and Virtual Mobile 
Networks, Lecture Notes on Data Engineering and Communications Technologies 171, 
https://doi.org/10.1007/978-981-99-1767-9_56 

761

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1767-9_56&domain=pdf
http://orcid.org/0000-0001-9899-0046
mailto:sindhucmaa@gmail.com
https://doi.org/10.1007/978-981-99-1767-9_56


762 C. Sindhu et al.

Keywords Sentiment analysis · Sentiment classification · Summary generation ·
Opinion visualization · Aspect-based summarization · Opinion summarization 
(OPSUM) 

1 Introduction 

The study of natural language and speech using computational methods is known as 
Natural Language Processing (NLP). NLP is sometimes referred to as a computer 
program’s capacity to comprehend spoken human language. Artificial Intelligence 
(AI) includes the discipline of Natural Language Processing. NLP is a technique 
which is used for summarization of data. It identifies the words and helps to shorten 
the complete text. When a business is monitoring online interactions, sentiment 
analysis, also known as contextual mining of text, finds and extracts subjective infor-
mation from the source material to assist them understand the social sentiment of 
their brand, product, or service [1]. Sentiment analysis is frequently referred to as 
emotion mining or opinion mining. NLP is a notion that is utilized in AI, and it 
relates to the use of various ways to determine the emotion of a sentence. The chal-
lenges encountered while using NLP technique for summarizing documents which 
have been elaborated in [2, 3] are irony and sarcasm, negations, word ambiguity, and 
multi-polarity. 

Irony and Sarcasm: Irony and sarcasm are another very important challenge 
involving sentiment analysis. The sentence may be directed toward the negative 
scale but will be deemed positive by the classifier due to the choice of words. During 
summarization, it is difficult to identify irony used in the sentences of the datasets 
used. Negations: Phrases such as “not good”, “not bad” contain words that contradict 
each other. It is difficult for the classifier to identify the orientation of the sentence. 
This can be one of the causes of the lower precision of the algorithm. Stop words are 
removed before the summarization technique is implemented, and sometimes, the 
negation words are also removed. Word Ambiguity: When words or phrases used 
in a sentence have many meanings, it becomes confusing for the parser to identify 
the correct meaning of the sentence, with respect to the context. All of these have 
been studied deeply in [1–20]. Due to the eradication of stop words, the meaning 
to the opinion sentences may be misunderstood. Multi-polarity: When it comes 
to multi-polarity, the sentence contains both positive reviews and negative. This 
confuses the classifier of what the sentence means and when does its orientation lie. 
Summarization is used to reduce the number of sentences to be read by the user. In 
all the above challenges, we have found that summarization was the most complex 
one, so we have worked on summarization elaborately in this work. 

Summarization gives the gist of what the whole input paragraph or dataset means. 
It is a very important technique used in sentiment analysis. The orientation of the 
summary should be equivalent to the overall result of the dataset. Then, the resultant 
summary is considered valid. Different types of opinion summarization algorithms
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are used for processing unstructured review documents and extracting the impor-
tant features of services or products to analyze the subjectivity or objectivity of the 
sentences in the reviews. For opinion summary generation, traditional text summa-
rization algorithms could be used. Researchers mostly use the machine learning algo-
rithms (supervised and unsupervised algorithms) for opinion and polarity detection. 
Some other methods of opinion summarization algorithms aim in handling spar-
sity constraints and non-negativity constraint. Mainly, the opinion summarization 
method focuses on strong sentiment text extraction that is either positive or negative. 
There are basically two tasks in this summarization method, which are (i) sentiment 
classification and (ii) summary generation. The summary which is generated from 
this method consists of sentences with either positive or negative polarity by using 
sentiment analyzers. Poor accuracy, which derives from language comprehension 
concerns, and scalability problems, which call for far more advanced and complex 
NLP technology to be handled, are some of the hurdles that are being encountered 
in opinion summarization. 

Visualization is the graphical representation of data and information. Using some 
of the visual elements like charts, graphs, maps, and data visualization tools provides 
an accessible way to view and understand trends, outliers, and patterns in data. Some 
of the data visualization techniques include scatter plots, bar charts, histograms, line 
graphs, and many more are there. Visualization is effectively used to do a comparative 
study and to choose the best available option easily. Visualization is a common 
technique used to represent a large amount of data in a small concise form which can 
be easily interpreted by the reviewers. The type of visualization used is dependent 
on the size of data, the end viewers, and the purpose of the visual. Libraries such 
as matplotlib are used in Python to implement the representation of data. There are 
various functions included in this library for the different types of charts, plots, and 
graphs that are used by the coder as and when necessary. 

2 Related Work 

Opinion mining and summarization comprise areas of Natural Language Processing 
techniques, feature extraction, data mining, and computational linguistics. There 
have been a lot of studies on related topics. POS tagging which is an NLP technique 
using Stanford Parser proposed by [2, 7] is used for preprocessing feature extraction. 
Multi-Aspect Sentiment (MAS) is a model proposed by [7] to discover contents in 
customer reviews and extract segments of text that correspond to the relatable aspect 
to support exponential ratings. The various opinions are required to be summarized 
and classified into positive and negative polarities. The proposed method finds aspect 
score (positive, negative, and objective score) of each opinion with the help of Senti-
WordNet by [9, 12]. The AFINN library used in [7] is considered as the simplest and 
the most useful lexicons and is used mostly for sentimental analysis. 

In [4], NLP and DM techniques are used for review mining and summarization 
process of Arabic reviews. The proposed study by [8, 10, 11], and [12] uses various
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machine algorithm techniques which include various classifiers like NB Classifier, 
Support Vector Machine (SVM), or Maximum Entropy algorithm which are used to 
map the input data to a specific category. In our work, the Naive Bayes classifier is 
used. Approaches applied on summarization and visualization are shown in Table 1.

3 Overlooking the Summarization and Visualization 
System 

This paper is to summarize various customer reviews of the restaurant dataset into 
a simpler and consolidated manner. It then uses SentiWordNet to find the polarity 
of a word and then the sentence. A sentiment score is generated and clustering is 
done based on which summarization and visualization of the various reviews are 
represented. The architecture of this work is given in Fig. 1.

3.1 Input Data 

Input data is collected from all possible sources which are appropriate for this 
research. This module will help in the collection of various customer reviews of 
a restaurant from the web. The reviews which are extracted are required to be stored 
in the database, which will then be used as an input to opinion mining techniques. 
The restaurant reviews’ datasets are already available in some of the sites. 

Numerous datasets as shown in Table 2 have been considered and used for opinion 
summarization and visualization in various works. We are using www.kaggle.com/ 
yelp-dataset/yelp-dataset which consists of various customer reviews comprised 
different aspects about the restaurant.

3.2 Data Preprocessing 

Data preprocessing is a significant data mining technique that is used in transforming 
the raw data into a useful and efficient format [1]. It is required because the real-
world data consists of a lot of noisy, incomplete, and inconsistent data. Tasks involved 
in data preprocessing are data cleaning, data integration, data transformation, data 
reduction, and data discretization. Data preprocessing helps in getting much better 
results through the classification algorithms. Besides some of the basic preprocessing 
techniques, other important techniques that can be used are tokenization, lemmati-
zation, stemming, etc. Among the various preprocessing techniques, in our work, we 
are using the below-mentioned techniques.

http://www.kaggle.com/yelp-dataset/yelp-dataset
http://www.kaggle.com/yelp-dataset/yelp-dataset
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Table 1 Approaches applied on summarization and visualization 

Paper Id Concept Algorithm Enhancements Disadvantages 

[4] Extract features 
from reviews and 
summarizes Arabic 
reviews 

Information 
extraction with 
sentiment lexicons 

Highly relevant 
measures 
inaccuracy of both 
positive and 
negative summaries 
are achieved 

Previously not 
many work has 
been done in 
extracting 
feature-based 
opinion 
summaries from 
Arabic 

[5] Multiple opinions of 
customers are 
summarized to help 
users 

(1) Neural 
networks 
(2) Reinforcement 
learning 

Summarization in 
languages other 
than English 

Multiple 
language reviews 
cannot be 
summarized 

[6] Understanding the 
importance of news, 
a key aspect of 
tweet, and the 
interest of people 

(1) MDS 
approximation 
(2) Summarization 
methods 
(3) Approximation 
algorithms 

Identification of 
relevant tweets, 
identifying the 
diversity of opinions 
of people, the 
understanding 
objective of the 
tweet 

Unable to 
understand the 
relationship 
between different 
objectives 

[2] Recent opinion 
summarization 
challenges in social 
media are 
considered 

(1) POS tagging 
(2) Machine 
learning algorithms 

More attention is 
given to 
TensorFlow, 
Microsoft Cognitive 
Toolkit for 
implementation 

Blogs and social 
media posts lack 
any established 
guidelines, are 
utterly chaotic, 
boisterous, and 
have a colloquial 
dialect 

[7] An overall 
restaurant star rating 
is calculated based 
on the individual 
aspect rating after 
text mining is used 
to analyze customer 
reviews 

(1) POS tagging 
(2) MAS model 

The Stanford 
CoreNLP API is 
used to extract 
noun-adjective pairs 
from texts and 
perform POS 
tagging. The 
polarity of words is 
determined using 
the AFINN library 

The application’s 
ability to evaluate 
just text reviews 
submitted in 
English is one of 
its limitations 

[8] Different methods 
for sentiment 
analysis and opinion 
mining are discussed 

(1) NB 
(2) Maximum 
entropy 
(3) SVM 

Opinion mining and 
sentiment analysis 
for various user’s 
opinions, views, or 
feedback 

Summarizing 
user reviews is an 
important 
problem

(continued)
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Table 1 (continued)

Paper Id Concept Algorithm Enhancements Disadvantages

[9] Aspect-based 
opinion mining of 
customer reviews is 
considered, and a 
sentiment profile of 
its important 
features is 
automatically 
generated 

(1) SWN 
(2) Opinion 
orientation 
detection 

The use of an 
aspect-based 
opinion miner to 
automatically 
identify key 
characteristics or 
aspects and their 
opinions 

Only explicit 
aspects are 
considered, and 
word sense 
disambiguation is 
ignored 

[10] Utilizing the R-tool 
to automatically 
anticipate the text 
based on the  values  
of the data collection 

(1) NB classifier Gives a 
classification of 
sentiment 
classification 
methodologies in 
relation to features, 
benefits, and 
drawbacks, as well 
as tools for 
sentiment analysis 
in relation to the 
various sentiment 
analysis techniques 

Multiple 
language reviews 
are used 

[11] Various methods 
visual representation 

(1) 3D 
representation 
(2) Python libraries 

Different types of 
representation 
techniques have 
been explored 

Uses complex 
techniques such 
as brushing and 
queuing 

[12] Data is represented 
dynamically. The 
representation 
changes as the data 
does 

(1) R programming Animation is used 
to represent the 
changes in the data 

Not appropriate 
for long-term use. 
Progress overlaps 
and becomes 
slow with passage 
of time

3.2.1 Tokenization 

Tokenization involves separating a stream of texts into tokens, which can be words, 
phrases, symbols, or other meaningful items. This step is also referred to as segmen-
tation or lexical analysis, and the list of tokens becomes input for further processing. 
word_tokenize and sent_tokenize in the NLTK Library make it simple to separate a 
stream of text into a list of words or a list of sentences, respectively. 

3.2.2 Stemming and Lemmatization 

Both lemmatization and stemming are techniques used to reduce each word’s inflec-
tional forms to a basic or root form. Stemming and lemmatization are slightly related.
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Fig. 1 Summarization and visualization work flow

Table 2 Datasets commonly 
used for summarization and 
visualization 

Paper Id Topics Links 

[5] Travel Booking.com, TripAdvisor 

[9] Restaurant www.zomato.com 

[12] Hotel www.tripadvisor.com 

[18] Restaurant Yelp dataset challenge

Lemmatization relates words with comparable meaning to one another because it 
contextualizes the words, in contrast to stemming, which works on a single word 
without understanding its context. Since lemmatization performs the morphological 
study of words, it is typically favored over stemming. 

3.2.3 Part-Of-Speech Tagging 

The process of classifying the words into their part of speech and tagging them 
accordingly is Part-of-Speech (POS) tagging. A POS tagger goes through sequence 
of words and assigns a POS tag to each word like a noun, adverb, adjective, verb, 
etc. With the help of POS tagging, it will become easier to classify the location of 
words in the sentences which will make the task of feature and opinion extraction 
easier.

http://www.zomato.com
http://www.tripadvisor.com
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3.3 Opinion Mining 

Opinion retrieval, classification, and summarizing are the three main processes in 
the opinion mining and summarization process. As part of the opinion summa-
rizing process, review text is first preprocessed (tokenization and sentence segmen-
tation), after which each sentence’s score and relevance are determined. These two 
approaches are feature-based summarization and term frequency-based summariza-
tion. 

Opinion mining as explained in [14], also known as sentiment analysis, is used for 
the identification of various customer’s opinions about a particular topic write-up. 
The main purpose of using sentiment analysis is to determine the attitude of a writer 
with respect to some topic or the overall contextual polarity, i.e., negative or positive 
polarity of a sentence. Opinion mining can be defined as a text classification problem 
where customer review’s text is classified into positive or negative opinion reviews. 
Machine learning algorithms like Naive Bayes classifier algorithm can be used for 
the opinion classification of review text, and the SentiWordNet algorithm can be used 
as a resource-based approach. 

3.4 Opinion Summarization Techniques 

The main aim of opinion summarization is to summarize long statements written as 
feedback by customers into short and useful statements. A good summary includes 
the necessary information, tells us about the entire text in an organized manner. 
Some of the text summarization techniques could be useful for extracting important 
features of product or services from the reviews. Opinion summarization emphasizes 
the sentiment polarities of the texts. The opinion summarization method is generally 
based on strong sentiment sentence extraction, either positive or negative. Various 
summarization techniques are discussed in [16, 18]. 

3.4.1 Traditional-Based Opinion Summarization 

Traditional-based opinion summarization methods are useful for extracting the most 
important sentences in the review document, but it is not concerned with the aspects 
and its opinions. It generally includes extractive or abstractive based approach for 
producing a summary. The main problem with this method is that it does not concen-
trate on the objects or aspects and its opinions. In opinion summarization, usually the 
polarities of customer opinions are important. However, text summarization methods 
still can be helpful in opinion summarization in finding the most representative text 
or sentences from each category, after separating the review data and its polarities. 

(i) Extractive text Summarization: The extractive text summarization explained 
in [19] is about finding the key phrases from the original document and
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combining them to generate a summary. The process of extraction is done 
according to the proper defined metric without making any changes to the 
original texts. There are three independent tasks involved in extractive summa-
rization system, which are: (1) Intermediate Representation which reflects the 
important aspects of the texts, (2) Sentence Score, and (3) Summary Sentence 
Selection. Extractive text summarization uses various methods to summarize the 
texts. Some of the extractive summarization methods are cluster-based method, 
Term Frequency-Inverse Document Frequency (TF-IDF) method, machine 
learning approach which are discussed below. 

(ii) Abstractive text summarization: The abstractive text summarization 
mentioned in [19] approach is somewhat different from extraction technique; 
it basically involves paraphrasing and compressing parts of the original docu-
ment. The abstractive text summarization algorithms generally generate new 
phrases and sentences which contain the most essential information from 
the original review document. Though abstraction is better than extraction in 
performance, summarization algorithms which are required to perform abstrac-
tion are more difficult to develop. Abstractive text summarization is divided 
into two categories: semantic-based and structured-based methods. Rule-based 
method, ontology method, tree-based method, graph-based method, etc. are 
methods which come under structured-based methods. Methods like multi-
modal semantic model, semantic text representation model, information-item 
based model, etc. come under semantic-based approach. 

3.4.2 Aspect-Based Opinion Summarization 

Reviewers write about different aspects of a particular product or service in a para-
graph or sentence. For example, a review about a restaurant might include opin-
ions about food, ambience, location, hygiene, and many more. Opinions in the 
aspect-based summarization approach are categorized based on objects, aspects, 
and its opinions, with a separate level like aspect level, document level, or sentence 
level. Aspect-based summarization involves three important basic stages: (i) aspect 
extraction, (ii) sentiment classification, and (iii) opinion summaries’ generation as 
shown in Fig. 2. Aspect extraction and sentiment classification use various machine 
learning algorithms and Natural Language Processing techniques. In this work, we 
are mainly considering summarization based on different aspects of restaurants like 
food, ambience, service, location, etc. 

Fig. 2 Aspect-based 
summary generation
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Aspect Extraction 

A procedure related to dimensionality reduction called aspect extraction divides a 
large initial collection of raw data into smaller groupings that may be processed more 
easily. These huge datasets share the trait of having many variables that demand a lot 
of computational power to process. The feature extraction phase, which reduces the 
complexity of the classification task by narrowing the feature space, is a vital step 
in opinion summarization. The process of selecting and/or combining variables into 
features is known as feature extraction. This strategy significantly reduces the amount 
of data that needs to be processed while still accurately and fully characterizing the 
initial dataset. A lot of data analysis software packages provide for feature extraction 
and dimensionality reduction. Some common numerical programming environment 
like Numpy, R language, MATLAB, Scilab deals with some of the simpler feature 
extraction techniques via built-in functions. Aspect extraction is a technique which 
can be implemented using machine learning. It involves recognizing the required 
aspect as required by the user from the sentence. These aspects can include numerals, 
adjectives, and noun/noun phrases. The aspects extracted help to describe the features 
of the text and categorize them, respectively. 

Opinion Extraction 

Opinion extraction is an important step of aspect-based summarization. In opinion 
extraction, all the opinion words are identified from each sentence. To identify 
opinion words, extracted features are used to detect the closest opinion words which 
can be of positive or negative sentiment words with adjectives or adverbs or adjec-
tives along with adverbs, etc., for example: in a review sentence of a restaurant like 
“Food is good but ambience is bad”. Here, the extracted features will be “Food” 
and “Ambience” and opinion words are “good” and “bad”. After extracting opinion 
words, the next step is assigning opinion word to the nearest extracted feature, which 
means forming a feature–opinion pair. 

Polarity Assignment Based on SentiWordNet Method 

Polarity assignment can be done with the help of SentiWordNet. A lexical resource for 
opinion mining is SentiWordNet [8]. SentiWordNet offers three sentiment scores— 
positivity, pessimism, and objectivity—to each synset of WordNet. The range of Senti 
scores is 0–1. The resource was created using vectorial term representations for semi-
supervised synset classification and a quantitative analysis of the glosses related to 
synsets. SentiWordNet is utilized in opinion mining applications to improve the test 
representation by incorporating knowledge of the sentiment-related characteristics 
of the various terms in the text. The three scores described above are obtained by 
combining the outcomes produced by a committee of eight ternary classifiers, and all
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are characterized by the same level of accuracy but different classification behaviors. 
In our work, we are using SentiWordNet method for sentiment classification. 

Sentiment Classification Based on Machine Learning Methods 

Data mining involves the two most frequent modeling goals that are classification and 
prediction. The classification model classifies unordered discrete values or data. The 
classification is the initial process of data mining and uses algorithms like decision 
trees, Bayesian classifiers. The goal of classification is to accurately predict the target 
class for each case in the data. 

(i) Naive Bayes Classifier 

It is based on the Bayesian theorem and is best applicable when the dimensionality of 
the inputs is high. There are other classifier techniques like Support Vector Machine 
and Maximum Entropy technique, but Naive Bayes is simple and easy to implement. 
Despite its simplicity, Naive Bayes can often outperform the most sophisticated 
classification algorithm used by [8, 10, 11], and [12]. 

Bayes theorem can be applied using the following formula: 

P( y|X ) = (P( X |y) ∗ P(y))/(P(X)), 

where y is class variable and X is a dependent feature vector (of size n), where: 

X = (x1, x2, x3 . . .  xn). 

Here, the class variable (y) has only two outcomes, i.e., Yes or No. But, there are times 
when classification could be multivariate. To create a classifier model, we find the 
probability of a given set of inputs for all possible values of the class variable y and 
pick up the output with maximum probability. Mathematically, it can be expressed 
as: 

y = argmaxy P(y) 
n∏

i=1 

P(xi |y). 

(ii) Support Vector Machine 

SVM is a supervised machine learning algorithm that is used for analyzing data 
required for classification and regression analysis. An SVM classifier model [3, 8] 
builds a model to predict new examples for a dataset consisting of features and 
labels’ set. It assigns new examples/data points to one of the classes. If there are 
only two classes, then it can be called a Binary SVM Classifier. It is a discriminative 
classifier generally defined by a separating hyperplane. In two-dimensional space, 
this hyperplane is a line dividing a plane into two parts wherein each class lays on 
either side.
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Fig. 3 Text-based opinion 
summarization example 

Summary Generation Methods 

After all the aspects and its opinion extraction and sentiment classification, the 
final step is aspect-based review summary generation. Aspect-based summarization 
consists of various ways of generating summary which are discussed below: 

(i) Text-Based Summarization 

In text-based summarization, various aspect-based opinion summarization methods 
generate a text-based summary along with statistical data for each object or aspect. 
In addition, based on positive and negative opinions, each pair of aspects and their 
opinions are grouped as explained in [15] which is shown in Fig. 3. With such aspect-
based summaries, the customers can understand more accurately how the existing 
customers feel about the particular restaurant. 

Generally, generation of text-based summary is implemented with the help of 
ranking stage on the basis of weight of the opinion sentences. The highest weighted 
sentences will be given as the output of a summary. Text-based summarization 
process uses various different methods for finding the weights of each sentence in the 
given document. By the linear combination of the derived weights, the sentence score 
can be calculated. After the calculation of sentence score, ranking of the sentences 
is done in descending order of their scores. The sentence with the highest score is 
selected for the generation of summary. Summary generation consists of few impor-
tant tasks: (1) for the most important features, related opinions are put into negative 
and positive categories. Then, a count is computed which represents what number 
of reviews gives positive or negative opinions to the feature. (2) Then, the summary 
sentences which are extracted are ranked by using the following methods as used in 
[4] to find out the importance of a sentence. 

(a) Strength: The first method is to find out the strength of sentiment word by 
identifying intensity of opinion words as Negative, Mildly Negative, or Strongly 
Negative. Through summing up the sentiment scores of words of each sentence, 
the strength of a sentence can be calculated.



OPSUM: An Opinion Summary Generator Model for Customer … 773

(b) Term Frequency: Inverse Document Frequency (TF-IDF): TF-IDF is used as 
a weighting algorithm, and it is a very important method used for text mining 
to represent the importance of a specific word or phrase in a given document. 
Term Frequency and Inverse Document Frequency are two statistical methods 
used in TF-IDF. In TF-IDF, Term Frequency (TF) refers to the number of times 
a term has appeared in the given document and Inverse Document Frequency 
refers to the number of times a word has appeared in the given text corpus with 
the help of which it measures the importance of a word within the document. 
The output of TF-IDF is a term-score ranked list, and the higher the term-score, 
the more the term is related to the sentence. 

tfidfs =
∑
w∈S 

tfidsffw 

|S| . 

(c) Cosine Similarity: Similarity measure is where a number of customers use the 
sentences or relevant to it. So, if the sentence reviewed is used by more than one 
customer reviewer, it reflects the importance of that sentence. Cosine similarity 
is calculated by taking two document vectors A and B, where these vectors 
represent each distinct word with an index, and the value which is calculated at 
that index is a measure of how important is the word to the document, as given 
in below equation. 

Similarity (A, B) = 

n∑
i=1 

Ai Bi 

√
n∑

i=n 
A2 
i 

√
n∑

i=n 
B2 
i 

Using the above three methods, weight of a sentence can be computed using 
a linear equation using the below equation. According to the weight value, the 
summaries are generated. 

Weight(S) = Strength(S) ∗ tf idf (S) ∗ Similarity(S). 

(ii) Visual-Based Summarization 

In addition to text-based summarization, review summaries can be presented in a 
graphical form. Ratings, bars, stars, values, or other information visualization are 
several previous studies which generate visual-based summaries. There are some 
of the well-known commercial sites’ reviews present a summarization of product 
with different visualizations such as thumbs up or down, star ratings, positive or 
negative signs, smileys such as in IMDb, Amazon, TripAdvisor, Yelp. Graphical 
representation is more understandable and easier to read than representation in text.
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(iii) Summary Generation by Scoring Aspects 

The review summarization [17] is done by displaying the score of each extracted 
feature. Methods such as feature occurrences, feature co-occurrence information, 
rate of reviews, and sentimental polarity of opinion words are required in order 
to find out the score of each feature. The total score of the opinion-based survey 
is reduced to a certain scale. For generating a paragraph summary along with the 
rating, the overall score of the reviews is taken, and based on the polarity ratio, the 
sentences are selected. Polarity ratio as mentioned in [17] means the ratio of the 
number of picked positive or negative polarity sentences to the overall positive and 
negative scores, respectively. 

As mentioned in [20], rate of review is derived by combining several opinions 
regarding features. For example, if the rate of review is 5, then it is mostly derived 
from several positive and negative opinions about the features of the place. Positive 
opinion adds to the rate of review, while negative opinion brings down the rate of 
review. In order to show this process, the below equation is used. 

If SP(f i,Rj) is positive, 

ownscore
(
fi , R j

) = rate
(
R j

) ∗ (
1 + Pneg

(
R j

)) ∗ weight( fi ) 

If SP(f i,Rj) is negative, 

ownscore
(
fi , R j

) = rate
(
R j

) ∗ (
1 + Ppos

(
R j

)) ∗ weight( fi ) 

(1 ≤ i ≤ Number of features, 1 ≤ j ≤ Number of reviews). 
In the above equation, fi means the feature at ith index and Rj means the review 

at jth index, SP (f i, Rj) represents the sentimental polarity of the ith feature in the jth 
review. Pneg (Rj) and Ppos (Rj) are the percentages of positive or negative opinions 
in the jth review. 

Score of the features used by [13] are calculated by counting the number of 
occurrences of that feature. A reviewer mentions those features in the comments 
which he/she felt important than other features. So, the more number of times a 
feature occurs, the more is its weightage when the score is calculated. The weight of 
the feature can be calculated by using the below equation. 

weight(feature) = 2 − 21−occurence(feature) . 

The result of this equation is used as the opinion strength in the equation used for 
calculating score. 

Representative score of the particular feature after the computation of the score 
of that feature in all reviews is computed by using the below scoring equation. 

Score( fi ) = 

NR∑
k=1 

ownscore( fi Rk) 

NR
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In the above scoring equation, NR represents the number of reviews where the 
ith feature was utilized and R means the review consisting of the ith feature in the 
comment. 

(iv) Text Selection 

Reading actual text summaries gives a clearer picture than going through the statis-
tical summaries of overall idea of customer’s opinion. There are large volume of 
opinion on a certain aspect, so displaying a complete list of sentences is not that 
useful. Using short text as summaries will be a more helpful solution for the users. 
Topic modeling approach as discussed in [18] is one of the ways for generating a 
word-, phrase-, and sentence-level summaries. A word-level summary is generally 
provided for each topic (aspect) since the list of words and their probabilities are 
common output of topic modeling methods. One way is to rank opinion terms and 
to select the strongest opinionated term for each aspect. For phrase-level summary, 
clustering approaches can be used, and for sentence-level summary generation, TF-
IDF method can be used for scoring the sentences and selecting the most similar and 
discriminative sentence as summary. 

Topic modeling methods: Topic modeling approaches are useful in improving 
the quality of opinion summarization. Topic model is referred as a probabilistic topic 
model which finds topics of texts by using vocabulary distribution. The main aim of 
topic modeling is to recognize a set of topics from a huge collection of documents. 
Various representative topic modeling methods are Latent Dirichlet Analysis (LDA) 
and Probabilistic Latent Semantic Analysis (PLSA). For example, in a restaurant 
reviews’ document collection, some of the topics may be food, cost, ambience, etc. 
It is obvious that many of these topics represent aspects and each aspect has several 
opinions which need to be summarized. If opinion words used in positive documents 
are quite different from opinion words used in negative documents, topic modeling 
techniques may identify positive and negative topics. Thus, topic modeling methods 
can be highly useful in automatic extraction of aspects and sentiment classification 
for opinion summarization. 

3.5 Visualization 

Visualization is a way of expressing the information or data in order to help the reader 
understand better and more thoroughly. There are five main factors that affect the type 
of visualization technique used to represent the data collected. These factors help to 
narrow down the various visualization techniques and use them more effectively. A 
visualization technique is used to compare the relative ranks and similarity scores 
of the data presented. Visualization is most effective in observing the differences 
between two or more data. Each algorithm uses a different representation technique, 
and the figures used for the same may vary.
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(i) Audience—the data visualized is highly dependent on the type of audience 
viewing it. Such as, the end customers would require a simple interpretation, 
whereas researchers would require more specifications. 

(ii) Content—it determines the type of data interpreted. The content of the plots 
should be relatable to the topic and the context. 

(iii) Context—it shows how the given data is interpreted and its emphasis. For 
example, colors are used to differentiate between the various aspects. 

(iv) Dynamics—the correctness of the plot in the given context is the dynamics of 
visualization. 

(v) Purpose—visualization is done to achieve a goal. Each plot or graph used 
should have its own meaning and value. 

Data visualization in general represents the things that we see. It represents the 
information in a visual manner so that it can be understood easily and quickly. Some 
common examples of visualization are graphs, charts, maps, images, and movies. 
The different types of data visualization methods are: 

3.5.1 Real-Time Data Visualization 

Real-time data visualization is used to describe the time of occurrence of a particular 
event or action. A similar study related to this was done in [1]. Charts formed for this 
technique are highly sensitive about time, they require more storage as the granularity 
gets smaller, and it stands valid only for a certain period of time after that the data 
value drops. Some subjects that need to be observed are counter, timer, and gauge. 
This helps identify the frequency of the events and the duration for which they last. 
A gauge is generally required to identify if the node is live or not, the number of 
ongoing process, and the usage of memory at that time. Computer games are the 
most common example for real-time data visualization. 

3.5.2 Interactive Data Visualization 

It requires input from the user and accordingly updates the images. It is an iterative 
interactive process between the user and the visualization. The related diagrams are 
made as the data values are changed. In short, it is a repetitive, bidirectional, and 
cyclic method of visualization. It allows direct changes to be made on the plots. Some 
of the commonly used applications of this is paint, identification, scaling. 

3.5.3 Geographical Visualization 

Geographical visualization is also known as geovisualization which is used to depict 
the geographical data. It is most commonly done in the form of maps, which can 
represent the whole earth in a single map, or a particular region at a time, depending
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on the requirement of the study. This is used to represent the climate, travel routes, 
wildlife, flora and fauna, soil types, etc. The feature to zoom in or out of the map is 
also available. A live example of this available in Google Maps, as they can be used 
to locate a destination, check for traffic, etc. 

3.5.4 Multidimensional Data Visualization 

Many dimensions are used to represent the data. The data is represented in two-
dimensional or three-dimensional method. Sometimes, a four-dimensional represen-
tation is also used to visualize the given data. A two-dimensional representation could 
be a graph or a chart. These objects can also be represented in three-dimensional way. 
A movie can be considered as a four-dimensional representation object or as a series 
of three-dimensional objects. 

There are various tools that are used to represent the data. Different colors and 
patterns are used when two or more types of data of the same category are compared. 
The use of colors and line patterns or shading methods help differentiate the text. A 
key is provided to help understand the coding and relate to the original text instead 
of cluttering the visual and to help it remain neat. The most effective tool is then 
implemented based on the task and data at hand. 

(i) Charts/Graphs: Charts are the most common way to represent multiple data 
in a single diagram. It consists of text and is represented most commonly in a 
tabular form. The different types of charts include different graphs, line charts, 
bar charts, pie charts. 

(ii) Plots: Plots are used to compare data of the same category. A plot can be 2D or 
3D as per the requirement and the number of dimensions it needs to represent. 
Plots help to understand trends, correlations, and patterns, e.g., histograms, 
scatter plots, box, and whisker plots. 

(iii) Maps: They help determine the position of the objects and their layouts. Maps 
can be heat map, blueprints of a building, the layout of a complex, online 
navigation 

(iv) Diagrams: Diagrams are complex structures which give insight about the data 
and represent the details of the object. Multiple types of data can be visualized 
in just a single diagram. The particular diagram can be multidimensional or 
has a tree structure, etc. 

The implementation of many of these models and techniques has been imple-
mented, and the data has been expressed using various methods. It uses datasets 
from multiple sources and time series has been visualized. A dataset is visualized 
in a digital platform using codes with the help of libraries that are present in the 
IDE. Libraries such as matplot, matplotlib, NumPy, SciPy, Seaborn, are used in the 
Python language. 

When the data is summarized, the visualization becomes clearer. In Fig. 4, the  
same data has been represented in the form of a bar chart. The following graph 
depicts the three restaurants which have a cumulative value picturized for various
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Fig. 4 Bar chart 

aspects. The library used in this case was matplotlib, which is a very common library 
of Python. 

4 Performance Evaluation 

The performance of this work needs to be evaluated to infer the effectiveness of the 
system. The performance parameters required are Accuracy, Precision, Recall, and 
F-measure. To perform the testing, firstly a restaurant dataset with customer reviews 
is required. Then, each sentence should be annotated with positive or negative polar-
ities which can be done manually. Then, this annotated dataset can be further used 
for evaluation purposes. Opinion text classified as positive or negative by different 
opinion classification methods can be evaluated by finding the effectiveness of the 
method using precision or recall values. These values are used to confirm the accuracy 
of the algorithm used based on the data corpus used. 

Recall = 
Total no. of correctly classified positive examples 

Total no. of positive examples
= TP 

TP + FN 

Precision = 
Total no. of correctly classified positive examples 

Total no. of predicted positive examples
= TP 

TP + FP 

where TP = True Positive, TN = True Negative, FP = False Positive, and FN = 
False Negative. 

F − Measure = 
2 ∗ Recall ∗ Precision 
Recall + Precision 

The F-measure will always be nearer to the smaller value of Precision or Recall. 
The accuracy is given by the relation mentioned below. 

Accuracy = TP + TN 
TP + TN + FP + FN



OPSUM: An Opinion Summary Generator Model for Customer … 779

Fig. 5 Screenshot of result obtained 

5 Result 

In this work, the precision, recall value of the dataset, the F1-score, and the accuracy 
for the same have been calculated using the Naive Bayes algorithm. The performance 
evaluation is measured between 0 and 1. The accuracy score of this work is 0.73 units, 
which is 73% and is given in Fig. 5. 

6 Conclusion 

The main aim of this paper is to find out various efficient and suitable techniques and 
algorithms which are required for opinion mining, summarization, and visualization. 
The classification of reviews of various restaurants as positive or negative is preferred 
using the Naïve Bayes classifier as it is the most easily understandable classifier. The 
SentiWordNet is trained for the opinion words, and the objective of the sentence 
is determined for the taken dataset. SentiWordNet contains the various values of a 
particular keyword, their meanings, synonyms, antonyms, etc. This survey provides 
various methods required to summarize the multiple customer reviews on the basis of 
sentiment scores and provides a visualized representation to understand the ratings 
and various aspects related to restaurants on which the ratings were provided. This 
survey also looks for techniques to visualize the data that is collected from the summa-
rized opinions. The various papers referred here were used to find the visualization 
and summarization methods suitable for the data collected. The basis of this survey 
was to implement opinion mining for various reviews given by the customers by first 
obtaining a summary and then generating graphs for the same. The summary that is 
generated is based on sentiment score calculation. The multiple varied reviews are
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combined into a single paragraph, talking broadly about the different aspects taken 
into consideration. 
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Performance Comparison of Object 
Detection-Based Deep Learning 
Techniques: A Review 

B. Sudha and Kathiravan Srinivasan 

Abstract This paper provides a comprehensive review of the performance compar-
ison of object detection-based deep learning techniques. Object detection is a crucial 
task in computer vision that involves identifying and localizing objects within an 
image, signal, or video. Deep learning has emerged as a promising approach for object 
detection due to its ability to learn and extract features automatically. In this paper, 
we review the recent literature on object detection-based deep learning techniques, 
including region-based, edge-based, texture-based, etc. This paper also analyzes the 
performance metrics used to evaluate these techniques. Through this review, we aim 
to provide a better view of the strengths and weaknesses of various object detec-
tion techniques and their applicability to different applications. Our findings suggest 
that while some techniques perform better in specific scenarios, there is no single 
best-performing technique for all scenarios. Therefore, the choice of object detection 
technique should be based on the specific application and performance requirements. 

Keywords Dataset · Deep learning · Detection · Object 

1 Introduction 

The object detection (OD) framework finds things in the real world by using object 
models that have already been created [1]. When compared to humans, who can do 
OD quickly and efficiently, this task is almost impossible for machines to do [2]. This 
work is a review of the different techniques and methods used to elaborate things in
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images and video capturing. Object identification is a fundamental topic in machine 
vision and deep learning and it lays the groundwork for the in-depth development 
of a variety of research problems such as instance segmentation, object tracking and 
optimization, trajectory prediction, and image reconstruction. Pedestrian detection is 
a specific application of the object detection issue, and in recent years, it has become 
one of the most active study areas. It has significant utility in the areas of intelligent 
driving and security surveillance. Due to the uniqueness of individuals and the highest 
safety standards, it is more significant than other types of object detection in the field 
of intelligent driving. In intelligent driving, a camera, LIDAR, and wireless sensor 
network collectively sense the surroundings, with vehicle-mounted computers and 
cloud computing used for decision-making and control. 

1.1 Object Detection in Image Handling 

Image handling is a technique for converting a image into electronic form and 
performing a few tasks on it, such as creating a enhanced image or extracting some 
important information from it. It is a good setup that has a picture, such as a video 
edge or photo yield, on input, possibly a picture or assigns associated with that 
image [3]. In general, the image processing structure joins viewing models as two-
dimensional signs while employing noteworthy planning techniques. The three stages 
of preparation are as follows: 

• Using an optical scanner, the photographs are foreign or of exceptional quality. 
• Examining and interpreting data and diagnostics that are invisible to the naked 

eye, such as those contained in control data and satellite images. 
• The outcome is the image or message that resulted from the film experiments that 

altered the outcome of the preceding stage. 

Figure 1 shows both the calculation and how a camera extracts an image from an 
image. By utilizing the hypothetical focuses, the form decides the highlights, and the 
photo can be used to determine the object to be cemented.

1.2 Object Detection Architecture 

Support vector machine (SVM) is a type of deep learning algorithm that is used 
as supervised learning for classification or regression of data groups. SRAM is an 
abbreviation for static random-access memory; HOG is an abbreviation for histogram 
of positioned slopes. 

Figure 2 depicts the general structure for detection. The twelve scales’ pixels are 
distributed to three parallel finders. The objective of the distribution is for the three 
sensors to have adjusted the remaining tasks at hand. The initial scale is transmitted 
to detector.
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Fig. 2 Object detection system architecture 

(1) The two scales to detector are as follows. 
(2) The remaining nine detector scales. 
(3) The range of the histogram and the aggregator supports are different given the 

number and size of the scales created by each sensor, but the three locators 
cannot be distinguished from one another.
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(4) Putative points locate the object in the image that calculates the transformation 
relating the matched points, while eliminating outliers. 

(5) HOG features were extracted using encrypted blocks in image. The images 
are differentiated as vertical and horizontal forms. The gradient direction and 
strength maps are computed over the small grids called as HOG cells [4]. 

(6) The HOG blocks are concatenated based on the selection of adjacent HOG cells 
that defines the features to be extracted. 

Every sensor has an adequate amount of memory. Three parallel pointers with 
voltage scaling save 3.4 times as much energy as a single locator [5] in terms of 
frames. 

1.3 Justification and Scope of the Study 

Object detection is used in Personal Computer (PC) visual tasks, such as confront 
detection and acknowledgment, and video object co-division. It is also utilized in 
subsequent objects [6]. For example, following a ball in a football coordinate, tracking 
the development of a cricket bat, or following a guy in a video item co-division alludes 
to the problem of simultaneously dividing many recordings that contain common 
objects [7, 8]. 

The primary objective of the object detection system is to take shape, pose, illumi-
nation, and occlusion into account. The approach must cluster the several instances 
of the same item in a manner that improves object detection precision. 

Throughout the training phase, it preserves the multi-view samples of the same 
object. This object can increase detection precision and decrease the error rate. 

Adapting intelligent artificial neural networks for object detection, which would 
replace missing features and classes, is the primary objective. To propose an object 
identification method that recognizes items using a region-growing method, the 
number of missing objects should be identified in group object images and to enhance 
real-time video surveillance. 

Face detection’s variable lighting, occlusion, and backdrop characteristics used 
for facial recognition system and their accuracy is poor since they do not properly 
group the faces of the same object under the aforementioned conditions. The face 
object clustering was not conducted in an efficient manner. This increases the ratio 
of incorrect classifications. The majority of algorithms extract facial objects and 
measure their resemblance to various object groups. Nevertheless, the algorithms 
miss certain traits and values, which reduce the accuracy of face detection. 

The previous methods do not consider and store objects acquired from diverse 
perspectives, and the absence of a multi-view feature for the same item hinders face 
detection and tracking performance. 

Several techniques have been utilized to implement the posture and occlusion 
characteristics in object detection. However, they introduce a higher false ratio since 
they do not preserve the property of distinct situations.
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1.4 Challenges 

Even after much research in this area, object detection is still an open research 
question. Even today, an excellent test is one that uses a dynamic, precise, and elite 
technique [9]. Depending on how you characterize the entity that needs to be located 
and followed, this problem might range in difficulty. 

It is not too difficult to identify all the pixels with the same color from the intended 
object if only a few visual features, such color, are used to represent the object. In 
every scenario, another object or foundation with comparable shading data is always 
an option. Additionally, the different lighting in the scene does not guarantee that the 
shading for the same object will be the same in each instance [10]. Incorrect division 
results from this when only visual highlights are used (e.g., shading). In video objects 
and, for the most part, in things, this kind of fluctuation shift is quite noticeable [11]. 
It begins with one edge and progresses to the next, completing the camera’s field 
of view [12]. Three common causes of this fluctuation—change in target posture 
or distortions, variation in illumination, and partial or complete obstruction of the 
objective—are to blame [13]. The following list contains the typical issues with 
foundation subtraction that relate to video surveillance. 

1.5 Illumination Changes 

The foundation display’s ability to adapt to the earth’s ongoing changes is appealing. 
For instance, the bright force varies frequently throughout the day in outdoor areas. 
Likewise, the scene may experience abrupt changes in lighting. This type of advance-
ment can occur, for example, when a light is abruptly turned on or off inside. Similar 
things could happen in external stages (quick pace from shady to splendid daylight). 
This explicitly affects the foundation’s presence and results in false-positive detec-
tions. With the use of deep learning, numerous methods for object detection have 
been developed. However, the majority of algorithms are divided into the following 
four classes. 

The advantages and disadvantages of each method for object detection are listed 
in Table 1.

(1) Dynamic Condition 

A few portions of the landscape may contain development (a spring, mist events, the 
swaying of tree branches, the rushing of water, etc.), but they must be regarded as a 
foundation due to their significance. This development may be routine or intermittent. 
Dealing with such fundamental elements is a challenging task. 

(2) Occlusion 

Impediment (fractional/complete) may affect the process of determining the foun-
dation outline. However, situations and difficulties can arise when a subject goes 
behind an object in relation to a camera.



786 B. Sudha and S. Kathiravan

Table 1 Classification of object detection techniques 

Techniques Brief description Advantages Disadvantages 

Knowledge based Encode human 
Generally, the 
formation of a common 
face is the relationship 
between knowledge 
and facial features 
Mainly, spreading face 
is used 

(i) Simple rules are easy 
to establish a face and a 
child’s relationship 
with their relationships 
(ii) In an input film, the 
face is first extracted, 
and the faces are on the 
face 
Has been identified 
(iii) Facial work spreads 
well on uncontrolled 
backgrounds 

(i) Difficult to translate 
human knowledge into 
the rules: detailed rules 
cannot find the faces 
and public rules can be 
found in many 
falsifications 
(ii) This approach to 
detect faces 
All the possibilities are 
unlikely in the account: 
it is difficult to 
differentiate 

Feature invariant To locate facial features 
which are invariant 
under different 
conditions and using 
these to locate face 
pose, intention or even 
when the lighting 
variables are intended 
to find the structural 
elements of a face 

(i) Features are 
invariant to pose 
changes 

(i) Difficult to locate 
facial features in the 
presence of various 
illumination changes 
and complex 
background 

Template matching Several standard 
patterns of face are 
stored and correlation 
computed with a test 
image for detection. 
Those patterns are used 
to describe an entire or 
shown individual facial 
features 

(i) Easy to determine 
the face location (nose, 
eyes) based on the 
correlation values 
(ii) Simple to 
implement 

(i) Templates have to 
be opened closer to the 
images of face 
(ii) The templates that 
take into account 
different difficulties 

Appearance based Models are learnt from 
face images by training 
and learnt models are 
used to perform 
detection 

(i) Use powerful 
machine learning 
methods 
(ii) Models have proven 
good experience results 
(iii) Find faces in 
different pro and 
extended bass 

(i) Usually, you have to 
search over size and 
space 
(ii) It has had lot of true 
and false examples 
(iii) Limited view 
approach

(3) Clutter 

The proximity of foundation mess complicates the task of division. It is challenging to 
provide a foundation that reliably provides the messy base and separates the moving 
closer view items from that.
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(4) Concealment 

Whether intentionally or unintentionally, a few objectives may differ ineffectively 
from the existence of experience, making precise classification difficult. This is espe-
cially important for applications involving inquiry. Disguise is largely a problem for 
ephemeral differencing systems. 

(5) Presence of Shadow 

Shadows cast by lead objects often make it hard to handle things after the foundation 
has been subtracted. Covering the shadows of frontal area districts, for example, 
makes it hard to tell them apart and put them in groups. Analysts have come up with 
different ways to find shadows. 

(6) The Motion of the  Camera  

The video may be captured by unstable cameras. The level of jitter greatness varies 
from one video to the next. 

(7) Bootstrapping 

If the statement statistics that can be gathered from closer-look objects are not 
available, a bootstrapping method must be used to set up the foundation shows. 

(8) Video Noise 

Disturbance is often overlaid on video flags. Video reconnaissance foundation 
subtraction methods must be flexible enough to accommodate corrupted signals 
influenced by noise sources such as sensor commotion and pressure antiquities. 
The rate at which influencing and repeating objects will be taken as parameter. The 
speed at which an object is traveling plays a crucial role in establishing its presence. 
Because of the object’s slow motion, the transient differencing technique will fail to 
identify the parts of the object that are uniformly preserving their space. However, 
in the observed frontal area covered, a fast-moving object leaves a trail of appari-
tion locale behind it. When objects move in a way that is not completely regular, 
we see “ghosting” artifacts in the apparent motion; this happens when things move, 
then halt for a while, and then start moving again. It is possible for a film to feature 
both items that were previously at rest but which suddenly begin moving, such as a 
parked car speeding off, and objects that were previously in motion but which are 
now abandoned. 

(9) Challenging Weather 

When recordings are captured in testing climate settings (winter climate conditions, 
e.g., snowstorm, snow on the ground, fog), air disturbance, etc., detecting moving 
objects becomes a testing task. 

(10) Object Detection in Object Following
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Object detection in recordings entails confirming an object’s proximity in an arrange-
ment of visual contours. Object following is the process of putting things where they 
can be seen. It is closely related to video production. There are numerous applica-
tions for object recognition and tracking in Personal Computer (PC) vision, including 
video surveillance, vision-based control, video stress, human–PC interactions, and 
mechanical autonomy. Additionally, it contributes to an increase in vision-related 
projects, such as 3D recreation and depiction. It is also a key part of video databases, 
where it is used for things like content-based ordering and retrieval [14]. 

1.6 Artificial Neural System Under the Deep Learning 

Inspired by the composition and organization of real neural networks, a synthetic 
neuron arranges data in a computer programmer. It is also possible to refer to the 
artificial neural network, or ANN, as a neural system. 

(1) Recurrent Neural System 

RNNs are a type of state-of-the-art ANN that makes use of memory cycles that are 
coordinated with one another. Broken neural networks are able to build on well-
known models of architectures with information vectors and output vectors that are 
all the same size. 

(2) Convolutional Neural System 

A convolutional neural network (CNN) is a type of artificial neural network that uses 
a specialized form of supervised learning to analyze data through the use of visual 
knowledge representation. CNNs can be used for many different kinds of mental 
errands, including image preparation, normal dialect handling, and so on. 

(3) Deep Learning Difficulties 

Deep learning is a technique that, rather than actually making use of it, models human 
conceptual reasoning. Nonetheless, despite its many benefits, this technology also 
has a number of significant drawbacks. The method involves feeding the input feature 
into a neural network and then using that network’s output to make a classification. 

Pseudo Code of Object detection in neural network: 

Input: Video v, Neural network Nn 

Output: Detected object Ob 

Step 1: Start 

Step 2: Read input video v 

Step 3: for each object Ob 
Obi = perform segmentation (img)
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Neural network = Feature Extraction (Obi) 
End 

Step 4: Boolean b = perform Deep learning (Dl) 

Step 5: stop 
The aforementioned pseudo code detects the presence of an object and then returns 

an appropriate result. 

(4) Continuous Information Data Administration 

In deep learning, the development of a product requires the examination of massive 
amounts of data. Even though information is constantly flowing and changing, there 
is still time to ensure an effective preparation process. To solve this problem, data 
scientists need to change how they calculate deep learning so that neural systems can 
handle large amounts of database information reliably. 

(5) Ensuring End Transparency 

Programming for deeper learning is another complex barrier that lacks the evidence 
to support its conclusion. In the case of archaic machine learning variants, one cannot 
continue to be computed in order to determine why your framework was a photog-
rapher, a bird, and a cat. To remedy errors in computations involving deep learning, 
you must rethink the entire calculation. 

(6) Deep Learning Future 

As advancements in deep learning progress, there is a risk that this technology will 
become incomprehensible to regular engineers, making it impossible to comprehend 
without elevated consideration. Currently, experts in deep learning have an abundance 
of tool options, the majority of which are open source. TensorFlow, BigDL, Open 
Deep, Caffe, Theano, Torch, and MXNet are the most well-known. 

(7) Deep Learning Will Increase Local Help Inside Spark 

The Spark people group will boost the stage’s local profound learning capacities over 
the next coming years. The network is obviously leaning toward better support for 
TensorFlow after hearing about it at the Spark Summit, which is currently going on, 
with funding also going to BigDL, Caffe, and Torch. 

For speedy coding, improved programming systems will be combined on rooted 
learning devices. 

The application engineer network will need application programming interfaces 
(APIs) and other programming reflections to construct the basic algorithmic capa-
bilities more quickly and with less lines of code. The usage of integrated, open, 
cloud-based development environments by deep learning engineers will give them 
access to a variety of commercially accessible and pluggable computation libraries in 
the future. These will make it possible to create microservices that may be combined 
with APIs to enhance deep learning applications. The technologies will automate 
all of the more intricate learning improvement pipeline functions and offer a blank
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canvas for group collaboration and a shared point of view. When this pattern gets 
stronger, we will see more features, like “Generative Adversarial Nets” in 50 Lines 
of Code “(PyTorch).” 

(8) Comparative analysis are shown in Table 2.

2 Discussion 

Research into object detection has been conducted in many different industries, such 
as health care, transportation, welding, and robotics. 

2.1 Object Detection in Medical Field 

Object detection in deep learning is providing promising solutions to medical imaging 
analysis challenges, and it is widely regarded as an important future-proofing tech-
nique. The calculations that deep coordinate learning as a central part has been 
connected to therapeutic image detection, division and enrollment, and Personal 
Computer-assisted examination, using a wide variety of application domains, are all 
clearly understood here, providing a solid foundation for further research. Scholars 
and practitioners in the field of medical imaging research will find deep learning 
for medical image analysis to be an invaluable resource, as will graduate students 
enrolled in programs that focus on machine learning and deep learning in the contexts 
of computer vision and medical image analysis. 

• Addresses the common challenges encountered in therapeutic image analysis 
research. 

• Features an explanation of deep learning approaches and related theories for 
restoring images through analysis. 

• Explains the connections between mathematics and a wide variety of fields of 
application, such as X-rays of the chest, breast CAD, microscopy and pathology, 
computed tomography (CT), and more. In this article, we will take a look at how 
object detection is used in CT scans for diagnostic purposes. 

(1) Object Detection in CT scan 

A computerized tomography (CT) scan is a compilation of multiple X-ray images 
taken at different depths. This beam has the ability to zero in on specific targets. The 
paper will discuss the application of CT data to machine learning and other fields 
of study. It will also discuss the challenges faced by analysts and other research 
methods, as well as how CT tests are being used to improve education at all levels. 

Images from a CT scan are pieced together to form a three-dimensional represen-
tation of the body. The way medical care is delivered is now being drastically altered 
thanks to this technological advancement.
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Table 2 Comparative analysis 

Author Year Report Method Implementation 

Xiang Wang, 
Huimin Ma 

2018 Firstly, 
region-based 
CNN methods do 
not have enough 
environment to 
find out precisely 
the main object 
because they can 
handle each zone 
individually 

Contextual 
Convolutional Neural 
Network (CoConv) 

This framework 
clearly identifies the 
boundary and 
multiple-level 
environmental 
stability at the same 
time 

Xiaozhi Chen, 
Kaustav Kundu 

2018 The material size 
priors the problem 
that the objects 
are likely to 
encode is an 
estimation of the 
energy function 

KITTI Object 
Detection Dataset 

This framework 
clearly states depth 
information features 

Francois Belletti, 
Daniel Haziza 

2017 To perform other 
tasks that are 
currently at the 
core of 
engineering cyber 
physical systems 

Mutual Weight 
Regularization 
(MWR) 

To specialize its 
action policy so as to 
tailor it to the local 
parameters of the 
part 

Sidike, Asari, Alam 2016 The Joint 
Conversion 
Correct (JTC) is 
based on meaning  
and non-object 
spectrum 
signatures 

The 
class-sub-spectrum 
margin is adjusted for 
the correction 
(CSFJTC) 

The CSFJTC output 
is a matched target 
and is negligible or 
has no connection 
with no compromise 
and gives a couple of 
sharp contact peaks 
for the peaks 

Rodriguez-Serrano, 
Larlus 

2016 Our main novelty 
is designed or 
apparently uses 
general represent 
and uses 
unobtrusive 
similarities. 
Unlike previous 
work you need to 
know some of the 
transformation 
tuning the image 
similarities 

Data-driven detection 
(DDD) 

Despite the 
simplicity of its 
conception and the 
timing of 
performance—tests 
show these two 
contributions in 
some cases resulting 
in comparable or 
better results than 
standard sliding 
window detectors

(continued)
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Table 2 (continued)

Author Year Report Method Implementation

Matteoli, Corsini 2015 To this aim, 
laser-induced 
fluorescence (LIF) 
spectroscopy is 
exploited 

Light detection and 
ranging (LIDAR) 

Implementation of 
results from a 
laboratory testbed 
shows that the 
proposed processing 
chain is effective at 
automatically 
recognizing objects 

Paglieroni, Pechard, 
Beer 

2015 The GPR data 
from the 
trajectories of the 
previous path was 
found to be stored 
in a galaxy of 
network surfaces 
buried objects 

Ground-penetrating 
radar (GPR) 

Detection-False 
Warning Rate 
Performance Our 
transformation point 
is significantly better 
than our detection 
point 

Pang, Zhang, Yuan 2014 Two important 
goals are to find 
the location of 
video objects as 
less 
computationally 
complex and high 
generalization in 
vision and 
learning 

Block-based 
histograms of oriented 
gradients (BHOG) 

The diagnosis of the 
video hand, face, and 
pedestrian results 
shows the superiority 
of the proposed 
method 

Gang Wang, Forsyth 2013 Due to the 
inherent long tail 
distribution of 
material in the 
real world 

Regularized kernel 
machine algorithm 

It can make 
significant 
improvement on 
object categorization 

Zhao, Ngo 2013 Large-scale video 
copy detection 

Flip-invariant 
scale-invariant feature 
transform (F-SIFT) 

Consistent 
improvement across 
different kinds of key 
point detectors is 
observed 

Del-Blanco, 
Jaureguizar, & 
Garcia 

2012 Automatic visual 
object counting 
and video 
surveillance 

Bayesian tracking 
model 

On future consumer 
electronics, proving 
its superior 
performance 

Subudhi, Nanda, 
Ghosh 

2011 These programs 
are used to 
identify and track 
the moving 
objects together 

Change detection 
mask (CDM) 

The proposed 
external spatial 
approach is 
compared to the 
future JSEG system

(continued)
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Table 2 (continued)

Author Year Report Method Implementation

Youngmin Park, 
Lepetit 

2010 One-time objects 
that can be 
observed in 
different 3D 
simultaneous 
objects 

Method combines 
object detection and 
tracking 

Implementation done 
with real time 
experimental data 
with sensors. 

R. Kasturi, D. 
Goldgof, 
Soundararajan 

2009 A variety  of  
application 
domains 

Object detection and 
tracking algorithm 

In the coming years, 
the future of 
computer science has 
researched many real 
time system. 

Leibe, Schindler, 
Cornelis 

2008 A moving vehicle 
passing through 
crowded city areas 

Subsequent trajectory 
estimation module 
analyzes moving 
frames 

To guide object 
detection in future 
frame sequence. 

Akcay, Aksoy 2008 The 
object-oriented 
inspection 
provides valuable 
spatial depiction 
of distant images 

Segmentation 
algorithm 

The results show that 
the future methods 
are able to detect 
automatically. 

Wei Zhang, Xiang 
Zhong Fang 

2007 A novel method 
for moving cast 
shadows detection 

Moving cast shadows’ 
detection 

The work 
significantly 
outperforms 
state-of-the-art 
methods 

Manjunath 
Bhagavathy 

2006 The model is 
learned in a 
two-layered 
framework 

Texture segmentation The work performs 
comparitive study 
of four texture 
segmentation 
methods. 

V. Kaftandjian, Zhu 2005 This framework, 
in the study of 
X-ray and UVs 

Fuzzy logic Image 
Processing Used. 

Image segmented to 
different region by 
edge detection. 

O. Carmichael, 
Hebert 

2004 The cascade is to 
discard clutter 
edge pixels and 
group 

Shape-based 
recognition of wiry 
objects 

Efficient at runtime

(2) Data from CT Filters 

The majority of CT scans are made available in Digital Imaging and Communications 
in Medicine (DICOM) files, which contain 2D images with pixel forces and are 
therefore measured in Hounsfield units. However, these are not in the regular 0–255 
range, but rather in Hounsfield units or CT numbers. 

Example pseudo code:
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Step 1: Input Ds data initialization 

Step 2: Prefect logs for each Class Cl → Ts 
Identify search term attribute for frequent query Fvi 
Attribute For each Cl → Ai of Fvi 
Semantic compute data 

Cl = 
N ∫
i=1

∑
(Ai(Fvi) − Ai(Fv)) 2 

End 
Ds(i) = ∑

Dsi + Cl 
End 

End 

Step 3: Identify each class Cl of data request set Ts 
Ai → for each case attribute 
Compute the semantic similarity count. 

SC = 
N∫

i=1

∑
Dsi (Ai) ≥ STh 

End 
Measure relative similarity case 

Dm = SC 
size(cli ) × 100 

End 

Step 4: Read end 
Dynamic causal mapping (DCM) records are digital images stored in the Digital 

Imaging and Communications in Medicine (DICOM) image format. A medical 
image, like a CT scan or an ultrasound, is saved. Patient information may also be 
saved. Different media have different radio-force values, which are measured in 
Hounsfield units (HUs). This is because different media have different constriction 
coefficients. 

(3) Deep Learning for CT Checks 

Different models are possible depending on the data analysis technique used: 
Basic 2D convolutional systems like DenseNet and ResNet were used to complete 

the single-image processing. These can be integrated into a start-to-finish pipeline 
to generate the output directly, or they are typically used to process and concentrate 
highlights before passing them on to a different model. When given sufficient data, 
end-to-end models have proven to be more effective than using multiple models for 
these tasks. Preparing a series or multiple images, these can be stacked to make a "3D 
image" (or 3D point cloud). This data could then be processed by 3D convolutional 
systems. The alternative method of dealing with this information is to examine a 2D 
Kernel.
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2.2 Object Detection Application CNN Engineering 
in Medical 

A Convolutional Neural Network (CNN) records highlights from privately associated 
voxels (i.e., neighborhood voxels); as a result, it is commonly used as the standard 
display for medical image analysis. In general, an image undergoes multiple convolu-
tion layers, and the highlights are extracted from multiple segments. The eliminated 
characteristics are also used for other projects. Table 3 shows that the CNN engi-
neering is used in CADx/CADe applications. CADx and CADe are abbreviations for 
Computer-Aided Analysis and Computer-Aided Detection, respectively. MRI stands 
for magnetic resonance imaging, and CT stands for computed tomography. 

Detection: The detection task involves locating the location associated with the 
disease. In some instances, the detection task is assigned to the control work, such 
as locating the vocals of disease detection. The arrangement of occupational therapy 
is required. Expectation tasks include estimating imaging investigation results for 
object evaluation (usually not plain-eye apparent). Prediction is frequently based on 
benchmark imaging, where benchmark imaging findings are used to determine that 
the object’s properties have not been predetermined. Several studies have been done 
to show the likelihood of medical factors, such as a drug or alternative reaction, the 
patient’s life, and the imaging test results, in this flawed evaluation. Data on Imaging 
the number of class-based job arrangements. Conditions and positions (e.g., sound 
and sickness) or multiple courses can be paired (e.g., subdivisions within the given 
unfortunate position). CNN is associated with a vast array of options, effectively 
employing CT imaging of various organs (i.e., cerebral cysts, lungs, and liver). 

When the framework joins, the convolution arranges parameters prepared by the 
RPN as a contribution to the Fast-(R-CNN) Regions with the Convolution Neural 
Network for preparation. Finally, the parameters of each system layer are the contri-
butions to the model for Vehicle-Type Target Recognition. The best way to get them 
ready for a similar system architecture is to make a display that can do more than 
one thing and uses the same convolution. Table is comparing the Faster R-CNN 
and R-CNN vehicle-based strategies. Quicker R-CNN means Faster Region with 
the Convolutional Neural Network, while R-CNN means Region with the traditional 
neural network. The case for a few vehicles examines the distinction between faster 
R-CNN and R-CNN and determines the velocity level. Vehicles are autos, cycles, 
prepared for transport.

Table 3 CADx/CADe 
applications utilizing 
convolutional neural system 

Task Modalities Object Clinical goal 

Detection MRI Brain 
Heart 

Lesion detection disease 

Prediction MRI Brain 
Lung 

Disease prediction 
Survival prediction 

Classification CT Brain 
Liver 

Disease classification 
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Table 4 Examination table 
for faster R-CNN and R-CNN 
techniques utilizing the 
vehicle 

Objector vehicle Faster-CNN (%) R-CNN (%) 

Car 78.7 60.8 

Cycle 48.6 34.89 

Train 82.6 72.40 

Bus 80.4 67.44 

Table 2 displays the estimated speeds of all vehicles. All vehicles are identified by 
deep learning techniques. The vehicles have increased precision and velocity, while 
R-CNN vehicles are minimally moderate and have some effectiveness. 

Because group movement behaviors are more common in pedestrians, which 
is also a significant barrier restricting the application of pedestrian identification, 
occlusion is more likely to occur in pedestrian detection compared to general object 
detection. The amount of pedestrian occlusion in the suggested image collection 
has a significant impact on the precision of pedestrian positioning, which is more 
sensitive to the threshold, making it simple to suppress the candidate frames of 
comparable pedestrians. The amount of model calculations has dramatically risen, 
and the detection results have improved to some level [15]. Examination table for 
Faster R-CNN and R-CNN techniques utilizing the vehicle is shown in Table 4. 

2.3 Mechanical Object Detection in Welding Process 

Welding is a production process that joins at least two materials, typically metals 
and non-metals. It is also the tried-and-true, efficient, and conservative method for 
permanently joining comparable and non-comparable metals and plastic. Welding is 
utilized extensively in all facets of the manufacturing industry. Recently, a variety of 
welding techniques have developed. The way in which heat and weight (when used) 
are connected, as well as the type of equipment employed, varies greatly between 
these processes. Numerous welding techniques are accomplished by weight without 
the use of extreme heat, others by a combination of temperature and weight, and still 
others by heat alone without the use of weight. 

Welding is utilized in numerous fields, including bridges, weight vessels, 
building structures, airship, automobile, railway track, railway mentor plants, nuclear 
establishments, security organizations, pipelines, electrical and electronic, etc. 

Types of welding joints are listed as follows: 

• Deep welding joint. 
• Lading welding joint. 
• Edge welding joint. 
• Garner Welding Compound. 
• Butt welding joint. 
• Square welding joint in square.
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• Tea welding joint. 

Two individuals cross 90 degrees to meet the edges of a plate or section to form the 
edges of the sheet welding. The tea joints can be viewed as a form of shear ignition, 
and all the objects are additionally welded into the base plate (such as pipe or tube). 
Additional consideration must be taken to ensure adequate ignition top entrance. 

Welding Styles Used to Build a D-Joint 

• Plug ignition, pilot burner, radius ignition, slot ignition, flare angle crack ignition, 
J-groove weld, Melt through the weld. Considering the mechanical oriented side, 
to employ an optimized orthogonal wavelet for the wavelet feature extraction. 
The below Fig. 3 shows different types of welding joints. 

The concept of an orthogonal transform originates from wavelet theory, where it 
is defined as a transform that has a wavelet transform that is also orthogonal. 

1 

2 
s f

(
Z 

2

)

=
∑

m∈x 
w f s f

(
xa,b − c

)

where (wf ) stands for wavelet transform, the (sf ) scaling factor, the pixel value (c), 
and the image data (xa,b), Z is orthogonal Wavelet. After retrieving an image, it is 
then subjected to a recognition procedure. 

Pseudo Code Extraction:

Corner Joint Tee Joint Edge Joint 

Lap Joint 

Butt Joint 

Fig. 3 Block diagram types of welding joint 
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Input: Image img 

Output: Feature set Fs 

Step 1: Start 

Step 2: Read input image Img 

Step 3: Obtain edges Es = Apply canny edge detector on img 

Step 4: Extract local tetra pattern LTrP 

Step 5: Extract wavelet features Wf 

Step 6: Add to feature set Fs 

Step 7: Stop 
Using the aforementioned algorithm, we can see how the image’s various features 

were retrieved. 

2.4 Identification of Welding 

Welding rod identified in E6011 electrode indicates arc welding. Each electrode 
designed for various applications. The type of electrode used depends on particular 
properties of weld used. 

Gas metal arc welding used in Automobile industry, Robotics etc. Stick Shielded 
Metal arc Welding used for thin metals. Gas Tungsten Welding used in Industries 
for metals. Flux coated arc welding used for thick metals. Gas welding is portable. 
Different types of weld defects can be identified using various machine learning and 
deep learning techniques. 

3 Conclusion 

In conclusion, the performance comparison of object detection based deep learning 
techniques has been reviewed and analyzed in this paper. The various deep learning 
architectures and their application in object detection have been discussed and eval-
uated based on their accuracy, speed, and computational requirements. Through this 
review, it has become apparent that deep learning-based object detection techniques 
have shown remarkable progress in recent years, achieving high levels of accuracy 
and efficiency in detecting objects in images and videos. While each deep learning 
architecture has its advantages and disadvantages, it is clear that the field is rapidly 
advancing, with new techniques being developed and refined regularly. As such, it is 
essential for researchers and practitioners to stay up-to-date with the latest advance-
ments in object detection to choose the most appropriate technique for their specific 
application. Overall, this paper has provided valuable insights into the current state of
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object detection using deep learning techniques and has highlighted the importance 
of ongoing research in this field to address the challenges that remain. The knowledge 
gained from this review will undoubtedly contribute to the continued advancement 
of object detection in a wide range of applications, including autonomous vehicles, 
surveillance systems, and robotics. 
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Regularized Information Loss 
for Improved Model Selection 

Firuz Kamalov, Sherif Moussa, and Jorge Avante Reyes 

Abstract Information criteria are used in many applications including statistical 
model selection and intelligent systems. The traditional information criteria such as 
the Akaike information criterion (AIC) do not always provide an adequate penalty on 
the number of model covariates. To address this issue, we propose a novel method for 
evaluating statistical models based on information criterion. The proposed method, 
called regularized information criterion (RIL), modifies the penalty term in AIC 
to reduce model overfitting. The results of numerical experiments show that RIL 
provides a better reflection of model predictive error than AIC. Thus, RIL can be a 
useful tool in model selection. 

Keywords Information criteria · Model selection · Akaike information criterion ·
Computational statistics · Intelligent systems 

1 Introduction 

Statistical models are rarely exact when estimating the underlying processes based 
on random sample data. Therefore, identifying the best statistical model to fit the 
data is a one of the primary tasks in data science [ 11]. A good statistical model 
should simultaneously fit the data at hand and generalize to unseen data. There 
exist several approaches to select the right candidate model including F-statistic, 
residual errors, information criteria, and others. In particular, information criteria 
are a popular approach for model evaluation. It is based on estimating the amount 
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of information lost by the model from the data. However, the existing information 
criteria do not always accurately estimate the generalization ability of the statistical 
models. Therefore, we propose a new information criterion with the aim of improving 
the measurement of model performance on unseen data. Numerical experiments 
demonstrate the effectiveness of the proposed method over existing approaches. 

Information criteria are a widely used method for evaluating the goodness of 
a statistical model. In particular, the Akaike information criterion (AIC) and the 
Bayesian information criterion (BIC) are two of the most popular tools for model 
selection in statistics and machine learning [ 3, 5, 36]. The AIC and the BIC estimate 
the amount of information loss for a given dataset and thereby the quality of statistical 
models. Information criteria reward the likelihood of explaining the data by the 
model, while penalizing for additional model parameters. The AIC and BIC have the 
same reward for the likelihood of the model, but they assign different penalties for 
additional model parameters. Given the ease of calculating the information criteria 
together with the solid theoretical basis, the AIC and BIC are frequently used in model 
evaluation. Indeed, most of the modern statistical packages and software provide the 
ability to quickly and conveniently compute the AIC and BIC values. 

Although the AIC and BIC are frequently used in model selection, they do not 
always correctly identify the best statistical model. The difference in the penalty 
for the additional model parameters can lead to diverging outcomes when using 
the AIC and BIC. Striking the right balance between the the reward and penalty is 
an intricate issue that does not have an exact analytical solution. Increased penalty 
for model parameters leads to increased bias, while decreasing the penalty leads to 
higher variance. In this paper, we propose a new model evaluation criterion dubbed 
regularized information loss (RIL). The proposed criterion is based on the AIC with 
a modified penalty for additional parameters. Concretely, we suggest to increase the 
penalty for the number of parameters in the model. The increased penalty reduces 
model variance and leads to better out-of-sample performance. We compare the 
proposed model against the AIC and BIC using numerical experiments. The results 
show that the RIL significantly outperforms the benchmark criteria. 

Our paper is structured as follows. In Sect. 2, we provide a brief overview of the 
literature related to model evaluation. Section 3 provides the description of the pro-
posed information criterion as well as the necessary background. Section 4 contains 
the details of our numerical experiments to compare the proposed approach to the 
existing criteria. We conclude with brief remarks in Sect. 5. 

2 Literature 

Model selection is an important and well-investigated topic [ 8, 26]. Model selection 
methods can be generally grouped into two subsets: statistical measures [ 4] and infor-
mation criteria [ 10]. Statistical metrics work well when the underlying distributional 
requirements are satisfied, while information metrics do not depend on any prior 
assumptions. Given their flexibility, information criteria are often used to capture
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nonlinear relationships in the model. The importance of correct model selection has 
led to a significant amount of research in this field [ 32, 35]. Despite a plethora of 
model selection approaches, there remains room for improvement. 

AIC is one of the most commonly used information criteria. In [ 30], the authors use 
AIC and BIC to evaluate three potential models for bioconvective nanofluid flow. In 
medical science, risk prediction models for post-operative mortality were evaluated 
based on AIC and BIC [ 21]. In epidemiology, AIC has been used to evaluate epi-
demic models that describe the spread of Covid-19 [ 37]. There exist several attempts 
to extend AIC for various applications. In [ 2], the authors propose an Akaike-type 
generalization for model selection in logistic regression, multilevel regression, and 
structural equation model. Another AIC-based model selection criterion was pro-
posed in [ 16] for structural equation models. An extension of AIC based on regres-
sion convolutional neural network was proposed in [ 18] for acoustic emission signals 
onset-time selection. In [ 19], the authors propose an AIC-based approach to identify 
the most relevant variables in eco-efficiency evaluation. An adjusted AIC similar to 
adjusted R2 was proposed in [ 24]. Information-based criteria are frequently used 
in phylogenetic model selection, where computational complexity is one of the pri-
mary concerns [ 12, 17]. The authors in [ 33] used AIC-based approach to identify 
the important variables in modeling hotel profitability. 

Bayesian criterion has also been widely used in the literature. It has been shown 
that BIC is an effective substitute for out-of-sample criteria [ 31]. A comparison 
of various BIC-based approaches can be found in [ 23]. A number of studies have 
used and extended BIC in different applications. BIC has been widely used in model 
averaging in ecology as an alternative to null hypothesis [ 6, 9]. Bayesian information 
gain was applied to interaction tasks [ 20]. BIC was used in time series analysis in [ 15]. 
In [ 25], the authors used BIC as a fitness function to evaluate classification models. 
An extended BIC was proposed in [ 7] to deal with small-n-large-p sparse GLM. The 
issue of evaluating models with order constraints on the covariates is tackled in [ 22], 
and a truncated unit information prior is utilized under the order-constrained model. 

Other information criteria such mutual information have also been used in model 
selection [ 27]. The authors employ mutual information to determine the optimal 
model in case of limited labeled data [ 28]. Model selection in the form of feature 
selection has also been an active research area. The authors in [ 13] combine several 
criteria into a single vector metric to identify the optimal subset of features. The 
L2 norm between covariates and the target variable was used the metric for feature 
selection in [ 34]. Variance decomposition according to individual covariates was 
used in [ 14] to identify the optimal features for model selection. 

The main drawback of the existing information-based model selection approaches 
is the requirement for large quantity of data. Since information criteria are inherently 
non-parametric, they require a significant amount of data to produce correct estima-
tions of model effectiveness. The amount of required data increases exponentially 
with the number of variables in the model.
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3 Regularized Information Criterion 

The proposed method is based on AIC and BIC. It aims to measure the generalization 
capacity of a statistical model using regularized information criterion. First, we give 
a brief background on AIC and BIC. Then, we provide the details of the newly 
proposed approach. 

3.1 AIC 

The Akaike information criterion (AIC) was originally proposed by Hirotugu Akaike 
[ 1]. It uses information theory to estimate the predictive error of a statistical model 
trained on a given dataset. In particular, the AIC estimates the amount of information 
loss by a model. The information loss can be used to evaluate the quality of the 
model, where a model with lower information loss is considered better. In estimating 
the information loss, the AIC balances between the model bias and variance by 
penalizing models with greater number of attributes. The AIC is calculated according 
to the following formula 

AIC = −2 log  L(θ |D) + 2k, (1) 

where θ is the vector of model parameters, L(θ |D) is the maximum likelihood of 
the model for the given dataset D, and k is the number of estimated parameters in 
the model. To calculate the AIC, first the maximum likelihood of the model with 
parameters θ conditional on a given dataset D is computed. Then, twice the negative 
log-likelihood is added to twice the number of variables in the model to obtain the 
value of AIC. As can be seen from Eq. 1, AIC decreases as the likelihood of the 
model parameters increases, i.e., as the model fits better to the given data. On the 
other hand, AIC increases as the number of model parameters increases. Thus, AIC 
penalizes models for additional explanatory variables to avoid overfitting. However, 
it may be argued that the penalty for the number of attributes is not steep enough 
to disqualify the models that overfit. To address this issue, we propose a modified 
version of AIC which will be discussed in the next section. 

3.2 BIC 

The Bayesian information criterion (BIC) was originally proposed by Gideon E. 
Schwarz [ 29]. It also uses information theory to estimate the predictive error of a 
statistical model. In particular, it estimates the amount of information loss by a model 
for a given dataset, thereby quantifying the quality of a model. The BIC is developed 
using a Bayesian argument. It is given by the following formula
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BIC = −2 log  L(θ |D) + k ln(n), (2) 

where L(θ |D) and k are the same as above, and n is the number of samples in the data, 
i.e., the size of D. Similar to AIC, BIC penalizes models for additional attributes. 
However, unlike in AIC, the amount of penalty in BIC depends on the size of the 
data. In particular, the penalty increases with respect to the number of samples. The 
k ln(n) term acts as a regularizer. On the other hand, a large number of samples in 
data also automatically acts as a regularizer preventing the model from overfitting. 
Thus, BIC imposes additional regularization in terms of n. 

3.3 RIL 

The existing information criteria do not adequately measure the performance of sta-
tistical models on unseen data. To address this issue, we propose a new information 
criterion for evaluating statistical models. The proposed criterion is based on modi-
fying AIC by increasing the penalty for additional model parameters. 

The AIC assigns a linear penalty for the number of parameters which may lead to 
model overfitting and poor out-of-sample performance. We suggest to increase the 
penalty for additional parameters while maintaining the same likelihood reward as in 
AIC. In particular, we propose to replace the linear penalty with a semi-polynomial 
penalty. A semi-polynomial penalty has a higher rate of increase with respect to the 
model size which would favor sparse models. 

The proposed criterion is called regularized information loss (RIL) and is given 
by the following formula 

RIL = −2 log  L(θ |D) + k 
√
k. (3) 

When applying RIL in model evaluation, the model with the lower RIL value is 
preferred to the model with the higher RIL value. As can be seen from Eq. 3, the  
penalty for additional attributes is increased from 2k to k 

√
k. For instance, for k = 9, 

the AIC and RIL penalties are 18 and 27, respectively. The difference between AIC 
and RIL increases as k increases. The increased penalty for the number of parameters 
helps avoid model overfitting leading to improved out-of-sample performance. 

4 Numerical Experiments 

To measure the effectiveness of the RIL, we perform a range of numerical exper-
iments using a fund raising dataset. The dataset presents a regression problem of 
predicting the amount of donors’ contributions from a direct mail campaign based 
on their demographics and history of past contributions (max contribution, average 
contribution, last contribution, gender, etc.). It is a modified subset of the original
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dataset collected by the United States National Veterans’ Organization to develop a 
predictive model to capture donors expected contributions. 

We consider models with varying number of parameters and analyze the corre-
sponding RIL values in relation to the model test errors. We use AIC and BIC as 
the benchmarks for the effectiveness of RIL in predicting the out-of-sample model 
performance. The results show that the RIL is more correlated with the test errors 
than AIC and BIC. 

4.1 Methodology 

The initial fundraising dataset consists of 11 continuous attributes {xi } and 1 contin-
uous target variable y. We expand the number of covariates by including the pairwise 
products of the original attributes. Thus, we add the predictors 

x1x1, x1x2, x1x3, . . . ,  x10x11, x11x11 

to the initial dataset which results in a total of 77 attributes—11 original features 
plus 66 pairwise products. 

The numerical experiments consist of fitting the least squares linear regression 
model to data with different number of features starting with 1 predictor to 77 predic-
tors. For each subset of predictors, we conduct 100 bootstrap simulations to evaluate 
model performance. Concretely, for each bootstrap simulation, we select a random 
sample of observations which is used as the train data. The unselected samples are 
used as the test data. The bootstrap sample is used to fit the linear regression model, 
and the corresponding train mean squared error (MSE), AIC, BIC, and RIL are calcu-
lated. The unselected samples are used to calculate the test MSE. Finally, the average 
train MSE, test MSE, AIC, BIC, and RIL values are calculated over the 100 runs. 

Our goal is to determine whether RIL values provide more accurate evaluation 
of the model quality than AIC and BIC. This is done primarily by comparing RIL 
values to the bootstrap test errors. Since the test error represents the performance 
on unseen data, it indicates the quality of the model. The information criterion that 
matches closely to the test errors is deemed to be the optimal. 

4.2 Results and Analysis 

The graphs of the bootstrap train and test errors over the range of model complexity 
are given in Fig. 1. It shows that the train and test errors diverge as the number of 
predictors increases which indicates model overfitting. As the number of parameters 
increases, the model learns to fit the noise inside the data and achieve low train error. 
On the other hand, it leads to the model producing high test errors because it overfits 
on the train set. As shown in Fig. 1, there is an initial sharp drop in the test error.
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Fig. 1 Train and test errors over the range on model complexity. Each value is calculated as the 
mean over 100 bootstrap sample sets 

Then, the train and test errors produce similar results until k = 10, after which the 
two graphs begin to diverge. Beyond approximately k = 23, the divergence between 
the test and train MSE becomes very sharp. 

The values of RIL, AIC, and BIC for models with different number of predictors 
are shown in Fig. 2. Recall that for each subset of features, the values of the index 
are calculated as the average over 100 bootstrap samples sets. It can be seen that 
both the BIC and the RIL graphs approximately match the graph of the test error in 
Fig. 1. As shown in Fig. 2, there is an initial sharp drop in the value of RIL. Then, 
RIL remains relatively stable until k = 20, after which it begins to increase. It is a 
similar pattern as the test error in Fig. 1 albeit the test error begins to increase earlier 
around k = 10. Nevertheless, the overall pattern of the graphs of RIL and test error 
is similar. We also note the RIL graph reflects the test error graph significantly better 
than the AIC graph. Given the low regularization in the AIC, it fails to adequately 
penalize the models with excessive number of parameters. The difference between 
the graphs of the AIC and RIL in Fig. 2 with respect to the graph of the test error in 
Fig. 1 highlights the advantage of the RIL. 

To quantify and summarize the relationship between the test error and the infor-
mation criteria, we calculate their correlations. In Table 1, we present the Pearson 
correlations between the AIC, BIC, and RIL values and the bootstrap train and test 
errors. As can be seen from the table, RIL achieves the highest correlation with the 
test error among the three information criteria. In particular, the RIL correlation is 
0.88, while the AIC and BIC correlations are 0.14 and 0.87, respectively. It shows that 
the RIL is more consistent than other information criteria in predicting out-of-sample 
error.



808 F. Kamalov et al.

0 20  40  60  80  

22
00

24
00

26
00

28
00

30
00

 

Number of predictors 

In
de

x 
AIC 
BIC 
RIL 

Fig. 2 RIL, AIC, and BIC values over the range on model complexity. Each value is calculated as 
the mean over 100 bootstrap sample sets 

Table 1 Pearson correlations between the information criteria and the test MSE 

Train Test AIC BIC RIL 

Train 1.00 −0.04 0.98 −0.05 −0.09 

Test −0.04 1.00 0.14 0.87 0.88 

AIC 0.98 0.14 1.00 0.16 0.11 

BIC −0.05 0.87 0.16 1.00 0.98 

RIL −0.09 0.88 0.11 0.98 1.00 

Table 2 Spearman correlations between the information criteria and the test MSE 

Train Test AIC BIC RIL 

Train 1.00 −0.78 0.95 −0.73 −0.67 

Test −0.78 1.00 −0.73 0.82 0.83 

AIC 0.95 −0.73 1.00 −0.58 −0.51 

BIC −0.73 0.82 −0.58 1.00 0.97 

RIL −0.67 0.83 −0.51 0.97 1.00 

Similarly, in Table 2, we present the Spearman rank correlation between the errors 
and information criteria. The results are in line with the Pearson’s correlation. The 
RIL achieves the highest correlation with respect to the test error among the three 
information criteria. In particular, the RIL correlation is 0.83, while the AIC and BIC 
correlations are −0.73 and 0.82, respectively.
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The results demonstrate that RIL provides a better reflection of the out-of-sample 
performance of a model than AIC or BIC. The increased penalty for the number 
of parameters produces an improved measure of model performance. As shown in 
Figs. 1 and 2, the graph of the RIL is similar to the graph of the test MSE. In addition, 
Tables 1 and 2 show that RIL achieves higher correlation with the test MSE than AIC 
and BIC. Thus, the RIL values are more in line with the test MSE values than other 
information criteria. 

5 Conclusion 

In this paper, we proposed a new method, called the regularized information loss 
(RIL), for evaluating model quality using information theory. The proposed method 
is based on the traditional information loss criteria but with an increased penalty for 
additional model parameters. Numerical experiments demonstrate the effectiveness 
of RIL over the traditional measures AIC and BIC. 

The initial results show that RIL can be a useful metric for statistical model 
evaluation. However, as with other information-based criteria, there exist practical 
limitations. In particular, if the model parameters take values on the boundary of the 
parameter space, the asymptotic distribution of the likelihood ratio statistic will not 
be that of χ 2 distribution with 1 degrees of freedom. This boundary problem can 
affect the effectiveness of RIL. 

In future research, further studies with greater number of datasets are warranted 
to fully analyze the effectiveness of the proposed criterion. In addition, the use of 
RIL in other applications such as feature selection and classification models can be 
explored in future. 
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Review on Use of Agile Techniques 
in Software Development 
over Traditional Customs 

Himanshu Srivastava and Nitish Ojha 

Abstract Software development using agile techniques is gaining popularity nowa-
days just because of its benefits over traditional development. Many software prac-
titioners and researchers are taking interest in agile development, but they need to 
be aware about all agile techniques currently available and about all the challenges 
they will face while migrating to the agile technologies. It has been seen that only 
big companies are getting benefits of agile, but not small or startup companies, while 
agile can be beneficial more for such type of organization. More awareness for agile 
development should be spread. This paper presents agile goals, principles, team 
ethics, and moral values with different agile methodologies which will help to create 
a truly agile team for developing software. 

Keywords Agile software development · Scrum · Feature driven development ·
Kanban · Dynamic system software · Extreme programming · Adaptive software ·
Lean · Crystal 

1 Introduction 

Background and progress to software development: Initially software development 
gets up as the professional concerned about how to create software and how to 
increase its quality. Quality can refer to speed, usability, size, minimum cost, less 
development time, on time delivery, customer satisfaction, security, and bug free. 
It requires rules and regulation for writing quality code. It can be done by hiring 
good working practices, professionals, and a good working environment. During 
the 1960’s software development was affected by the so called software crisis [1]
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and it will continue till next two more decades. At the time of the software crisis 
many problems were identified in developing software. Result was that user require-
ments were not supported by the software, unreliable, and poor quality product was 
produced, it was exceeding the budget and delivery time. Software was hardly deliv-
ered. If it is delivered then it would be difficult to maintain it. Demand was increasing 
to develop complex software as hardware capability was increasing than software 
developing ability. Software became too dangerous as it was harming human beings, 
even killing in case of radiotherapy machines [2] and much more [3]. After that, 
several researchers and practitioners find out the nature of software development and 
make a well-defined, disciplined systematic approach to develop software known as 
software engineering whose aim was to produce quality software [4]. 

Traditional development methods: Traditional approaches, also called engineering 
approaches, are well defined and systematic. Indeed, the software development 
process needs to be controlled somehow. So software engineers came into existence 
along with engineering methods through which software development processes 
can be controlled. Common traditional methodologies include waterfall, iterative 
and incremental development, prototyping rapid application development, and spiral 
model development. All these are bounded by some discipline where stages of devel-
opment are the requirement analysis, design, build, test, deployment, and maintain-
ability are well predictable. These methods, also known as heavyweight processes 
[5], are rich in documentation and complex to apply. In fact, this is the main reason 
to discuss the disadvantages of traditional software development methods. It can be 
said that traditional methodologies are bureaucratic. They use systematic approaches 
where the design phase is always followed by the perfect build phase [6]. Because 
of its main features about detailed planning and designing phases, it is useful if the 
project is very large and has a high level of risk factor [7]. But if a project is very 
dynamic, requirements change day by day, it makes it hard to predict, in this case 
traditional methodologies will fail and agile methodologies come into existence to 
handle such types of projects. 

Emergence to Agile methodology: In 2001, 17 software development practitioners 
gathered in Snowbird, Utah [8], to talk about their shared ideas and various methods 
to develop softwares. Their main aim was to emphasize close collaboration between 
the stakeholder and development team with frequent delivery of partially finished 
business valued products. For this, they combined old and new ideas of software 
development and created some principles and values which are manifested in Agile 
Manifesto [9]. The agile methods are different from traditional methods by their level 
of adaptability, low level of bureaucracy, high level of face to face communication, 
customer interaction at all the phases of development, quick feedback, high respon-
siveness, quality assurance, lower defects, timely delivery, and welcome changes 
[10]. Basically, an agile approach is an incremental and iterative approach. Many big 
companies like Microsoft, Intel, Yahoo, Shopzilla, and Siemens [11] are using agile 
methodologies.
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This paper is divided into six sections. First section having the introduction related 
to the starting of software development, software crisis, systematic software develop-
ment, and origin of agile approach. Second section shows the literature survey done 
before writing this paper. Third section contains concepts regarding agile manifesto, 
agile values, agile principles, agile team ethics and values, agile life cycle, and its 
comparison with traditional software development approaches. Fourth section having 
information regarding various famous agile techniques and burn charts used for moni-
toring software development. Fifth section contains challenges to agile migration and 
the last section contains the conclusion of this paper. 

2 Literature Survey 

In 2015 Georgios [12] suggested the benefits of moving to agile software development 
from traditional software development. It provides evidence that working with agile 
is much better than working with a traditional approach. This paper claims that an 
agile approach is best in practice if working in a distributed environment. Agile 
team uses better collaboration and communication that enhances relation among 
team members and improved employee and customer satisfaction. Sletholt et al. 
[13] conducted a review for knowing the effects of agile practices over traditional 
software development. They find that software companies migrating to agile have an 
improved testing process as compared to traditional software development. 

Begel and Nagappan [14] conducted a web-based survey on Microsoft employees 
for disclosing advantages and disadvantages of agile practices. Around one-third 
employees were using an agile approach and most of the users have a positive mind 
about agile. Some researchers say that agile is best suited for small projects but 
not suited for very large projects [15]. Traditional processes are suitable for larger 
projects but not an agile approach. Parreiras and Campanelli [16] presented research 
on agile methods tailoring. The term tailoring means selecting an agile technique for 
an organization. In 2015, Software Advice, conducted a survey on project managers 
regarding facing challenges in agile practices and around 49% say that agile training 
is a very difficult and challenging task, they face while adopting agile culture [17]. 
One more literature [18] suggests current challenges in agile and focused on agility in 
a distributed environment, requirement prioritization, organization culture, frequent 
change in requirement, and lack of skilled persons in agile techniques. 

3 Agile Approaches 

Agile has an iterative view of software development. Instead of keeping all the 
planning upfront, agile focuses on being lean and generating minimum workable 
product over a set period of time while renovating each passage. Agile approach is 
also known as lightweight approach [19].
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Manifesto/Goals: Researchers and practitioners derived new values for agile devel-
opment [9]. They decided that an agile environment needs only motivated individuals 
with fresh minds and maximize communication among them and their locations does 
not matter. Agile assumes that stakeholders can wish for changes in the requirement 
many times and it is the responsibility of the developer. 

Principles: All the agile methodologies follow agile principles [9] that are written by 
practitioners and researchers. Agile software developers must follow agile practices. 
According to agile practices, sustained delivery of precious products is required and 
customers must be highly satisfied at any cost. Sometimes it may allow delay in 
development, but always welcome changes done by the stakeholder without taking 
any headache. It allows daily communication between stakeholder and developer to 
satisfy the customer. According to agile, the best form of communication is only face 
to face communication, even technology can be used to fulfill this principle. It delivers 
partially finished products in some weeks or any other bounded time period, but does 
not deliver complete products at first time. Only trusted and motivated individuals 
are allowed to work in an agile team. They all must have high moral values. If not 
so then the team is not truly agile and cannot be succeeded. Project progress can 
be measured only if the team is delivering workable products to stakeholders and 
this constant pace should be maintained by the team with continuous development. 
Team must maintain technical excellence at all times. Steadily, the team is revealed 
to be more effective and problem solving quickly. Last principle says that just think 
simple to solve a problem rather than thinking complex. 

Agile Team Ethics and Values: Human beings are social elements and get accidently 
affected by emotions and sensibility which affect their work [20]. A team’s success 
highly depends on the team member behavior, working environment, and organiza-
tion culture. As developers, our first crucial moral obligation is to confer value to 
our customers for which the team were hired. It is the only value that holds the team 
truly agile, after the trainer leaves the team. Some researchers define values as [21]: 
Commitment–It means ‘do or do not do’, there is no try if you have committed then 
you must fulfill it else no need to do a commitment. Focus–You do not need to be 
sidetracked just remember whatever you have committed and focus your energies on 
saturating your promise. Openness–It means always keeping project status visible 
to everyone by displaying it. Communication–Face to face real time communication 
is required. Geographically separated teams can use technology like ‘Google Meet’, 
and ‘Microsoft Teams’. Simplicity–It is better to develop something very simple that 
may be extended later, rather than spending a long time on finding a solution for a 
small problem that is more complicated and may not be necessary. Feedback–The 
team must obtain feedback from stakeholders to verify the product built by the team 
and must match with their willingness. Courage–All team participants should have 
courage to ‘say no’. This is the basic value that will give rise to all others. Respect– 
Each team member must start with agreeing that each member deserves to be treated 
with respect. These all above values help to work in an ethical manner. Finally, an 
agile team must have a better technical and social cohesion to get success.
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Fig. 1 Agile life cycle 

Agile Life Cycle: Software development using agile approach is based upon incre-
mental and iterative process and mainly focuses on adaptability of changing product 
requirement and higher customer satisfaction by frequent delivery of partially 
finished shippable product [22], continuous feedback and client participation in all 
the phases. There exist several agile methods varieties; it depends upon the devel-
oper to choose one. Agile team members are experienced and have a great level of 
expertise in activities like designing, building, testing, and quality assurance. These 
activities go in parallel [23] in the case of agile. At the end of each sprint, a working 
product is shipped to the customer for verification purposes. If the customer is satis-
fied then the team plans for the next sprint, if not then the customer can change it. 
It means customers can add or remove features from the product and it may waste 
the work of hardly some hours or some days which is acceptable by the agile team 
without any headache thus it reduces the risk [24]. This cycle continues until the 
final product is prepared with higher quality. Agile Life Cycle is shown in Fig. 1. 

Difference Between Traditional Development and Agile Development: The soft-
ware development strategy can be subdivided into two categories [25], the traditional 
process and the agile process. Traditional process made by a sequential series of 
steps like requirement gathering, planning, implementing, testing, and deployment. 
Firstly stakeholder needs are carefully noted down in a document and then designing, 
coding, and various types of testing are performed. The main idea here is that exten-
sive visualization of the product at each stage. Agile progressives admit that software 
is not a big block structure, but a beautifully organic entity with sophisticated moving 
parts communicating with each other [25]. Hence, they produce more importance to 
constant, compatibility, testing, and adaptability. Whatever is the difference between 
these two, it can be shown in the Table 1.
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Table 1 Comparison between Agile and Traditional methodologies 

Parameter Traditional methodology Agile methodology 

Process It follows a sequential approach. 
It uses very poor traditional 
mechanisms. Traditional methods 
use a heavyweight process 

It follows an iterative and 
incremental approach. It uses a 
modern, truly dynamic approach 
for software development. Agile 
is a lightweight process 

Feedback mechanism Customers only provide feedback 
after the 100% completion of the 
product 

At the end of each iteration of a 
partially finished product is 
handed over to the customer for 
review 

Customer involvement Very less customer involvement 
only at the starting and ending of 
the product 

During software development a 
customer is involved at all the 
time as a stakeholder 
representative 

Adaptability It supports very less adaptability. 
Team members are afraid to do so 

It welcomes changes, even delay 
is accepted in development 

Product release Product is released only after the 
completion of the entire project 

At the end of each iteration, the 
product is released to the 
customer for verification 

Focus It focuses only on following the 
plan 

It focuses on satisfying customer 
wishes 

Value It gives value to the completion of 
the project 

It is a customer-oriented approach 

Cycles Limited cycles Unlimited cycles 

Customer satisfaction Customer satisfaction is lean Highly satisfied customers 

Product quality It only gives value to delivery of 
the product 

It provides high quality products 

Project size Suitable for large projects Suitable for medium and small 
projects 

Phases All development phases go 
sequential 

All development phases go 
parallel 

Expenses It involves customers only at the 
starting of the development 
process. Therefore, the number of 
mistakes can be higher so extra 
money is required to rework on 
them 

Agile involves customers at each 
phase so corrections are easy, as 
soon as possible. This will help to 
save money 

Team size It is large It is smaller like 6 to 9 persons 

Developing problem 
encountered 

When a problem occurs, the 
manager of the project is 
contacted immediately 

Team itself tries to resolve issues 
and get solutions itself 

Serious about More serious about process then 
product 

Agile methods are less serious 
about processes but more serious 
about product quality

(continued)
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Table 1 (continued)

Parameter Traditional methodology Agile methodology

Nature Predictive and static Visionary, uncertain, and adaptive 

Initially requirements Maximum requirements are 
cleared at the starting of the 
project 

All requirements are not clear at 
the time of starting of project. It 
can be added or removed at any 
time 

Communication Limited communication and more 
stress on documentation. It uses 
hierarchical and diplomatic types 
of communication 

Face to face communication over 
a short period of time among all 
team members and less 
importance on documentation. It 
uses an integrated and transparent 
type of communication 

Requirement change Not flexible for requirement 
change. A lot of rework effort is 
involved in that case. Cost of 
change is higher 

More flexible to change 
requirements at any stage. Cost of 
change is very low 

Testing It involves only after the 
completion of development 

Testing is done parallel with the 
development phase, and it helps to 
find defects soon 

Leadership style More controlling and 
commanding leadership style 

No one works as a leader. Team 
itself plans and finds solutions. It 
uses a collaborative process 

Culture Individual focuses, blame 
shifting, competition, fear of 
failure, risk aversion 

Team performance, trust, 
transparency, collaboration, risk 
management, failure as a new 
learning opportunity, and 
welcome change 

Team members Employees are inflexible and 
ignorant to changes 

Multi-skilled, self-motivated, 
multi-functional, great learner, 
and self-committed 

Return on investment Only at the end of the project, 
when completed, product is 
delivered 

Early in the project, sprint is 
delivered 

Developmental model It follows a capability maturity 
model 

It follows the story card maturity 
model 

Risk factor Risks in traditional models are 
higher as it delivers the entire 
project at the end of development 

It reduces the risk by frequent 
delivery of the workable product 

4 Agile Techniques and Monitoring Tool 

Agile development is an incremental and iterative development approach [26]. 
Popular agile methodologies include Scrum, Feature Driven Development, Kanban, 
Dynamic System Development Method, Extreme Programming, Adaptive Software 
Development, Lean, and Crystal Development [27]. All these methodologies are
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Fig. 2 Agile techniques 

unique to its specific approach, but they all share basic values and generic vision 
that comes from agile manifesto. They all include continuous planning, contin-
uous integration and continuous testing, and other forms of sustained growth. Agile 
Techniques are shown in Fig. 2. 

Scrum: Scrum framework is an agile methodology that divides the project devel-
opment into iterations known as sprints [28]. In designing any software, companies 
employ ‘Scrum Lead’ who are responsible for managing all the sprints, making all 
the team members work together and achieving the goal together. Scrum is a popular 
framework for designing complex software. Sprint is always time boxed, no more 
than a month (2–4 weeks). Sprint duration is decided by the team based on capability 
and requirements. Every iteration, should attempt to build shippable product incre-
ments that are tested and work well. Since sprint is prepared in a short duration, only 
important features would be delivered first and then customers can test and provide 
feedback. 

As shown in Fig. 3, we start the process with the product owner, it is nothing but 
stakeholder who provides requirements. Product backlog is a set of all requirements 
broken down into small features and prioritized into a list. Scrum methodology 
advocates for a sprint planning meeting at the start of the sprint, where team members 
find out how many features or items they can commit within a sprint and then create a 
sprint backlog from product backlog which contains a list of tasks to perform during 
the sprint. On each day, during the sprint, all team members must attend a daily 
stand-up meeting. This meeting is also time-boxed around 15 min in which work 
barriers and its solutions are discussed. At the end of the sprint, the team points out 
new functionality to the product owner that influences the next sprint. Each sprint 
ends with a meeting, named retrospective meeting, attended by team members, scrum 
master, and product owner where they discuss what we have done in the current sprint 
and how the next sprint can be improved. Scrum Team is shown in Fig. 4.

Feature Driven Development: This methodology was developed by Jeff De Luca and 
Peter Coad with M. A. Rajashima, Stephen Palmer, and Jon Kern [29, 30]. As the 
name suggests, feature driven development works on a set of rules by organizing the 
software development process into several steps and checking its progress. It started
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Fig. 3 Scrum working 

Fig. 4 Scrum team

primarily in 1999, while designing a java-based software with unified modeling 
language. In a feature driven model the steps are gradual, i.e., developing a model, 
building a feature list, planning by feature, designing by feature, and finally delivering 
the end product, which has been designed. This concept was very thriving in the 
software industry, but many times it was not found suitable for small projects as 
requirement of feature makes it adverse. Feature driven development begins with 
a walk through of the introduced system and then detailed domain is elected, later 
on, it can be merged with an overall model. Features are miniature pieces of client 
valued functions given in the form as <action> <result> for example–calculating 
the total of a sale. After finishing the creation of the feature list, the next step is to 
produce a product development plan. It should not take more than two weeks. A 
design must be produced for each feature (class). After successful design creation, 
each design is converted into code. After unit testing and successful code inspection, 
a completed feature is added to the main build. This process continues [30]. Feature 
Driven Development Process is shown in Fig. 5.

Kanban: This method is used for making team workflow, awesome improvements in 
performance, continual improvement without the overhead and risk. Here you can do 
a piece of work based on trust, not based on pressure. Basically, this concept comes 
from Walmart [31] improvement in the 1950’s. At that time, they want to improve 
their performance by reducing waste in Walmart. Workers noted down the future 
requirements on some cards and submitted them to stockholders. Stockholder fulfills
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Fig. 5 Feature driven development process

the requirements to the mart and submitted the same requirements to the supplier; 
later on the supplier fulfills the needs of the stockholder. This means Walmart having 
enough goods to fulfill the present requirements but not too many goods that become 
complex to manage and resultant to the wastage. This concept originated from lean 
technology [32] but with different functionality as it is using cards concept to pass 
information and this card passing system is known as Kanban concept in agile. 
Each card contains information regarding to do list, work in progress and work done 
tasks [33]. Basically Kanban is a visual system, based on three basic principles, first it 
visualizes the workflow, second it helps the flow-based approach so team members do 
not start and finish too much unmanageable work, third when something is committed 
the next highest rating task is pulled into play from the backlog. Kanban Board is 
shown in Fig. 6.

Dynamic System Development Method: This methodology came into light in 1994 
as a more disciplined and structured approach than its predecessor namely rapid 
application development [34]. Thus, this consortium serves as a possible replace-
ment for unstructured rapid application development which is an incremental and 
iterative approach. This technology fixes cost, time, and quality. It uses MoSCoW 
prioritization [35] concept and is a popular prioritization technique for managing 
requirements. This acronym represents four categories like must have, should have, 
could have, and won’t have this time, to fulfill project delivery for meeting the stated 
time, cost, and quality constraints. This method has five phases as feasibility study, 
business study, functional model iteration, design and build iteration, and implemen-
tation. Within each phase this technology relies on different techniques and activities 
based on eight rules as it must focus on business need, project must be delivered on 
time, team members must be collaborative, never compromise with quality, always 
prepare incremental product, develop iteratively and improve it, must communicate 
clearly and continuously, and transparent visibility of the project. 

Extreme Programming: Extreme programming took effective practices and princi-
ples to the extreme level. It was developed by Kent Beck and Ward Cunnigham in 
1999 [36]. Here planning is effective because short iterations are used. Design is 
always effective as everyone needs to perform refactoring daily [37]. Refactoring 
is the process of simplifying and clarifying the design of existing code, but without 
changing its behavior. Code reviews are effective because the code is reviewed at all
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Fig. 6 Kanban board

the time and it uses pair programming concepts. Pair programming [38] is a tech-
nique in which two programmers work together at one machine. One (driver) writes 
the code while the other (observer or navigator) observes each line of code. The two 
programmers can switch roles frequently. Testing is very effective like unit testing, 
continuous integration testing [39], and acceptance testing for each small release. 
Extreme Programming Process is shown in Fig. 7.

Adaptive Software Development: This technology is best suited for the projects 
where higher levels of uncertainty lies. An adaptive approach encourages changes 
throughout the project to optimize the overall solution. The adaptive software devel-
opment grew out of the rapid software development method with slight changes by 
Jim Highsmith and Sam Bayer [40]. This contains a repeating series of speculate, 
collaborate, and learn cycles that replaces traditional waterfall cycles [41]. The lack 
of pre-planning steps allows us to make software quickly. The developmental cycle 
is so short that a new version with new features can come out quickly. The learning 
cycle is based on short iterations with design, build, and testing. During these itera-
tions one can attain knowledge by making small mistakes thus leading to maximizing 
experience [41]. Adaptive Software Development Process is shown in Fig. 8.
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Fig. 7 Extreme programming process

Fig. 8 Adaptive software 
development process 

Lean Development: This methodology was originally developed for Toyota auto-
mobile manufacturing company. Engineer Ohno [42] developed lean development 
principles which mainly focus on optimizing efficiency, empowering workers, elim-
inating waste, reducing inventory, and improving productivity. By maximizing the 
use of multi-skilled workers, companies can respond to change quickly to the market 
demand than their competitors. Software industry also adopted the principles of 
Toyota lean production [43]. The main principle of lean methodology includes, do 
it right at first time, eliminate waste, minimizing inventory, meet customer demand, 
pull production from customer requirements, maximum flow, empower workers, 
adaptability, and culture of sustained improvements. 

Crystal: Crystal is made up of a family of agile methodologies such as crystal 
clear, crystal orange, crystal yellow, and others [44]. Their unique characteristics 
are derived by many factors such as size of developmental team, system criti-
cality, project priorities, and project risk. Mainly crystal methodology focuses on 
community, people interaction, talents, skills, and communication. 

Agile Monitoring using Burn Charts: Burn charts are graphical representations of a 
work progress. There exist two types of burn charts: the first one is a burnup chart and 
second one is a burndown chart as shown below in Fig. 9 [45]. Burnup chart depicts 
how much work of a committed day (or week, month, or other time period) has been 
completed while burndown chart shows how much remaining work of commitment
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Fig. 9 Burn down chart 

is left. In burn charts x-axis represents timeline and y-axis represents amount of work 
or efforts in the form of days or hours or story points. Burn chart having two lines such 
as ideal line that shows expected progress and real line that shows current progress. 
In the burnup chart, the real line moves toward upward while in the burndown chart, 
the real line moves toward downward. 

Burn charts can be used as a forecasting tool. Let us take the example of the 
burndown chart in Fig. 9, suppose one sprint is of 10 days, team consists of 8 members 
working 5 h daily. Above diagram shows the ideal line in dotted format and real line 
in bold format. Within the first four days the real line is below the ideal line; it means 
that the team is working ahead of schedule. During the third day more features are 
added by the stakeholder so the ideal line is updated to the new ideal line. On the fifth 
day the real line starts to go above the ideal line that means current work is behind 
the schedule. During the ninth day the client removed some features and again the 
ideal line was updated. At the end of tenth day the project team met their goal. One 
sprint is completed on time with the help of a burndown chart because the team can 
visualize its performance at all the time during the sprint. 

5 Migrating to Agile 

Benefits of agile methodologies, all the time, motivate the developers for migrating to 
agile from traditional but they should be aware of the challenges they will face while 
migrating. Migration affects all dimensions of an organization [46]. Main challenges 
are in organization culture, process, people, and management. Enough training, time, 
effort, and patience can help them to grasp it. These challenges can be explain as 
change in: Management style–Traditional system uses control and command style, 
while agile uses collaborative environment style, New tool–Agile technology is in
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favor of object oriented so development requires new knowledge, Current litera-
ture–It is not sufficiently exist for agile approach, Availability of CRACK customer– 
Agile needs collaborative, representative, authorized, committed, and knowledgeable 
customer which is not at all the time, Power shift–Critical decisions are taken by the 
team, not by only one person, Technology issues–Tool should supply continuous inte-
gration, incremental enhancement, version management, reworking, distributed envi-
ronment, and other agile concept, Process–Agile process is not predictive but uncer-
tain and requires creativity at any time, People–Agile requires maximum communica-
tion and collaboration among team members which required trust and moral values, 
Elitist culture–Agile needs no difference among team members and it is possible 
with good team members. 

6 Conclusion 

This research paper is prepared for the learners, practitioners, and researchers so 
that they have some knowledge regarding agile software development. There exist 
a number of traditional methods for developing software even then agile techniques 
come into light and become popular. These agile techniques are used by a number of 
big companies, but not by the small companies. This paper illuminates the advantages 
of agile software development over traditional development so that small companies 
as well as startup companies can take advantage of agility while developing software. 
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Smart Traffic Signal Control System 
Using Artificial Intelligence 

G. R. P. Kumari, M. Jahnavi, M. Harika, A. Pavani, and C. Venkata Lakshmi 

Abstract One of the biggest issues in metropolitan areas is traffic congestion, despite 
having well-planned road systems and adequate infrastructure. The main cause of this 
issue is the 40% annual increase in the number of cars on the road. Most current traffic 
control systems are fixed cycle types, which always cycle through red, yellow, and 
green. The deployment of these pilots is accompanied by the deployment of traffic 
police officers to maintain order in the streets. Unlike human traffic cops, these 
inflexible systems cannot adjust to changing circumstances on the fly. Intelligent 
traffic management systems are needed immediately. In order to measure traffic 
volume, our proposed system will use AI and image processing to analyse live feeds 
from cameras placed at intersections. The amount of vehicles passing through the 
intersection is predicted to increase by around 32% based on simulation results, 
which is a substantial gain over the status quo. More training and calibration of 
the model with actual CCTV data can bring about significant improvements in the 
system’s performance. 

Keywords Traffic monitoring · Traffic congestion detection · Image processing ·
Intelligent transport systems · Automated sensing · Object detection 

1 Introductıon 

There are now so many cars on the road that traffic congestion is one of the 
world’s biggest issues. Congestion on the roads is caused by a number of factors 
[1], for example, a static signalling system and a dearth of necessary infrastructure. 
These predetermined intervals cannot meet the needs of today’s dynamic web traffic 
[2]. They perform optimally only in steady-state traffic conditions. Today’s traffic 
management systems make use of time-sharing and assign an overall cycle period to
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each phase in order to adapt to actual traffic conditions in real time. Today’s traffic 
lights typically use one of three methods to regulate vehicular flow [3]. 

In this modern era of rapid population and traffic expansion fuelled by industri-
alization, traffic management has emerged as one of the most pressing issues [4]. 
Congestion, infractions of traffic laws, and other issues are just some of the negative 
outcomes of a traffic boom. Congestion and poor planning also cause unnecessary 
delays, which waste time and money. Therefore, a quick, heap, and efficient control-
ling traffic system is necessary for national development [5]. Applying mechanisation 
and intellectual control methods to highway infrastructure and vehicles is one way 
to enhance flow of traffic and security in current transportation systems. 

With a growing population, it is getting harder for current transportation infras-
tructure to keep up [6]. Road and highway expansion is highly unlikely due to limited 
resources and available land, making intelligent systems like advanced traffic control 
crucial for maximising the use of existing infrastructure [7]. Wasted time, energy, 
and resources can be the result of mistimed signals. About 40% of the fuel consumed 
by vehicles on road systems with badly timed traffic lights occurs when vehicles are 
stopped and idling. 

There are currently three widely used methods of traffic control: 
For example, in Human Management, people are actively involved in directing 

traffic. The traffic police is assigned to control the areas that need it the most. 
The second type is the traditional traffic signal with a static clock, which has a 

timer whose value is always the same. The lights will cycle among red and green at 
predetermined intervals, as set by the timer. Thirdly, electronic sensors are another 
state-of-the-art approach. These can take the form of various sensors or motion 
detectors placed on the road. A traffic sensor like this one can provide useful insights 
into vehicular movements. As a result of sensor information, traffic lights can be 
managed more effectively. 

Use live footage from surveillance cameras at intersections to count the number 
of cars waiting at the lights and adjust the timing of the green lights in real time 
based on the detected traffic density [8]. For precise estimates of available green 
time, vehicles are sorted into car, bike, bus/truck, and rickshaw categories [9]. With 
the help of YOLO, you can monitor traffic volumes at any given moment and adjust 
the lights accordingly. 

2 Literature Review 

Kumar et al. [1] proposed a model to circumvent the constraints of the ideal facility, 
and intelligent transit has emerged as a pressing concern for the smart city. In this 
work, we propose a flexible and intelligent traffic light system that uses real-time 
traffic data as input to optimise the stoplight’s performance and address the issues it 
currently faces. 

Yang et al. [2] proposed a model effective algorithms for detecting objects in 
images which have been transferred directly to video. Motion blur, lack of focus,



Smart Traffic Signal Control System Using Artificial Intelligence 831

and unusual poses are all degraded by these frame-by-frame processing techniques, 
making them less than ideal. 

Verma et al. [3] proposed a model which plays an important role in attempting to 
address demanding data managerial functions in intelligent transportation systems 
(ITS). However, issues with sensor node battery life, uptime, and “security trade-offs” 
are becoming increasingly problematic. 

Lee et al. [4] proposed a model graphic analytics system that can investigate, 
monitor, and forecast traffic congestion using data from vehicle detectors in a dynamic 
and intuitive way. In order to better understand what causes traffic congestion and 
where it is headed, an information visualisation system was built. 

Ke et al. [5] proposed a model coordination of traffic lights and the identification 
of traffic collisions. This article presents a new method for detecting congestion 
that does not rely on the cumbersome, expensive, and potentially damaging to road 
surfaces traditional methods. 

Liu et al. [6] proposed a model to detect and keep tabs on traffic accidents, and 
modern traffic management systems collect and process vast amounts of video data in 
real time. Sending collected data to a road network (TMC) for analysis is a common 
practise, but doing so can add complexity to the network path to the TMC. 

3 Proposed Model 

The proposed system gathers data from CCTV cameras placed at intersections and 
uses image analysis and object detection to determine the volume of traffic in real 
time [10]. As shown in Fig. 1, this picture is sent to a YOLO-based vehicle detection 
algorithm. The traffic density is determined by tallying the total number of vehicles 
as well as the total number of different types of vehicles. This density is just one 
of many inputs used by the algorithm that controls the timing of the green lights 
at intersections. Time spent in red has been adjusted accordingly [11]. In Fig. 1, to  
further prove the system’s worth and allow for comparison with pre-existing static 
systems, simulations will be developed as well.

Module for Detection of Motor Vehicles—the proposed system employs the prin-
ciple of You only look once (YOLO) to identify passing vehicles. This will provide 
the precision and speed of processing that you require. Vehicles of various sizes 
and weights (cars, bikes, buses, trucks, and rickshaws) can all be identified thanks 
to a specially made YOLO model trained for the purpose. YOLO is a method that 
provides real-time object detection using neural networks [12]. The popularity of 
this algorithm is due to its accuracy and quickness. It has been applied in a variety 
of ways to identify animals, humans, parking metres, and traffic lights. 

YOLO is an advanced CNN that can recognise objects in real time. Using a 
single neural network, this algorithm processes the entire image before segmenting 
it into smaller regions to make predictions about bounding boxes and probabilities 
[13]. These outlines are given a value based on the predicted probabilities. One of 
YOLO’s selling points is its ability to function in real time while still maintaining a
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Fig. 1 Composition of a 
smart traffic light

high degree of precision. As shown in Fig. 2, the algorithm only performs a forward 
transmission through to the neural network in order to make a prediction, meaning 
that it does not perform any backpropagation [14]. The detected objects and their 
bounding boxes should be output after non-maximal suppression has been applied 
(this ensures that the attribute detection algorithm only finds each object once). For 
multiple boundary frames, YOLO uses a single CNN to predict their probabilities of 
belonging to different classes. 

In order to reduce processing time, the YOLO backbone CNN can be simplified 
even further. Open-source software runs the DarkNet. It is quick, it is simple to 
set up, and it works with both CPUs and GPUs [15]. DarkNet improves YOLO’s 
accuracy on this ImageNet from 72.9% in the top 1% to 91.2% in the top 5%. In 
order to extract features, DarkNet typically employs 33 filters, while 11 filters are 
used to minimise the number of output channels. As a second method of prediction, 
it employs pooling data from all over the world.

Fig. 2 Smart control of traffic light system 
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Fig. 3 Vehicle detection 

It is necessary to adjust the amount of filters by the Eq. 5*(5 + number of courses), 
which in our case is 45. been schooled up until. In the example image shown in Fig. 3, 
shows the object detection of vehicles. In first picture, it is taking the cctv record, 
and in second picture, it is detecting the images in a box shape and identifying the 
vehicles. Our traffic surveillance model has been applied. The message switching 
algorithm updates the red-light times of other signals in accordance with the traffic 
levels restored either by vehicle detection module. In addition, it uses a timer to 
alternate signals at regular intervals. 

We described how the detection module feeds data about detected vehicles into the 
algorithm. The file is in JSON format, with the object label serving as the identifier 
and the self-belief and coordinates serving as the values. With this data, we can 
determine how many automobiles fall under each category. Assigning the signal’s 
green time and adjusting the red times of all the other signals follows. This algorithm 
is scalable, meaning that it can be applied to an arbitrary number of traffic signals. 
When designing the algorithm, we took into account the following details: 

The initial run of the algorithm establishes the default time for the first signal 
in the first cycle, and the algorithm then establishes the time for the remaining 
transmissions in the first cycle and all signals in subsequent cycles. Each direction’s 
vehicle detection is handled by a different thread, while the main thread keeps track 
of the signal’s timer. 

When 5 s remain until the next green light, this is the image that is captured. In 
this way, the system can analyse the image, count how many vehicles fall into each 
category, determine how long the green light will be on, and then adjust both the 
green and red lights to the incoming signal. It is a quick process that only needs 10 s 
of your time. By calculating the length of time required for each vehicle type to cross 
the intersection, we were able to determine the optimised green-light time given the 
number of vehicles in each subject at the traffic light. The discovered intersection 
points have been calculated. Time till the green light is determined. 

In some places, you can adjust how long it typically takes for a given vehicle 
type to cross a given intersection. H. Manage traffic at each intersection differently 
depending on its unique characteristics, taking into account the surrounding area and 
major roads in the vicinity. This can be done by analysing information provided by 
the relevant shipping company.
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Fig. 4 Traffic signals 

The direction of the signal is not taken into account at the outset, but rather it 
alternates at regular intervals. That is in line with the current system, where lights 
change to green sequentially and in a predictable sequence, so drivers do not have to 
change their routes or get confused. The current order of traffic signals is maintained, 
and the yellow lights are considered as well. 

Order of signals: Red → Green → Yellow → Red. 
We built an entirely new traffic simulation using Pygame simulation module. 

The time remaining until the light adjustments from green to yellow, yellow to red, 
or red to green is displayed on a timer at each traffic signal. Every traffic light 
also shows the number of automobiles that have passed through the intersection. 
Automobiles, bicycles, buses, trucks, and rickshaws (among other vehicles) arrive 
from all directions. So that the simulation is more accurate, a few vehicles in the 
far-right lane are making a U-turn to go across the intersection. When the motor is 
generated, a random number also determines whether or not the vehicle will turn. 
This also includes a time limit that suggests how so much time has elapsed since 
the modelling started. Figure 4 it displaying the signals, provides a quick look at the 
simulation’s final results. 

In the event of an emergency, it is essential to get to your destination as quickly 
as possible to minimise losses of life and property and ensure that urgent situations 
receive the prompt, appropriate care they need. Despite the fact that numerous studies 
propose various methods to allow a green light or a clear pathway to EVs, as alluded 
to earlier, they all assume that only one oncoming vehicle is arriving from a single 
direction. The following are required for the management of such a dynamic system: 
an attempt to speculate on the nature of the incident. It involves gathering incident 
details and storing them in a real-time traffic management system, collecting data 
on the current state of traffic, identifying the urgency of EVs in response to an 
incident based on the nature and available data. By using priority levels and current 
traffic circumstances, the controller determines the best possible route and approves 
appropriate set of traffic lights’ digital signal along and other appropriate roads. Once 
the event has been cleared, the controller restores normal signalling.
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4 Result 

Evaluating the Vehicle Detection Subsystem using a variety of test images with 
varying numbers of vehicles, we determined that the vehicle sensor had an accuracy 
of 75–80%. This works well enough, but it is not ideal. The scarcity of adequate 
training data is primarily to blame for the subpar performance. As a solution, we 
can use data from actual traffic video evidence to fine-tune the model and boost the 
reliability of the system. 

Analysis of the Adaptive System Under Consideration Using a various traffic 
distribution for each of the 4 quadrants, 15 simulation results of both the proposed 
approach and the current static system were run over the course of 5 min. The number 
of cars that could make it through the intersection in a given amount of time was 
used as a performance metric. Control time at a light, or the period of time when no 
vehicles are moving through a crossing point because the light is green. Assuming 
that the existing static system is simulated, Fig. 5. 

Intelligent business lights, also known as smart business lights, are a companies’ 
outsource control system that intelligently routes vehicles and ramblers by combining 
conventional business lamps with a network of sensors and computer vision tech-
nology. By providing reliable public transportation, severe penalties for breaking 
company rules, automated marking systems, etc., a clever business operation system 
offers a distinct advantage. 

In an automated setting, our system should be able to resolve the congestion 
problem at the intersection, while a manual setting would require human intervention. 
In Fig. 6, in our framework, both automated and human traffic controls are available 
(for illustration on the off chance that any rally comes at that point set manual mode

Fig. 5 Output data of simulation 
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Fig. 6 Simulation output 

by setting time). Therefore, give way to emergency vehicles if detected by a sensor, 
and leave the activity system as is. This means that the Smart Action Light Control 
System is a simple way to shed light on the activity problem. 

For any given distribution, the proposed approach system performs better than 
the current static system. The degree towards which performance is enhanced is 
proportional to the degree of lane-to-lane variation in traffic. Figure 7 represents 
distance and object detection for existing model and proposed model. This holds 
true for all four of the aforementioned simulations. Here, we see a performance 
boost of around 9%. 

Whenever the traffic dispersion is slightly skewed, the current proposal performs 
much better than the existing system. In fact, this holds true for simulations 5, 6, 
7, 8, 14, and 15. The increased efficiency amounts to around 22%. This distribution 
of vehicles is representative of what you had seen in the real world. The proposed 
system significantly outperforms the existing system in the case of highly skewed 
traffic distribution. Both simulations 9 and 13 exhibit this behaviour; this same red 
line drops precipitously and a sizable chasm opens up between the two colours. 
About 36% more efficiency is gained here.

Fig. 7 Accuracy level 
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Each simulation ran for 1 h, 15 min, and 300 s, assuming the same traffic allocation, 
automotive components, transform possibility, length between vehicles, etc. In other 
words, we discovered that the proposed solution performance improvements by about 
23% on median after around 5 min of shipping, in contrast to the current transition 
stage. There will be less time for cars to sit at a green light and wait. When compared to 
other adaptive systems, our proposed system performs better in a variety of categories. 
Our accuracy is 70%, whereas the proposed system achieves 80%. The proposed 
system improves performance by 23% over the static system on average, while the 
reference only improves by 12%. 

5 Conclusion 

In conclusion, the proposed system dynamically adjusts the length of time that traffic 
lights are green based on the volume of traffic, giving higher priority to directions 
that see more frequent use. increase. Delays are cut, congestion and wait times are 
shortened, and pollution and fuel use are both reduced as a result. According to 
simulation results, the system significantly increases the amount of vehicles trying 
to cross the intersection by about 23%. This system can be made more effective by 
readjusting and teaching the model with his actual CCTV data. This means that the 
proposed framework can be combined with his CCTV in major cities to improve 
traffic flow management. 
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Strategy for Charging of Battery 
and Supercapacitor Combined Storage 
System 

R. Shalini, P. S. Manoharan, N. KumaraSabapathy, and G. Kannayeram 

Abstract This paper presents a strategy for charging the combined energy storage 
(CES) system that contains supercapacitor and battery. When battery suddenly 
charges or discharges very quickly within a few seconds, reduction in the life of 
the battery occurs. To enhance the battery life, supercapacitor is used along with the 
battery. Whenever the hybrid storage system is connected to the load, it should give 
power to the load only if it has enough energy. When the battery-state of charge is 
below a defined level it has to be charged. Likewise, whenever the voltage across 
the supercapacitor is below the certain level, it has to be charged in order to supply 
the load. So, here charging strategy is based on battery-state of charge (SOC) and 
voltage across the supercapacitor. 

Keywords Battery · Supercapacitor · Hybrid storage · Charging · Combined 
storage · Discharge 

1 Introduction 

As the depletion of fossil fuels occurs in a faster rate, it is important to shift to renew-
able side quickly [1]. Renewable energy includes the solar, wind, hydro, geothermal, 
tidal, etc. these sources cannot be used directly instead they are converted from its 
form to the electrical form and it is stored. For example, in case of hydro, when the
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water is stored in the dam, it is stored in the vein of potential energy. While runoff, the 
potential energy which was set aside is converted to kinetic energy (KE) [2]. Then, 
the KE is used to run the turbine and the generator generates energy. The generated 
energy is either sent to grid by maintaining the power quality of the system [3] or it  
is stored in batteries for further use. In batteries the energy is stored in the chemical 
guise. Not only from hydro, several energies obtained is finally stored in a chemical 
form that is in a battery. Indicated energy density is high but power density is very 
small. Suppose if the battery supplies the load, sudden change in the load would 
increase the stress on the battery. It would lead to reduction in the life of the battery 
[4, 5]. If we need to prolong the life of the battery, then another component should 
be used along with the battery. The other component is the supercapacitor. Superca-
pacitor has characteristics opposite to that of the battery. It has high power density 
and its energy density is very low [6, 7]. The supercapacitor and battery combina-
tion is known as the CES system. This type of storage system is used in several 
applications such as Electric Vehicles, distributed generation systems discussed in 
[8, 9], respectively. The design of HE storage system and its usage is a complicated 
process. In this paper only a small part of it is discussed. Charging strategy for battery 
and supercapacitor hybrid system is discussed. Several papers [10–12] has discussed 
about the control algorithm for the HE storage system that consists of battery and 
supercapacitor. Many papers discussed about charging strategy for battery. In [13], 
they have implemented charging method (Model predictive control) only for battery 
but the procedure that they have used has lot of calculations, which is complicated. 
In [14], they have discussed about charging using constant voltage method and also 
using PI controller and used optimization method which always does not yield best 
global solution rather than sometimes it gives local solution. So, charging strategy 
for hybrid system has been proposed in this paper, which is simple. The chosen algo-
rithm is simple compared to other algorithms discussed in various literature papers. 
The computational procedure compared to other papers is uncomplicated and very 
straightforward. The control effect of proposed algorithm is better compared to other 
algorithms. It does not any human intelligence, which is very much needed in soft 
computing methods. 

2 Methodology 

2.1 Problem Formulation 

Figure 1 shows the strategy for charging. Here, there is a battery which is connected 
to DC source and also a supercapacitor connected to the charging source through a 
block which has the code or algorithm for charging.
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Fig. 1 Charging strategy—block diagram 

2.2 Simulink Model 

Figure 2 shows the simulation diagram of the proposed method. As we can see in 
the figure that there is DC source. DC source can be a battery or a constant voltage 
source. Here in this simulation, let us consider the DC source as battery. In Electric 
Vehicles, the battery used is charged by another source, it can be DC or AC. If we use 
AC source, then proper design of the inverter should be done according to the battery 
rating. The battery which is to be charged, is connected to the DC source through the 
switches. The switch used here has the control signal where the command to close 
or open can be given. One switch is connected to the Battery’s positive side while 
other switch is connected to negative side of battery. So, for a single storage source, 
there are two switches connected to the two terminals. 

Batteries are of different types. Lithium ion batteries are widely used. Cells are 
combined together to form batteries. Figure 3 shows battery used in the Simulink 
diagram.

Fig. 2 Simulation diagram 
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Fig. 3 Battery 

Table 1 Cell details S. No. Cell formula Cell ratings 

1 LiFePO4 3.3 V, 2.3 Ah 

2 LiCoO2 3.6 V, 2.05 Ah 

3 LiNiO2 3.6 V, 3.6 Ah 

4 LiNiO2 3.6 V, 48 Ah  

5 LiCoO2 7.4 V, 5.4 Ah 

6 LiCoO2 11.1 V, 6.6 Ah 

7 LiFeMgPO4 12.8 V, 40 Ah  

Various types of cells were used in the simulation. Table 1 shows different types 
of cells used in the simulation. 

It is important to understand discharge characteristics of the battery for under-
standing the charging process. Figures 4 and 5 shows the battery’s discharge 
characteristics. 

Next, storage element is supercapacitor. The supercapacitor which is to be charged, 
is connected to the DC source through the switches. The switch used here has the 
control signal where the command to close or open can be given. One switch is 
connected to the supercapacitor positive side while the other switch is connected

Fig. 4 Nominal current discharge feature
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Fig. 5 Battery discharge features

Fig. 6 Supercapacitor 

to the supercapacitor negative side. So, for a single storage source, there are two 
switches connected to the two terminals. 

Supercapacitors are costly. But for particular applications, the necessity of super-
capacitor is proved in various literatures. So let us charge both battery and super-
capacitor with help of algorithm presented in this paper. Figure 6 shows superca-
pacitor used in the Simulink diagram while Fig. 7 shows charge characteristics of 
supercapacitor.

From the Fig. 7 we can infer that supercapacitor can charge faster (within seconds). 

2.3 Charging Strategy 

Figure 8 shows the MATLAB function where the code for charging strategy is 
entered. Here y is the control signal given to the circuit breakers which are linked to 
the batteries terminal while u is the control signal given to the switches which are 
connected to the terminals of the circuit breaker.

The code is given below:

function [y, u] = fcn(SOC, Voltage) 
persistent y1
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Fig. 7 Supercapacitor charge characteristics

Fig. 8 MATLAB function

persistent d1
d1 = 0; 
y1 = 0; 
if (SOC < 40) 

y1 = 1; 

elseif (SOC == 100) 

y1 = 0; 

end 

if Voltage ≤ 12 

d1 = 1; 

elseif Voltage == 16 

d1 = 0; 

end 
y = y1; 
u = d1;



Strategy for Charging of Battery and Supercapacitor Combined Storage… 845

The charging strategy is based on the battery-state of charge and voltage across 
the supercapacitor. The lower limit for battery-state of charge is 40%. Whenever, the 
state of charge of the battery is lesser than the lower limit, then charging of battery 
occurs. When the state of charge is full which is equal to 100%, then the charging 
of battery stops. Voltage is the function of state of charge. So for supercapacitor, 
voltage is considered as governing factor to implement the charging strategy. The 
lower limit of the voltage is 12 V. When the voltage across the supercapacitor is lesser 
than the mentioned lower threshold limit, charging of supercapacitor occurs. When 
the voltage across supercapacitor is equal to the full voltage across supercapacitor, 
the charging stops. Charging of both battery and supercapacitor takes place when 
their respective parameter reaches their respective lower limit. Upon reaching the 
lower limit, based on the code battery or supercapacitor or both may get charged. 

3 Results and Discussion 

By using the charging strategy, Simulink model is run for 1800s and the superca-
pacitor result is shown in Fig. 9 and the state of charge of the battery is shown 
in Fig. 10. From Fig.  9 we can infer that the initial voltage across the capacitor is 
16 V. As here no load is attached, and supercapacitor voltage is 16 V, it starts to 
discharge due to its self-discharge capabilities. As in Fig. 9, when the voltage across 
the supercapacitor reaches threshold at 800th s, it begins to charge. Self-discharge 
occurs very slowly. This is because supercapacitor has self-discharge characteristics. 
Current prior open circuit is 10 A. Voltage starts to decrease for every seconds. At 
10th s voltage decreases by 0.2 V and so on. The state of charge is a function of open 
circuit voltage. As a result state of charge decreases, and thus the self-discharge 
occurs. Due to its self-discharge characteristics, 

Fig. 9 Supercapacitor voltage
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Fig. 10 SOC of the battery 

The initial SOC given for battery is 25%. In case of battery, the simulation result 
is shown for 100 s, as it takes loads of time for a battery to charge and the result is 
shown in Fig. 10. 

4 Conclusion 

Thus the charging strategy for the supercapacitor and battery CES system is dealt 
and the components required for the implementation of this strategy is arranged and 
the connections are given. Then, from the results we can infer that the whenever 
the storage device (battery or the supercapacitor) energy content is very less, then it 
should be immediately charged in order to meet the demand. So, a charging strategy 
considering only the two parameters of the two devices is run in the Simulink. The 
future scope of this work is that battery is an essential component in upcoming days. 
Battery plays an important role in storing charge that we get from the renewable side. 
So as to increase life span of battery, supercapacitor is used along with battery that 
is known as the combined energy storage system. This storage system can be used in 
Electric Vehicles, distribution side storage systems, in uninterrupted power supplies, 
etc. This paper explains charging strategy of the CES system in a simpler way. 

References 

1. Xu Q, Niu Y, Li J, Yang Z, Gao J, Ding L, Ni H et al (2022) Recent progress of quantum dots 
for energy storage applications. Carbon Neutrality 1(1):1–18 

2. Worku AK, Ayele DW, Habtu NG, Admasu BT, Alemayehu G, Taye BZ, Yemata TA (2022) 
Energy storage technologies; recent advances, challenges, and prospectives. In: Planning of 
hybrid renewable energy systems, electric vehicles and microgrid: modeling, control and 
optimization, 22 May 2022. Springer Nature, Singapore, pp 125–150



Strategy for Charging of Battery and Supercapacitor Combined Storage… 847

3. Kumarasabapathy N, Manoharan PS (2015) MATLAB simulation of UPQC for power quality 
mitigation using an ant colony based fuzzy control technique. Sci World J 2015:1–9 

4. Pay S, Baghzouz Y (2003) Effectiveness of battery-supercapacitor combination in electric 
vehicles. In: IEEE power tech conference proceedings 

5. Kouchachvili L, Yaici W, Entchev E (2018) Hybrid battery/supercpacitor energy storage system 
for the electric vehicles. J Power Sour 374:237–248 

6. Guoju Z, Xisheng T, Zhiping Q (2010) Research on battery supercapacitor hybrid storage and 
its application in microgrid. In: Power and energy engineering conference. IEEE, pp 1–4 

7. Bai Y, He H, Li J, Li S, Wang Y-X, Yang Q (2019) Battery anti-aging control for a plug-in 
hybrid electric vehicle with a hierarchical optimization energy management strategy. J Clean 
Prod 237:117841 

8. Sun L, Feng K, Chapman C, Zhang N (2017) An adaptive power-split strategy for battery– 
supercapacitor powertrain—design, simulation, and experiment. IEEE Trans Power Electron 
32(12):9364–9375 

9. Garcia-Torres F, Valverde L, Bordons C (2016) Optimal load sharing of hydrogen-based 
microgrids with hybrid storage using model-predictive control. IEEE Trans Ind Electron 
63(8):4919–4928 

10. Morato M, Normey-Rico J, Sename O (2020) Model predictive control design for linear 
parameter varying systems: a survey. Annu Rev Control 49:64–80 

11. Hu Y, Chen C, He T, He J, Guan X, Yang B (2020) Proactive power management scheme 
for hybrid electric storage system in EVs: an MPC method. IEEE Trans Intell Transp Syst 
21(12):5246–5257 

12. Keerthana M, Manoharan PS, Ravi A (2022) Design of control strategy for battery-
supercapacitor hybrid storage system. In: 2022 7th international conference on communication 
and electronics systems (ICCES), Coimbatore, India, pp 798–803. https://doi.org/10.1109/ICC 
ES54183.2022.9835989 

13. Wang Y, Zhou C, Chen Z (2022) Optimization of battery charging strategy based on nonlinear 
model predictive control. Energy 241:122877 
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Swarm Flight of UAV in Virtual Rigid 
Formation Using Olfati-Saber Algorithm 

Y. Zhu and V. P. Shkodyrev 

Abstract In this work, using the flocking algorithm based on reaction directly 
controls agents in the swarm on a virtual structure as a single control target, achieve 
obstacle avoidance and flying in a swarm. The human operator controls the self-
organized swarm with a higher level of autonomy, flying in fixed formations or 
switching between predefined formations, thus allowing each quadcopter follows the 
desired flight trajectory throughout the maneuver processing and completes actions 
to maintain, move, or switch formations. 

Keywords Flocking algorithm · Virtual structure · Artificial potential field 

1 Introduction 

In the field of unmanned research, UAV technology entered the stage of rapid devel-
opment. The quadcopter is easy to operate and hand-to-fly characteristics, which 
significantly reduced the operating threshold of small drones, the traditional small 
drones, such as small unmanned helicopters and fixed-wing drones, had been quickly 
squeezed out of the public view. However, facing the increasingly complex and 
diverse requirements, UAVs still have certain limitations due to their software and 
hardware conditions. 

For a single UAV, fuel, weight, and size play a crucial limiting role; due to the 
limitations of on-board sensors and communication equipment, a single UAV is also 
unable to achieve multidimensional and large-scale coverage of the mission area; 
when performing high-risk missions, a single UAV may fail due to accidents or its 
faults, resulting in low fault tolerance of the mission system, etc., especially so for 
small UAVs. 

According to different demands, researchers have conducted systematic research 
and proposed various research directions for technological upgrades to improve the
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performance of quadcopters and expand application scenarios, such as enhancing 
quadcopters’ autonomy. Due to the rapid development of artificial intelligence tech-
nology and stunning results in this research direction, which is easier to achieve and 
favored by many researchers. 

In the Unmanned Systems Integrated Roadmap FY2017-2042 released by the 
U.S., the highest level of autonomous control capability for UAVs is called 
autonomous cluster control, the swarm UAV is a concrete case of the UAV possessing 
a high level of autonomy. 

The swarm robotic system concluded the following characteristics [1]: 

• robots are autonomous; 
• robots are located in the environment and can act to modify it; 
• robots’ sensing and communication capabilities are local; 
• robots do not have access to centralized control and/or to global knowledge; 
• robots cooperate to tackle a given task. 

Therefore, UAVs with high autonomy can form swarms and work collectively 
by collaborating and communicating to accomplish tasks that a single UAV cannot 
perform. The UAVs that can form swarms must be built based on possessing a certain 
level of autonomy. 

In possible application scenarios, UAVs will work in multi-aircraft coordination. 
There will probably be homogeneous or heterogeneous UAV swarms, mixed swarms 
of homogeneous or heterogeneous UAVs with human-crewed aircraft, and mixed 
heterogeneous UAVs with other manned or unmanned vehicles to operate in coor-
dination to accomplish the task together. It can maximize the advantages of UAVs, 
improve the efficiency of carrying out tasks, and avoid losses caused by poor mission 
execution or accidents. In order to control multiple UAVs that perform tasks coop-
eratively and improve the effectiveness of the functions, a reasonable and efficient 
cooperative control method is indispensable. Collaborative control of swarm robots 
during actual mission execution is a highly complex and challenging process. 

The survey by Coppola et al. [2] presents an overview of the challenges that 
need to be solved before UAV swarms can be successfully deployed for real-world 
operations. From the lowest layer (local for single UAVs) to the highest layer (swarm 
drones), the tight and complex relationship between the different layers and research 
areas needs to be appreciated. 

The research on autonomous cooperative control of swarm robots can include 
many aspects, such as control system architecture, distributed information fusion, 
multi-agent optimization and decision-making, and even image processing [3–5]. 
Distributed autonomous cooperative control in complex environments is an essential 
problem for swarm robots.
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2 Previous Work 

Swarm robotics is still in an early stage, and its development for different branches 
is not homogeneous. And also, some topics, such as design, analysis, and real-world 
applications, have already received attention. Other topics, such as maintenance and 
performance measurement, have received less attention. 

Numerous swarm algorithms have been proposed for autonomous cooperative 
control of swarm robotics. Brambilla M., Dorigo M., and others proposed two 
taxonomies for swarm algorithms and behaviors: methods and collective behav-
iors [1]. The mainstream research ideas for controlling UAV swarms mainly include 
“Top-down” and “Bottom-up” approaches by taxonomies, which means cooperative 
control of multiple UAVs based on the hierarchical recursive approach and cooper-
ative control of multiple UAVs based on the self-organization approach, also called 
bird-inspired and insect-inspired swarm control algorithm. 

The insect-inspired swarm control algorithm. The swarm algorithm based on 
reaction is mainly a self-organization-based approach of autonomous cooperative 
control strategy, focusing on individual perception of the environment, judgment, 
decision-making, dynamic response, and rule-based behavior coordination among 
multiple individuals [6–10]. 

The classical swarm algorithm based on reaction often describes global coordi-
nated motion as the combination of local interactions that happen at the individual 
layer. Despite their explanatory success, these models might fail to guarantee rapid 
and safe collective motion when applied to aerial robotic swarms flying in cluttered 
environments of the real world, such as forests and urban areas. 

One of the most valuable works has been shown in the paper [11], Gábor Vásárhelyi 
and others proposed a flocking algorithm and use for real drones, the result confirmed 
the adequacy of the approach and flocking algorithm, but also showed problems might 
exist in practical use, such as optimization and compulsory long distance among 
drones in the swarm. 

The bird-inspired swarm control algorithm. As shown in the paper [12], this 
approach means the algorithm is mainly based on hierarchical recursive solutions 
to reduce the difficulty of problem-solving. The autonomous cooperative control 
problem can be divided into several layers, such as task assignment, trajectory plan-
ning, and formation control, and then for each sub-problem of each layer, establish 
the mathematical model of the sub-problem according to the characteristics of the 
UAV system and the task requirements, and research on suitable solution methods 
and coordination methods between sub-problems. 

The hierarchical architecture for cooperative control of swarm UAVs decom-
poses the problem into four layers or even more, inter-formation task allocation, 
intra-formation task coordination, multi-aircraft trajectory planning, and trajectory 
optimization.
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This method of problem decomposition enables the UAV to achieve hierar-
chical coordination for complex tasks and related research problems including wide-
area target search, cooperative task allocation, cooperative operation, and trajectory 
planning for multi-UAVs. 

As shown in the paper [13], Zhou Xin and others have developed a new method 
based on trajectory planning that allows several vehicles to fly efficiently as a swarm. 
The algorithm receives a target or sequence of targets and plans a trajectory for 
UAVs to move toward the current target. This method shows higher optimality and 
flexibility. 

This approach is relatively mature but complex. Even without considering the 
influence of environmental disturbances, it is more difficult to calculate the dynamic 
model of swarm, because of the complexity of dynamics in a UAV swarm. This 
approach not only means high costs for individual drones, but also means that 
organizing large-scale is very difficult. 

The advantage of the swarm algorithm based on reaction mainly stems from its 
self-organization and resource efficiency, especially in terms of power, mass, and cost 
[14]. The swarm algorithm based on trajectory planning shows higher optimality and 
flexibility, but also maturity. 

It can be envisaged that in a multi-UAV system, where some of them have the 
capability of intelligent decision-making including trajectory planning while others 
in the swarm follow the leader by using the swarm algorithm based on reaction, or 
even following their higher level, only by tracking algorithms. This approach helps 
with cutting costs by reducing the power consumption and processing requirements 
of each individual in a swarm. The swarm, as a whole agent, cannot only maintain 
the desired formation and navigation but also avoid collisions with obstacles and 
other drones. 

In this paper, we study and apply both kinds of swarm algorithms to the multi-UAV 
autonomous cooperative control and mainly use the insect-inspired swarm control 
algorithm (flocking algorithm) for UAV formation control and obstacle avoidance. 
The formation points are used to track the virtual leader of the swarm—navigational 
points; and they are also points on the virtual rigid structure [15]. The trajectory 
points are under the control of the artificial potential field of the swarm algorithm 
and form various formations by following the formation points. The UAV tracks its 
corresponding trajectory point and forms the same shape around the virtual leader. 
The group of UAVs thereby forms the formation through this three-layer structure. 

3 Virtual Rigid Formation 

3.1 Navigational Points 

The position vector and velocity of the navigation point represent the desired direction 
and velocity of the swarm movement, denoted by q ∈ R3, p ∈ R3, respectively, in
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the inertial coordinate system, and the kinematic equation is expressed as follows:

{
q̇ = p 
ṗ = u 

, (1) 

where u—denotes the control input and the control law associated with the planning 
of the formation trajectory. 

3.2 Formation Points 

Formation points on the virtual rigid structure form the rigid formation. In the coordi-
nate system established with the virtual structure, the kinematic equations are denoted 
as follows:

{
q̇v 
i = pv 

i 

ṗv 
i = uv 

i 

. (2) 

In the inertial coordinate system, the i-th point in the virtual structure, i.e., the 
i-th formation point, its position and velocity vector denote qi ∈ R3, pi ∈ R3 

. 

q ∈ R3, p ∈ R3 denote the position vector and velocity of the navigation point. 
The coordinate transformation matrix can be written as 

qi = q + R(ψ)Lqv 
i , (3) 

where qv 
i is a set of position vectors of the formation points, represents the shape of 

the virtual solid body structure, 
R(ψ)—matrix of coordinate transformation from the virtual structural coordinate 

system to the inertial coordinate system, 
L—scaling coefficient matrix of the formation, 

R(ψ) =
[
cos ψ sin ψ 
− sin ψ cos ψ

]
, L =

[
l 0 
0 l

]
. (4) 

Changing UAV formation can be classified into the following types: changing the 
shape of formation, rotating formation, and scaling of formation. 

qv 
i is a set of position vectors for the formation points, represents the structural 

form of the virtual solid. 
Different values qv 

i mean that the structural shapes of the virtual solid are different, 
i.e., the shapes of the UAV formation are different. 

Consequently, qv 
i (t) describes the process of changing the formation structure. 

The value change R(ψ) represents the rotation of the virtual solid centered at the 
navigation point, which is a function of the course angle of the virtual structure ψ .
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L represents the size of the virtual structure. If the value of L changes, the size 
changes. 

Position of formation point qi , velocities of formation point pi ∈ R3 

pi = p + Ṙ(ψ)Lqv 
i + R(ψ) ̇Lqv 

i + R(ψ)L q̇v 
i . (5) 

4 Using the Flocking Algorithm Based on Reaction 
in Multi-UAV Autonomous Cooperative Control System 

4.1 The Trajectory Point 

The previous section introduced the multi-UAV formation hierarchical cooperative 
control approach. The research trend of multi-UAV autonomous cooperative control 
technology mainly focuses on centralized hierarchical control. In this paper, we 
study the swarming model and apply the multi-agent swarming algorithm to the 
multi-UAV autonomous cooperative control. As the shape of the formation changes, 
the virtual rigid body shape in this dynamic process, from to with step change, the 
flight trajectories of corresponding formation points also swift to new trajectories 
with step change. 

Introduce the flocking model of swarm and trajectory points, enable the trajectory 
points tracking the corresponding formation points, use the trajectory points as a 
medium for the introduction of the flocking model, and study the trajectory for UAV 
swarm tracking the formation points, meanwhile avoid the collision among agents 
and collision with obstacles. 

Through the mechanism of trajectory points, the position and velocity of the 
trajectory points on trajectories denoted as q p i ∈ R3 and pp 

i ∈ R3. UAVs tracks 
trajectory points on their trajectories. As a result that the trajectory points track the 
formation points of virtual rigid body, thus, while agents coincide with the trajectory 
points, the agents finish the change of formation and form the formation represented 
by the virtual rigid body. 

The motion model of the trajectory point i can be written as follows:

{
q̇ p i = pp 

i 

ṗ p 
i = u p i 

, (6) 

where q p i ∈ R3 and pp 
i ∈ R3 are the position vector and velocity vector of the i-th 

trajectory point in the inertial coordinate system. 
u p i ∈ R3 is the control input of the i-th trajectory point, can be written as follows:: 

u p i = cq
(
q p i − qi

) + cp
(
pp 
i − pi

) +
∑
j∈Ni 

fi, j +
∑
k∈Ki 

f
′
i,k, (7)
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where qi ∈ R3, pi ∈ R3—position vectors and velocity vector of the i-th formation 
point corresponding to the i-th point of virtual solid structure in the inertial coordinate 
system, and cq is the feedback coefficient for position error, cp is the feedback 
coefficient for velocity error. 

4.2 The Function of Artificial Potential Field in Swarm 
Algorithm 

Fi, j —forces of the artificial potential field for trajectory points to avoid collisions 
among trajectory points. 

Where Ni represents the set of neighboring path points for the i-th path point, and 
the index j represents the j-th path point in the set of neighboring points Ni . 

It is supposed that the i-th path point is in the artificial potential field generated 
by the j-th path point, and the potential function can be written as follows: 

Ui, j
(
qi , q j

) = ϕh f
(∥∥q j − qi

∥∥)
, (8) 

where ϕh f  (∗) is the hyperbolic function of artificial potential field and ∗ is the vector 
modulus value. The structure ϕh f  (∗) can be seen as follows: 

ϕh f  (r ) =
{
ch f

(
1 
r − 1 r0

)
0 < r ≤ r0 

0r > r0 
, (9) 

where r0 is radius of the artificial potential field. If the relative distance between path 
points is greater than r0, the interaction of artificial potential field forces would not 
occur to each other. 

ch f  is the coefficient of potential field. For selection of ch f  , the inertial size of 
agent and the size of control output should be taken into account. 

For the function of artificial potential field Ui, j
(
qi , q j

)
at position qi , the  i-th path 

point obtained by negative gradient. The force of artificial potential field generated 
by i-th path point at the j-th path point can be written as follows: 

fi, j
(
qi , q j

) = −∇qi Ui, j
(
qi , q j

) = ϕ̇h f
(∥∥q j − qi

∥∥)
ni, j , (10) 

where ni, j =
(∥∥q j − qi

∥∥)
/q j − qi denotes positive direction of the potential field 

force, which is from the i-th path point to the j-th path point. 
The forces for the i-th path point are supposed to be in artificial potential fields

∑
j∈Ni 

fi, j
(
qi , q j

) = −∇qi

∑
j∈Ni 

Ui, j
(
qi , q j

)
. (11) 

Substituting the formula into the control input of path point
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u p i + cp p p 
i + cqq p i = cp pi + cqqi +

∑
j∈Ni 

fi, j
(
qi , q j

)
. (12) 

The distance between the points in virtual structure of formation should be larger 
than range of the repulsion function.

∥∥q j − qi
∥∥ ≥ R∀i, j ∈ Ni . 

f
′
i,k—the forces of artificial potential field for obstacle avoidance, which are used 

to prevent collisions from other trajectory points or obstacles. A Ki represents the 
set of obstacles, it is supposed to obtain different function, and it can be discussed 
in detail depending on various types of the obstacles. The potential field function is 
defined in the objective function. 

5 Result of Simulation 

5.1 Olfati-Saber Algorithm 

Parameter Setting and the objective function. The Olfati-Saber algorithm [6] 
reflects the joint effect of three sub-control term from α, β, γ , which denote three 
agents according to Olfati-Saber’s flocking theory. 

ui = uα 
i + uβ 

i + uγ 
i , (13) 

where α—agent denotes any individual agent in swarm, β—agent denotes the phys-
ical obstacle to be avoided, and γ —agent has been used to construct navigation 
feedback, and it denotes the target to be tracked. uα 

i denotes interaction term (α, α), 
uβ 
i denotes interaction term (α, β), and uγ 

i is a distributed navigation feedback. The 
objective functions are defined and shown as follows: 

J =
∑
i 

Ji =
∑
i 

J α 
i + J β 

i + J γ 
i . (14) 

Without considering the presence of obstacles, the objective function can be 
written in following forms: 

J =
∑
i 

Ji =
∑
i

∑
j 

f α 
i

(
qi , pi , q j , p j

) +
∑
i 

f γ 
i

(
qi , pi , qγ , pγ

)
, (15) 

Ji = cα 
q

∑
j∈Nα 

i 
ρH (qi )ϕα(qi ) + cα 

p

∑
j∈Nα 

i 
ai j  (qi )

(
pi − p j

)
+ cγ 

q σ1
(
qi − qγ

) + cγ 
p

(
pi − pγ

)
. (16)
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Fig. 1 Agents at initial moment and at step 250, 500 

As shown in paper [6], ϕα(qi ) denotes function of potential field, ai j  (qi ) is a 
scalar function that smoothly varies between 0 and 1. Fragmentation is the trap 
of the Olfati-Saber flocking algorithm, and introduce ρH (qi ) can effectively avoid 
fragmentation. The value of ρH (qi ) also increases rapidly as the distance between 
the agents increases. 

In this section, first we present several simulation results (Figs. 1 and 2), repro-
duced the results of Olfati-Saber algorithm. And the objective function, the objec-
tive functions influenced by velocity, and influenced by position vector, are shown, 
respectively. Figures 1 and 2 demonstrate that flocking algorithm is responsible for 
creation of spatial-order in flocks. This algorithm embodies all three Reynolds’ rules.

These parameters remain fixed throughout all simulations: 
50 agents in free-space, range of interaction r = 16, time size of step t = 1 and 

the positions, velocity direction, and velocity at initial moment are chosen randomly. 
The objective function is shown in Fig. 3.

5.2 Swarms of UAVs Using Flocking Model and Method 
of Virtual Structure 

Formation change in flocking algorithm. The multi-UAVs flocking algorithm 
enable the UAVs tracking the trajectory points which are introduced for tracking
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Fig. 2 Velocity direction and velocity of agents and the virtual leader

Fig. 3 Objective function
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the formation points, the formation points form a fixed formation and converging the 
velocity vectors to navigation point. 

Formation points, also represent uγ 
i and velocities of formation point pi ∈ R3— 

tracking targets for trajectory points which in flocking algorithm, indirectly control 
the trajectory points follow the virtual navigation point in the swarm. 

The coordinate transformation matrix for navigation term in flocking algorithm 
can be written as: 

qi = qγ = q + R(ψ)Lqv 
i , (17) 

pi = pγ = p + Ṙ(ψ)Lqv 
i + R(ψ) ̇Lqv 

i + R(ψ)L q̇v 
i . (18) 

The objective function. Without considering the presence of obstacles, the objective 
function can be written in the following formula: 

J =
∑
i∈N 

⎛ 

⎝cqqγ − q p i + cp pγ − pp 
i +

∑
j∈Ni 

fi, j 

⎞ 

⎠, (19) 

J =
∑
i∈N

(
cq

∥∥qγ − q p i
∥∥ + cp

∥∥pγ − pp 
i

∥∥ + cα 
q

∑
j∈Nα 

i 
ρH

(
q p i

)
ϕα

(
q p i

)

+cα 
p

∑
j∈Nα 

i 
ai j

(
q p i

)(
pp 
i − pp 

j

))
(20) 

J =
∑
i∈N 

⎛ 

⎜⎝ 
cq

∥∥(
q + R(ψ)Lqv 

i

) − q p i
∥∥ + cp

∥∥(
p + Ṙ(ψ)Lqv 

i + R(ψ) ̇Lqv 
i 

+R(ψ)L q̇v 
i

) − pp 
i
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p
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j∈Nα 

i 
ai j

(
q p i

)(
pp 
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)
⎞ 

⎟⎠. 

(21) 

In 1500 steps, the trajectory points switch from random initial positions to three 
different formations in succession 

qv 
i = q + 	qv 

i = q + R(ψ)Lqv 
i . (22) 

Formations set as follows: 
In the virtual structure coordinate system, formation 1 shape—trapezoid, forma-

tion 2 shape—line, and formation 3 shape—rectangle.
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Fig. 4 Trajectory points in 1500 steps 

5.3 Results 

Using the flocking algorithm with virtual structure, 25 agents formed 5 swarms in a 
fixed shape. The simulation results and objective functions are shown below. 

The objective functions for switching the formation are shown as follows. 
Figure 4 has shown the swarm motion and changes the shape of the formation, 

Figs. 5, 6 and 7 have shown the objective functions while individuals in the swarm 
move, Fig. 5 has shown the individuals quickly form swarms from random locations 
and speeds, Figs. 6 and 7 have shown that after the shape of the formation formed, the 
objective function have almost only influenced by position, it means the UAV swarm 
implement hierarchical coordination of complex tasks, quickly form, and change the 
formation while significantly reducing the needs of online computation and obstacle 
avoidance among the UAVs in the swarm.

6 Conclusion 

Usually, algorithm for multi-UAV control system, the problem is decomposed into 
several sub-problems by hierarchical distributed architecture and carry out the plan-
ning trajectories. These methods enable the UAV swarm to implement hierarchical 
coordination of complex tasks and reduce the difficulty of online computation, but
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Fig. 5 Objective function on switching to formation 1 

Fig. 6 Objective function on switching to formation 2
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Fig. 7 Objective function on switching to formation 3

still remains problems such as fail planning of trajectories. The classical swarm algo-
rithm based on reaction might fail to guarantee fast and safe collective motion when 
applied to aerial robot swarms flying in cluttered real-world environments, such as 
forests and urban areas. 

In this paper, the algorithm based on trajectory planning is introduced into the 
flocking algorithms based on reaction, which enables the UAV swarm to implement 
hierarchical coordination of complex tasks while significantly reducing the difficulty 
of online computation and obstacle avoidance among the UAVs in the swarm, the 
results of the simulation are shown in Sect. 5. This paper studies using both of the 
flocking algorithms based on reaction and the method virtual structures for swarm 
control, which provides a new idea for the design and analysis of distributed coop-
erative control algorithms for self-organized UAV swarm and flocking motion. The 
swarms can easily change the shape of the formation and fly in a fixed formation 
while retaining the ability to avoid obstacles, at low cost, and have the potential to 
organize super-large swarms in a hierarchical structure. 
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Military Aircraft Detection Using 
YOLOv5 

P. Ajay Kumar Goud, G. Mohit Raj, K. Rahul, and A. Vijaya Lakshmi 

Abstract In making strategic decisions in the military, military aircraft detection 
has become increasingly crucial. The identification of military aircraft continues to 
be a problematic issue. In operations and wars, military aircraft detection is crucial 
for detecting unknown aircraft. The difficulty is always in accurately recognizing 
the unfamiliar aircraft, regardless of class and orientation. Military aircraft, such 
as stealth aircraft, are still difficult to detect because stealth aircraft are more chal-
lenging to detect or track using conventional radar. Still, these aircraft can be detected 
using object detection. In this article, we proposed identifying five types of airplanes 
independent of class or direction using object detection. The You Only Look Once 
version 5 (YOLOv5) method and the PyTorch military aircraft dataset were used to 
identify various aircraft. The identification of different aircraft was discovered using 
the YOLOv5 algorithm and the PyTorch military aircraft dataset. Bounding boxes for 
the dataset, data pre-processing, and data augmentation are made using Roboflow. 
The goal is to employ computer vision and object identification to identify whether 
a particular aircraft is a military aircraft. This military aircraft detection may be used 
in the border area, air force, and marine force. 

Keywords Object detection · YOLOv5 · Data pre-processing · Data 
augmentation class · Orientation 

1 Introduction 

Aircraft are used for transportation for [1] general purposes, goods, and services. 
In contrast, military aircraft are employed to patrol borders. Military aircraft play a 
crucial role in war and are used in conflicts for offensive and defensive purposes [2]. 
These aircraft damaged crucial infrastructure, airstrips, ammunition storage facilities, 
and supplies during the war. Military aircraft support the land-based army through
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its defensive role. It also discourages potential enemy airstrike threats. In naval 
warfare, military aircraft are used to find and destroy warships and submarines to 
protect the seacoast from enemy attack. Military aircraft often support military bases 
with logistics and participate in national disaster relief efforts. It is well recognized 
that sustaining sovereignty and winning a war depends on having a strong air force 
and military dominance. We are all aware of how crucial military aircraft are to 
arm troops. [3] Since World War II, military aircraft detection has been a difficult 
challenge in developing defense technologies [4]. Radars are often used to capture 
aircraft through electromagnetic wave reflection. Studies that have been done in this 
sector so far have mostly centered on airport or airbase aircraft detection. Notably, 
the aircraft carrier serves as a vital conduit for military aircraft, which are harder 
to detect, especially in chaotic conditions. Finding military aircraft is difficult every 
time, and utilizing radar signals to identify them is challenging. For instance, radar 
equipment has difficulty detecting airplanes. Because the frequency of various planes 
varies, military aircraft may be detected utilizing [5] the most recent developments 
in object detection technology, regardless of class or orientation. 

Modern systems in a variety of fields, [6, 7] advances in computer vision, and 
object identification have considerably benefited [8] the development of technologies 
like intelligent robotics, automated control systems, and human–computer interac-
tion. Automatic target detection, on the other side, is a military application and 
the primary technology for military activities and surveillance tasks [9, 10]. Object 
detection in computer vision has made impressive strides recently. In commercial and 
consumer networks, object detection is one use of computer vision that is growing 
in popularity. Object detection involves measuring its area and size to identify each 
object in an image from a collection of distinct objects. 

This paper used PyTorch libraries, TensorFlow, and Roboflow to perform object 
detection and recognition [11]. The raw images are converted using Roboflow 
into annotated images, which are then augmented and pre-processed. The PyTorch 
libraries offer the most significant and simple approach to training the YOLOv5-
based custom object detection model. 

2 Related Work 

Object detection relies on convolution neural networks in computer vision and object 
detection [12]. The convolution neural network is split into two types, the primary 
type could be a two-stage method Fast R-CNN, Faster R-CNN, and R-CNN. These 
techniques have high detection and low speed [13]. The two-stage method involves 
manual feature extraction and classification [14]. Whereas the second type could be 
a one-stage method like SSD and YOLO, these methods traditionally do not require 
feature extraction and classification. These methods have a faster detection speed 
[15]. With different aspect ratios, the SSD algorithm compares items in default boxes. 
To detect objects with better precision at varying sizes, it uses multi-scale feature 
maps. The SSD object detection algorithm is divided into feature map extraction and
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object detection using small convolutional filters. The filters are applied to feature 
maps to predict class scores and boxes for a set of fixed default boxes, but [16] 
YOLO uses a compound scaling mechanism that simultaneously modifies the reso-
lution, depth, and breadth for all backbone, feature network, and box/class predic-
tion networks to ensure the greatest accuracy and efficiency with the least amount of 
computational power. With various algorithms, deep learning techniques for aircraft 
detection have been examined. Wei and Zhang [17] such as YOLOv3, SSD, and 
Faster R-CNN discovered that the algorithms accurately identify aircraft from the 
images. The researchers and scholars found detecting using the YOLO [18] algorithm 
is the speed in detection and has given significant results in detecting the target [13, 
19] based on the YOLOv3 algorithm. In 2020, the YOLOv4 algorithm was released. 
Over YOLOv3, the AP and FPS have risen by 10% and 12%, respectively. Sozzi 
et al. [20] YOLOv4 has a 244 MB size, 50 frames per second, and Darknet architec-
ture. YOLOV5 is only 27 MB in size, and [21] is equally accurate as YOLOV4. The 
earlier versions of YOLO have been developed using the Darknet framework [22]. 
The new YOLOv5 version is developed PyTorch framework [23, 24]. In YOLOv5, 
PyTorch is more easily configurable compared to Darknet. YOLOv5 is faster than the 
previous version of YOLO, and YOLOv5 inference time is 140 frames per second. 
All PyTorch libraries can be used in YOLOv5. 

3 Proposed Methodology 

As  shown in Fig.  1, the proposed system used custom object detection to detect 
the different types of military aircraft. For custom object detection, the YOLOv5 
model is used, and for annotating the dataset, pre-processing, and augmentation, 
the Roboflow is used. The initial step is to gather the dataset of various military 
aircraft, and then the dataset is uploaded to Roboflow. In Roboflow, the dataset is 
labeled using bounding boxes of the different classes of military aircraft. A training, 
valid, and test dataset are created after the labeling process. We then pre-process and 
augment the dataset before deploying it in the YOLOv5 model. After pre-processing 
and data augmentation, the dataset is deployed in the YOLOv5 model and trained. 
After training the data, test images were shown along with an evaluation of how well 
the trained model performed in identifying various military aircraft.

3.1 Dataset 

Raw images from Kaggle datasets are gathered to create a dataset. There are 41 
distinct types of aircraft in the Military Aircraft Dataset, and the images in the 
collection include the Mirage 2000, V22, A10, and A400M. This dataset is deployed 
to train the model.



868 P. Ajay Kumar Goud et al.

Fig. 1 Proposed method of the military aircraft detection

3.2 Annotate 

The collected dataset must be annotated and labeled. In annotation, all the images 
are given annotated. A bounding box annotation could be a rectangle or polygon 
surrounding an object that specifies its position. Because of the high aircraft density, 
each image may contain numerous aircraft to be identified, resulting in many 
bounding boxes. Each column of data relates to the specific image ID, image width, 
height, and bounding box data [class, xmin, ymin, width, height]—the object detec-
tion dataset in typical bounding box format. The bounding box data in YOLO is 
represented as [class, xcenter, ycenter, width, height] as shown in Fig. 2. 

Using the smallest point (xmin, ymin), the center point (xcenter, ycenter) is calculated 
as follows:

Fig. 2 YOLO format bounding box 
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Xcenter = Xmin + width 
2 

. (1) 

Ycenter = Ymin + height 
2 

. (2) 

However, because YOLO requires a label argument, the bounding boxes must be 
labeled with the appropriate classes. PyTorch reads the bounding box data in a text 
file (.txt) in YOLOv5, and the data of all bounding boxes in a single image should 
be clustered and written in the exact file text as that image. 

3.3 Splitting Data into Training, Validation, and Test 

The dataset has been divided into the train, valid, and test images. The majority of 
the images 70% are utilized for training, followed by 20% for validation, and 10% 
for testing. 

3.3.1 Training Set 

The model is taught and trained using the training set of data to find hidden traits 
and patterns. The neural network architecture receives training data at each epoch, 
which enables the model to continue acquiring input properties. Inputs from various 
sources should be included in the training set so that the model may be trained on 
every scenario conceivable and be capable of forecasting any future random data 
sample. 

3.3.2 Validation Set 

A different set of data than the training set is utilized for the validation set, which 
is used to validate the model’s performance during training. Information gathered 
throughout the validation process is employed to change the model’s hyperparameters 
and settings. Similar to getting criticism on how well your training is going. Each 
epoch ends with a test on the validation set once the model has been trained on the 
training set. To prevent overfitting, which occurs when our model performs very well 
at identifying samples in the training set but struggles to generalize to new data and 
offer accurate classifications.
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1044 x 451 416 x 416 

Fig. 3 Resizing the original image 

3.3.3 Test Set 

The model is tested after training using a distinct dataset known as the test set. 
Regarding accuracy, precision, and recall, it provides an unbiased final model 
performance metric. 

3.4 Data Pre-processing 

Data pre-processing is a series of procedures on data to prepare it to be utilized as 
input during the training phase. Image data pre-processing comes in a variety of 
forms. That is feasible. Pre-processing can increase inference and decrease training 
time. Applying pre-processing to the training, validation, and testing sets will ensure 
that learning and inference occur on the same image properties. In this paper, the 
pre-processing is performed as follows. 

3.4.1 Resize 

The dimensions of the images are resized. Annotations are proportionally changed, 
as shown in Fig. 3 

3.4.2 Grayscale 

Using the grayscale technique, an image with RGB channels is converted to an image 
with a single grayscale channel and is shown in Fig. 4.
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Fig. 4 RGB to grayscale conversion 

3.4.3 Auto-Adjust Contrast 

Using this auto-adjust contrast enhances a low-contrast image by using either contrast 
stretching, histogram equalization, or adaptive equalization. 

i. Contrast Stretching: All intensities between the images’ 2nd and 98th 
percentiles are included after rescaling, and it is shown in Fig. 5. 

ii. Histogram Equalization: In an image, it “spreads out the most frequent inten-
sity values.” All pixel colors are evenly represented in the equalized picture, 
which has a relatively uniform distribution. Histogram equalized picture is 
shown in Fig. 6. 

iii. Adaptive Equalization: A local contrast enhancement approach that uses 
histograms calculated over several tile sections of the image. Thus, local details 
are improved even in darker or brighter areas than in most images, as shown in 
Fig. 7. 

Fig. 5 Contrast stretching 

Fig. 6 Histogram equalization 

Fig. 7 Adaptive equalization
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Fig. 8 Data augmentation technique 

3.5 Data Augmentation 

The military aircraft dataset collection is minimal. The data should be sufficiently 
large for object detection to provide high accuracy. It would be quite challenging 
to manually gather such a vast amount of data, so data augmentation is necessary. 
We use a different data augmentation technique to increase the dataset. While data 
augmentation images can be changed without changing what they depict because 
image objects have specific invariances. In Fig. 8, + 90°, − 90° rotation, + 15°, 
− 15° shear, hue, and noise are performed. Despite the object being in a different 
orientation in each of the four images, we can still recognize it. A neural net will 
consider each object unique instead of having each unique image in the original 
dataset. In this case, four different data augmentation methods have been applied to 
the main image and then translated to different areas of the image. 

3.6 Deploy 

The pre-processed and data augmentation dataset framework must be configured 
with TXT annotation and YAML configuration, then the “.yaml” dataset is exported 
to the YOLOv5 model.
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3.7 Training Model 

Using PyTorch and PyTorch libraries, the YAML file is configured and then set up in 
the YOLOv5 algorithm. Once setup is completed using torch 1.11.0 + cu113 (Telsa 
T4). The dataset gets trained using GPU with 100 epochs and batch 16. According 
to the given batch size and epochs, the model is trained. 

3.8 Evaluating the Performance of the Trained Model 

Following model training, tensor board graphs are used to evaluate the model’s 
performance. In addition to the confusion matrix, precision, recall, mAP@0.5, and 
mAP@0.5:95, the model also produces train loss/valid box, train loss/obj loss, and 
train loss/cls loss. Metrics are analyzed and evaluated for graphs. 

Evaluation Metrics 

Various metrics have been used to measure the efficiency of the YOLOv5 detection 
model. The precision, recall, and mAP are used for the evaluation. Precision is the 
ratio of correctly identified positive samples to all positively classified samples. The 
calculation formula is written as follows: 

Precision = True Positive 

True Positive + False Positive × 100. (3) 

The ratio of detected positives among all ground true positives is known as recall. 
The calculation formula is written as follows: 

Recall = True Positive 

True Positive + False Negative × 100% , (4) 

where TP is a true positive result occurs when the model accurately anticipates the 
positive class. FP is a false positive as a result when the model anticipates the positive 
class wrongly. FN is a false negative result when the model anticipates the negative 
class wrongly. 

The performance of the detection network’s algorithm is evaluated using the mAP. 
It is suitable for image detection and calculation of single-label and multiple labels. 
The formula is as follows: 

mAP =
∑N 

a=1 Precision(a)�Recall(a) 
M 

. (5) 

N is the total number of samples in the test set, and Precision(a) evaluates the magni-
tude of the precision rate when samples are recognized simultaneously. � Recall(a) 
quantifies the change in recall rate when the number of identified samples goes from
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Fig. 9 Detected military aircraft test images 

a − 1 to  a. The total number of classes involved in the multi-class detection process 
is M. 

3.9 Displaying the Test Images 

The 10% of test images in the dataset are predicted by the trained YOLOv5 model 
with precision, which is located on the upper left of the bounding box. The detected 
military aircraft test images are shown in Fig. 9. 

The YOLOv5 model gives out awe-inspiring predictive results and almost detects 
all the military aircraft in the image. 

4 Experimental Results and Analysis 

The YOLOv5 model is trained by setting the network epochs to 100, batch size to 
16, and image size to 416 × 416 and performing different techniques to obtain the 
best training results. After completing 100 iterations with YOLOv5, the values of 
different parameters are recorded while undergoing training, as shown in Fig. 10.

The three columns of the first and second rows are YOLOv5 model loss compo-
nents, box loss, objectness loss, and classification loss of the training and validation. 
These loss components explain how effectively an algorithm predicts an object. The
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Fig. 10 Results graph

box loss function, objectness loss function, and classification loss function are illus-
trated in Fig. 10. It clearly states whether the model can distinguish between all 
classes. In this training and validation, all loss components initially have a high loss 
value; as the number of iterations increases, the learning rate increases the model 
will learn and makes the loss close to zero. 

The model has achieved 50.1% precision, 70.4% recall, and 70.4% mAp@0.5 of 
all the classes. The Rafale aircraft has achieved 100% precision and the recall is 100% 
for A10 and Mirage2000 aircraft. Individual aircraft such as Rafale and mirage2000 
aircraft have achieved mean average precision of 99.5%. The graphs of precision, 
recall, mAp@0.5, and mAp@0.5:0.95 values in Fig. 10 are increasing as the number 
of epochs rises. It shows that the model is getting trained and differentiating the 
different aircraft. Since mAp@0.5 is 70.4% the model can successfully detect unique 
aircraft. The metric analysis for all the classes is shown in Table.1. 

One of the evaluation metrics, represented in Fig. 11, is the confusion matrix. A 
confusion matrix is a table that shows the model’s performance in giving some truth 
values. A cell color intensity represents each class probability.

Table 1 Metric analysis table 

Classes Precision Recall mAp@0.5 mAp@0.5:0.95 

All 0.501 0.704 0.704 0.67 

A10 0.424 1 0.685 0.646 

A400M 0.297 0.75 0.325 0.325 

Mirage2000 0.351 1 0.995 0.995 

Rafale 1 0 0.995 0.895 

V22 0.434 0.77 0.521 0.486 
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Fig. 11 Confusion matrix 

5 Conclusion 

This paper proposed a YOLOv5-based military aircraft detection algorithm with 
various military aircraft images, which was evaluated. The performance of the 
YOLOv5 military aircraft was presented, and it displayed improvement in terms 
of precision (50.1%), recall (70.4%), and mAP@0.5 (70.4%) in extreme conditions, 
including partial visibility, lighting fluctuations, and shadow. Because of this, the 
YOLOv5 military aircraft provided a reliable aircraft detection algorithm in remote 
sensing images. However, various test trials revealed that elements like light and blur 
have a special impact on detection results. During the subsequent training phase, more 
image data in a highly complicated environment must be gathered to improve the 
classification performance of the YOLOv5 military aircraft model.
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students. The course aims to provide students with a comprehensive understanding of 
the technical and ethical issues associated with the development and deployment of 
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into four modules: safety, fairness, privacy, and ethics. To facilitate student learning, 
the course employs a variety of pedagogical tools, such as interactive lectures, case 
studies, group discussions, and hands-on projects. The case studies used in the course 
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and opportunities associated with AI. After the completion of this course, students 
are expected to understand the technical and ethical issues associated with AI, design 
and develop AI systems that are safe, fair, private, and ethical, and critically evaluate 
the societal implications of AI. The SFPE-AI course is expected to prepare the next 
generation of AI professionals to build responsible and trustworthy AI systems. The 
course will also serve as a model for other universities and educational institutions 
looking to integrate the discussion of AI safety, fairness, privacy, and ethics into their 
curriculum. 

Keywords Classroom · Curriculum · Teacher · University · Pedagogy · Artificial 
intelligence · Safety · Fairness · Privacy · Ethics · Educational technology · ICT in 
education · Learner

A. Alam (B) 
Rekhi Centre of Excellence for the Science of Happiness, Indian Institute of Technology 
Kharagpur, Kharagpur, West Bengal, India 
e-mail: ashraf_alam@kgpian.iitkgp.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
G. Rajakumar et al. (eds.), Intelligent Communication Technologies and Virtual Mobile 
Networks, Lecture Notes on Data Engineering and Communications Technologies 171, 
https://doi.org/10.1007/978-981-99-1767-9_64 

879

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-1767-9_64&domain=pdf
mailto:ashraf_alam@kgpian.iitkgp.ac.in
https://doi.org/10.1007/978-981-99-1767-9_64


880 A. Alam

1 Introduction 

Artificial intelligence (AI) is a rapidly growing field that has the potential to revolu-
tionize many aspects of our lives [1]. However, as AI becomes more advanced and 
more widely adopted, it is important to consider the safety, fairness, privacy, inter-
pretability, human-AI interaction, and ethical implications of these technologies. 
Safety is a critical concern for AI systems, as they are increasingly being deployed in 
high-stakes situations such as transportation, health care, and finance. Ensuring the 
safety of AI systems requires a combination of technical measures, such as testing 
and validation, as well as governance and regulatory frameworks. For example, tech-
niques such as “explainable AI” (XAI) can help make AI systems more transparent 
and interpretable, which can improve their safety by making it easier to understand 
and anticipate their behavior [2]. Fairness is another important consideration for AI 
systems, as they can perpetuate and even amplify existing biases in society [3]. For 
example, biased training data or algorithms can lead to unfair outcomes for certain 
groups of people. To address this, techniques such as “fairness-aware AI” have been 
developed, which aim to ensure that AI systems are fair and do not discriminate 
against certain groups of people [4]. Privacy is also a key concern for AI systems, as 
they often involve the collection and processing of sensitive personal data. Ensuring 
the privacy of individuals in the context of AI requires a combination of technical 
measures such as data anonymization and differential privacy, as well as robust 
governance and regulatory frameworks. Interpretability is a crucial aspect of AI, as 
it allows us to understand how an AI system is making its decisions. This is impor-
tant for ensuring the safety and fairness of AI systems as well as for building trust 
in these technologies [5]. Techniques such as XAI can help make AI systems more 
interpretable and transparent, which can improve their accountability and reduce the 
risk of unintended consequences. 

Human-AI interaction is another important area of research, as it deals with how 
people interact with and understand AI systems [6]. This includes issues such as 
user interface design, natural language processing, and human-AI collaboration. 
Ensuring that AI systems are easy to use and understand is crucial for building 
trust in these technologies and making them accessible to a wide range of people. 
Finally, ethics is a crucial area of consideration for AI, as these technologies have 
the potential to have a profound impact on society [7]. Ethical issues that need to be 
considered include issues such as autonomy, accountability, and social responsibility. 
Developing a robust ethical framework for AI is important for ensuring that these 
technologies are developed and used in a responsible and beneficial way [8]. 

In conclusion, AI is a rapidly growing field with enormous potential to improve 
our lives, but it is important to consider the safety, fairness, privacy, interpretability, 
human-AI interaction, and ethical implications of these technologies. Addressing 
these concerns will require a combination of technical measures, governance, and 
regulatory frameworks, as well as ongoing research and collaboration across multiple 
disciplines.
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2 Robust Ethical Framework 

A robust ethical framework for AI should be based on a set of guiding principles that 
can be used to evaluate the design, development, and deployment of AI systems [9]. 
Such a framework should take into account the unique characteristics of AI, such as 
its ability to learn and adapt, and should be flexible enough to be applied to a wide 
range of applications [10]. One possible set of principles for an ethical framework 
for AI include. 

Respect for autonomy: AI systems should respect the autonomy of individuals and 
not be used to control or manipulate them without their consent. 

Fairness and non-discrimination: AI systems should be designed to be fair and not 
discriminate against any individuals or groups based on their race, gender, age, class, 
caste, or other characteristics. 

Responsibility and accountability: AI systems should be designed to be trans-
parent and interpretable, and the creators and users of these systems should be held 
responsible for their actions. 

Privacy: AI systems should be designed to protect the privacy of individuals and not 
be used to collect or process sensitive personal data without their consent. 

Safety and security: AI systems should be designed to be safe and secure and should 
not be used to cause harm or put individuals at risk. 

Transparency: AI systems should be designed to be transparent and explainable, and 
the creators and users of these systems should be open and honest about how they 
work. 

Human-AI interaction: AI systems should be designed to be easy to use and under-
stand and should be designed to complement and enhance human capabilities, not 
replace them. 

Social benefit: AI systems should be designed to be beneficial to society and should 
not be used to perpetuate or amplify existing societal problems. 

Ethical decision-making: AI systems should be designed to make ethical decisions 
or to support human decision-making in an ethical way. 

Continual evaluation: The ethical implications of AI should be continually evaluated 
as the technology and its applications evolve, and the framework should be updated 
as necessary. 

It is important to note that these principles are not exhaustive and may not be appli-
cable to all context or scenarios, but they provide a good starting point for creating 
an ethical framework for AI. Additionally, the implementation of these principles 
should involve active participation from multiple stakeholders such as technologists, 
policymakers, legal experts, ethicists, and representatives from affected communities 
to ensure that the framework is inclusive and comprehensive.
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3 Explainable Artificial Intelligence (XAI) 

Explainable artificial intelligence (XAI) is a rapidly growing field that aims to make 
AI systems more transparent and interpretable, so that their behavior can be better 
understood and anticipated. This is important for ensuring the safety, fairness, and 
accountability of AI systems, as well as for building trust in these technologies [11]. 
One of the main challenges in XAI is that many modern AI systems, such as deep 
neural networks, are highly complex and their behavior can be difficult to understand. 
One approach to addressing this is to develop techniques that can generate human-
interpretable explanations of the decisions made by AI systems [12]. This can be 
done in a variety of ways, such as by identifying the most important features used by 
the AI system in making its decisions or by generating natural language explanations 
[13]. 

Another approach to XAI is to develop techniques that can directly modify the 
behavior of AI systems to make them more interpretable. This can be done by 
designing the AI system to be more transparent in how it makes its decisions or 
by developing techniques that can “debug” the AI system to identify and correct any 
errors or biases [14]. Additionally, XAI can be used in the context of interpretability 
of models, where it is essential to understand the model’s decision-making process. 
It can be achieved by using techniques such as feature importance, model-agnostic 
interpretability, and also post-hoc interpretability [15]. 

There are also various methods for evaluating the interpretability of AI models, 
including user studies, human-in-the-loop evaluations, and metrics based on infor-
mation theory [16]. These methods can be used to measure the effectiveness of XAI 
techniques and to identify areas where further research is needed. Another area of 
XAI is the generation of synthetic data or counterfactual examples, which can be used 
to understand the decision-making process of models and also to identify potential 
biases in the model [17]. 

In conclusion, XAI is an important field that aims to make AI systems more trans-
parent and interpretable and has the potential to improve the safety, fairness, and 
accountability of AI systems. The field is rapidly evolving, and ongoing research is 
needed to develop new techniques and methods for generating human-interpretable 
explanations, modifying AI systems to make them more interpretable, evaluating 
interpretability, and identifying potential biases [18]. Additionally, collaboration 
between experts in AI, cognitive psychology, human–computer interaction, and other 
relevant fields is important to advance the field of XAI [19]. 

4 Fairness-Aware Artificial Intelligence (FAAI) 

Fairness-aware artificial intelligence (FAAI) is a rapidly growing field that aims to 
ensure that AI systems are fair and do not discriminate against certain individuals or 
groups based on their race, gender, caste, region, religion, age, or other characteristics.
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This is a particularly important issue in sensitive applications such as criminal justice, 
health care, and finance, where AI systems have the potential to perpetuate existing 
societal biases [20]. One of the main challenges in FAAI is that many modern AI 
systems are highly complex and their behavior can be difficult to understand. This 
makes it difficult to identify and correct any biases in these systems. One approach 
to addressing this is to develop techniques that can identify and quantify biases in 
AI systems. This can be done in a variety of ways, such as by analyzing the training 
data used to train the AI system or by measuring the performance of the AI system 
on different groups of individuals [21]. Another approach to FAAI is to develop 
techniques that can directly modify the behavior of AI systems to make them more 
fair. This can be done by designing the AI system to be more transparent in how it 
makes its decisions or by developing techniques that can “debias” the AI system to 
correct any errors or biases [22]. 

One widely used technique for FAAI is the “pre-processing” technique, where 
the data is transformed or modified before training a model to remove or reduce any 
biases present in the data. Another technique is “in-processing” where the model is 
designed to be fair during the training process, for example, by adding a fairness 
constraint to the optimization problem [23]. 

Additionally, there are various methods for evaluating the fairness of AI models, 
including demographic parity, equal opportunity, and equalized odds [24]. These 
metrics can be used to measure the effectiveness of FAAI techniques and to identify 
areas where further research is needed. Another area of FAAI is the use of inter-
pretable models, which can be used to understand the decision-making process of 
models and also to identify potential biases in the model [25]. Collaboration between 
experts in AI, statistics, sociology, and other relevant fields is important to advance 
the field of FAAI. 

5 Developing Robust “Governance and Regulatory 
Frameworks” to Address Privacy Concerns for AI 
Systems 

As artificial intelligence (AI) becomes more prevalent in society, it is increasingly 
important to develop robust governance and regulatory frameworks to address privacy 
concerns [26]. Privacy is a complex and multifaceted issue that is closely tied to 
the development and deployment of AI systems [27]. It is critical to ensure that 
these systems are designed, built, and deployed in a way that respects individuals’ 
privacy and protects their personal information. One key aspect of privacy in AI 
is the collection, storage, and use of personal data. This includes not just data that 
individuals provide directly, but also data that is inferred or generated by AI systems 
[28]. It is crucial to ensure that personal data is collected and used in a way that 
is transparent, fair, and lawful. This includes providing individuals with clear and 
concise information about what data is being collected, how it will be used, and
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who it will be shared with. It also includes ensuring that data is stored and processed 
securely and that individuals have the right to access, correct, and delete their personal 
data [29]. 

Another important aspect of privacy in AI is the use of personal data to make 
decisions that affect individuals. This includes decisions made by AI systems in 
areas such as credit, employment, housing, and health care. It is important to ensure 
that these decisions are fair, unbiased, and transparent, and that individuals have 
the right to contest and correct any decisions that are made about them. To address 
these concerns, it is necessary to develop governance and regulatory frameworks 
that are tailored to the unique challenges posed by AI [30]. This may include laws 
and regulations that govern the collection, use, and storage of personal data, as 
well as guidelines and best practices for the design and deployment of AI systems. 
Additionally, it may involve creating independent oversight bodies to ensure that 
these laws and regulations are being followed, and that any violations are quickly 
identified and addressed. In addition to the traditional legal frameworks, technical 
solutions like differential privacy, federated learning, and homomorphic encryption 
can also be used to protect personal data while still allowing AI models to be trained 
and used [31]. 

6 Interpretability Aspect of AI 

Interpretability is a crucial aspect of artificial intelligence (AI) that refers to the 
ability to understand and explain the behavior and decisions of AI systems [32]. 
This is particularly important in sensitive applications such as health care, finance, 
and criminal justice, where the decisions made by AI systems can have a significant 
impact on individuals and society. One of the main challenges in interpretability is 
that many modern AI systems, such as deep neural networks, are highly complex and 
their behavior can be difficult to understand [33]. This makes it difficult to identify 
and correct any errors or biases in these systems. Additionally, the black box nature 
of these models makes it hard to understand how the model arrived at a particular 
decision and what features of the data were important in making that decision [34]. 

To address these challenges, researchers have developed a variety of techniques 
for making AI systems more interpretable. One approach is to use techniques that 
can identify and quantify the features of the data that are most important in making a 
decision [35]. For example, feature importance techniques like permutation feature 
importance, SHAP, and LIME can be used to understand which features of the data 
were most important in making a decision. Another approach is to use techniques 
that can directly modify the behavior of AI systems to make them more interpretable. 
This can be done by designing the AI system to be more transparent in how it makes 
its decisions, or by developing techniques that can “debias” the AI system to correct 
any errors or biases [36]. For example, decision trees and rule-based models are more 
interpretable than deep neural networks because they make decisions based on a set 
of simple if–then rules, which are easy to understand and explain [37]. Additionally,
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there are various methods for evaluating the interpretability of AI models, such as 
the model’s global and local interpretability. Global interpretability refers to the 
extent to which the overall behavior and decision-making process of the model can 
be understood, while local interpretability refers to the extent to which the model’s 
behavior for a specific input can be understood [38]. 

In the medical field, interpretability is crucial as it allows medical experts to 
understand the decisions made by the AI system and ensure that they align with 
the medical knowledge. For example, in the case of radiology, interpretable models 
can help radiologists understand the model’s decision-making process and identify 
the features that are important in making the diagnosis. This can help radiologists 
identify any errors or biases in the model and make adjustments accordingly. 

7 Why Teach a Course on Safety, Fairness, Privacy, 
and Ethics” to Students? 

Teaching a course on Safety, Fairness, Privacy, and Ethics of Artificial Intelligence 
(AI) to students is important for several reasons: 

Preparing for the future: AI is rapidly advancing and is expected to play an increas-
ingly important role in society. By teaching students about the safety, fairness, 
privacy, and ethics of AI, they will be better prepared for the future and the potential 
impact of AI on their lives. 

Developing critical thinking skills: Understanding the safety, fairness, privacy, and 
ethics of AI requires students to think critically about the implications of AI on 
society. This can help students develop the critical thinking skills they need to evaluate 
information, make informed decisions, and solve problems. 

Promoting responsible use of AI: By teaching students about the safety, fairness, 
privacy, and ethics of AI, they will be more likely to use AI responsibly and to 
recognize when AI is being used in a way that is harmful or unethical. 

Promoting digital literacy: Understanding the safety, fairness, privacy, and ethics of 
AI is an important aspect of digital literacy. This will enable students to navigate the 
digital world and to understand the impact of technology on society. 

Creating a more inclusive society: AI systems can perpetuate societal biases and 
discrimination if not designed and implemented carefully. Teaching students about 
the fairness and ethical considerations of AI can help create a more inclusive society 
by encouraging them to design and use AI in a way that is fair and unbiased. 

Fostering a culture of responsibility: By teaching students about the safety, fairness, 
privacy, and ethics of AI, we can foster a culture of responsibility where individuals 
take responsibility for the impact of AI on society and work to ensure that AI is used 
in a way that is safe, fair, and respects privacy.
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8 Curriculum Outline for a Course on “Safety, Fairness, 
Privacy, and Ethics of Artificial Intelligence” 

I. Introduction

• Overview of the course
• Importance of understanding the safety, fairness, privacy, and ethics of AI
• Key concepts and definitions related to AI safety, fairness, privacy, and 

ethics. 

II. Safety of Artificial Intelligence

• Overview of safety concerns in AI
• Techniques for evaluating and ensuring the safety of AI systems
• Case studies of AI safety incidents and lessons learned 

III. Fairness in Artificial Intelligence

• Overview of fairness concerns in AI
• Techniques for evaluating and ensuring fairness in AI systems
• Case studies of AI fairness incidents and lessons learned. 

IV. Privacy in Artificial Intelligence

• Overview of privacy concerns in AI
• Techniques for evaluating and ensuring privacy in AI systems
• Case studies of AI privacy incidents and lessons learned. 

V. Ethics of Artificial Intelligence

• Overview of ethical concerns in AI
• Techniques for evaluating and ensuring the ethical use of AI systems
• Case studies of AI ethical incidents and lessons learned. 

VI. Human-AI Interaction

• Overview of the interactions between humans and AI
• Techniques for designing human-AI interactions that are safe, fair, private, 

and ethical
• Case studies of human-AI interactions and lessons learned. 

VII. Governance and Regulation of Artificial Intelligence

• Overview of governance and regulatory frameworks for AI
• Techniques for designing governance and regulatory frameworks that 

promote safety, fairness, privacy, and ethics in AI
• Case studies of governance and regulatory frameworks for AI and lessons 

learned. 

VIII. Interpretability of Artificial Intelligence

• Overview of the interpretability of AI
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• Techniques for making AI systems more interpretable
• Case studies of interpretable AI systems and lessons learned. 

IX. Conclusion

• Summary of key concepts and takeaways
• Discussion of future directions in AI safety, fairness, privacy, and ethics. 

Throughout the course, students will engage in hands-on exercises and projects, 
as well as discussions and debates to help them apply the concepts and techniques 
covered in the course to real-world scenarios. 

9 Learning Outcomes 

The learning outcomes for a course on “Safety, Fairness, Privacy, and Ethics of 
Artificial Intelligence” for university students include the following: 

1. Understanding of the technical and societal implications of AI: Students will be 
able to understand the technical capabilities and limitations of AI systems, as 
well as the potential impact of AI on society, including issues related to safety, 
fairness, privacy, and ethics. 

2. Knowledge of AI safety, fairness, privacy, and ethics: Students will develop a 
comprehensive understanding of the key concepts and principles related to AI 
safety, fairness, privacy, and ethics. 

3. Ability to analyze and evaluate AI systems: Students will be able to analyze and 
evaluate AI systems based on safety, fairness, privacy, and ethics criteria and to 
identify potential risks and ethical issues. 

4. Skills in designing and developing safe, fair, and ethical AI systems: Students 
will be able to design and develop AI systems that are safe, fair, and ethical and 
to implement appropriate measures to mitigate risks and ensure compliance with 
relevant regulations and standards. 

5. Understanding of governance and regulatory frameworks: Students will be able 
to understand the governance and regulatory frameworks related to AI and to 
analyze the effectiveness of different approaches. 

6. Ability to communicate effectively about AI safety, fairness, privacy, and ethics: 
Students will be able to communicate effectively about AI safety, fairness, 
privacy, and ethics both with technical and non-technical audiences and to 
participate in interdisciplinary discussions and collaborations. 

7. Ability to use storytelling method to understand and communicate about AI safety, 
fairness, privacy, and ethics: Students will be able to use storytelling method to 
understand and communicate about AI safety, fairness, privacy, and ethics and 
to evaluate the effectiveness of different storytelling methods. 

8. Critical thinking and problem-solving skills: Students will develop critical 
thinking and problem-solving skills and will be able to apply them in real-world 
scenarios related to AI safety, fairness, privacy, and ethics.
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In conclusion, the course will provide students with a solid foundation in the field 
of AI safety, fairness, privacy, and ethics and will equip them with the knowledge 
and skills needed to work with AI systems in a safe, fair, and ethical manner. 

10 Pedagogical Tools and Teaching–Learning Materials 

Pedagogical tools and teaching–learning materials (TLMs) that shall be used to 
teach a course on “Safety, Fairness, Privacy, and Ethics of Artificial Intelligence” for 
university students include. 

Lectures and presentations: Use of lectures and presentations to introduce key 
concepts and provide an overview of the course material. This can include slides, 
videos, and interactive elements such as quizzes and polls. 

Case studies: Use of real-world case studies to illustrate the importance of safety, 
fairness, privacy, and ethics in AI and to provide students with an opportunity to 
apply the concepts and techniques covered in the course to real-world scenarios. 

Hands-on projects: Use of hands-on projects, such as programming assignments or 
design projects, to give students the opportunity to apply the concepts and techniques 
covered in the course in a practical context. 

Guest lectures: Inviting experts in the field of AI safety, fairness, privacy, and ethics to 
give guest lectures on specific topics, to provide students with a broader perspective 
on the field. 

Simulation and role-playing exercises: Use of simulation and role-playing exercises 
to help students understand the implications of AI in different scenarios. 

Online resources: Use of online resources, such as videos, articles, and tutorials, to 
supplement the course material and provide students with additional information and 
resources on the topics covered in the course. 

Discussion forums and debates: Encourage students to discuss the topics covered in 
the course and to express their opinions and ideas through discussion forums and 
debates. 

Reading materials: Provide students with a recommended reading list of relevant 
books, articles, and research papers on the topic of AI safety, fairness, privacy, and 
ethics. 

Ethical dilemma: Provide students with ethical dilemmas related to AI and have them 
work through resolving the situations. 

Collaborative activities: Encourage students to work in teams or groups on projects 
and assignments, to foster collaboration and teamwork. 

These pedagogical tools and teaching–learning materials can be used to create an 
interactive and engaging learning experience for students and help them understand
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the importance of safety, fairness, privacy, and ethics in AI, and how to apply the 
concepts and techniques covered in the course to real-world scenarios. 

11 Games and Activities 

Games and activities that shall be used to teach a course on “Safety, Fairness, Privacy, 
and Ethics of Artificial Intelligence” for university students include 

1. Ethical dilemma game: Create a game that presents students with ethical 
dilemmas related to AI and have them work through resolving the situations. 

2. Scenario-based role-playing: Create scenarios that depict the potential conse-
quences of AI and have students role-play different characters in the scenario, 
to help them understand the implications of AI in different contexts. 

3. Debate: Organize debates on current controversies related to AI safety, fairness, 
privacy, and ethics and have students participate in the debates and express their 
opinions on the topic. 

4. Escape room: Create an escape room experience that simulates a complex AI 
scenario where students need to use their understanding of safety, fairness, 
privacy, and ethics to solve the puzzles and escape. 

5. Board game: Develop a board game that simulates the decision-making process 
in AI development and have students play the game to understand the importance 
of safety, fairness, privacy, and ethics in AI. 

6. AI simulation: Create a simulation of an AI system and have students experiment 
with different settings and configurations to understand the impact of different 
choices on safety, fairness, privacy, and ethics. 

7. Ethical hackathon: Organize an ethical hackathon where students work in teams 
to identify and fix ethical issues in existing AI systems. 

8. Group discussions: Divide students into small groups and give them a case-
study or scenario related to AI safety, fairness, privacy, and ethics and have 
them discuss the situation and come up with solutions or recommendations. 

9. Case-study analysis: Have students analyze real-world case studies related to 
AI safety, fairness, privacy, and ethics and have them present their findings and 
recommendations to the class. 

10. Jeopardy game: Create a Jeopardy-style game where students answer questions 
on AI safety, fairness, privacy, and ethics and get points based on their answers. 

These games and activities can be used to create an interactive and engaging 
learning experience for students and help them understand the importance of safety, 
fairness, privacy, and ethics in AI, and how to apply the concepts and techniques 
covered in the course to real-world scenarios.



890 A. Alam

12 Storytelling Method 

Storytelling can serve as a powerful tool for teaching a course on “Safety, Fairness, 
Privacy, and Ethics of Artificial Intelligence” to university students. Here are a few 
ways storytelling can be used in such a course: 

1. Case studies: Share real-world case studies of AI systems that have faced 
ethical challenges. Use storytelling to present the background, the situation, the 
challenges faced and the resolution. 

2. Scenarios: Create fictional scenarios that depict the potential consequences of 
AI, both positive and negative, and use storytelling to present the scenarios in an 
engaging and relatable way. 

3. Stories from experts: Invite experts in the field of AI safety, fairness, privacy, and 
ethics to share their experiences and stories of challenges they have faced and 
how they overcame them. 

4. Role-playing: Have students act out scenarios in small groups, to help them 
understand the implications of AI in different contexts. 

5. Interactive storytelling: Use interactive storytelling tools such as virtual reality, 
augmented reality, and gamification to create an immersive learning experience 
for students. 

6. Storytelling through data: Use data storytelling techniques like data visualization, 
infographics, and videos to help students understand the impact of AI on society 
and how to measure safety, fairness, privacy, and ethics. 

7. Storytelling through analogies: Use analogies and metaphor to help students 
understand the complex concepts of AI safety, fairness, privacy, and ethics. 

8. Ethical storytelling: Use storytelling to explore ethical dilemmas related to AI 
and guide students through the decision-making process. 

By using storytelling, students can relate to the material in a more personal way 
and better understand the implications of AI on society. Storytelling can also be used 
to create an engaging and interactive learning experience, making the course more 
memorable and effective. 

13 Case-Study Method 

The case-study method can be used to teach a course on “Safety, Fairness, Privacy, 
and Ethics of Artificial Intelligence” for university students in a number of ways, 
including the following: 

1. Real-world examples: Case studies can provide students with real-world exam-
ples of AI systems and applications, including both successes and failures, and 
can help to illustrate the key concepts and principles related to AI safety, fairness, 
privacy, and ethics.
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2. Analysis and evaluation: Students can analyze and evaluate the case studies using 
the concepts and principles learned in class and can identify the potential risks 
and ethical issues associated with each case. 

3. Problem-solving: Case studies can serve as a starting point for problem-solving 
exercises, where students can work in groups to develop solutions to the issues 
identified in the case studies and to propose recommendations for addressing the 
risks and ethical issues. 

4. Debate and discussion: Case studies can be used to spark debate and discussion 
among students, as they can have different perspectives and opinions on the issues 
and risks identified in the case studies. 

5. Guest speakers: Inviting experts or practitioners who have been involved with the 
specific case studies being discussed can provide students with valuable insights 
and perspectives on the real-world challenges of AI safety, fairness, privacy, and 
ethics. 

6. Current events: Case studies can be selected to reflect current events and the 
most recent developments in the field of AI, which can make the course more 
engaging and relevant for the students. 

In conclusion, the case-study method can be an effective way to foster problem-
solving skills, promote critical thinking and debate, and stay current with the field’s 
developments. 

14 Example of a Case-Study: The Case of Amazon’s 
AI-Powered Recruitment Tool 

In this case-study, the students can learn about: 

The application of AI in recruitment: Amazon developed an AI-powered recruitment 
tool that uses machine learning algorithms to analyze resumes and job applications, 
in order to identify the most qualified candidates for open positions. 

Bias in AI systems: Amazon’s recruitment tool was found to have a gender bias, as 
it was trained on resumes submitted to the company over a 10-year period, which 
were mostly from men. As a result, the tool was less likely to recommend female 
candidates for open positions. 

Fairness in AI: The case raises important questions about fairness in AI systems, 
and the potential risks and challenges associated with bias in AI-powered decision-
making. 

Ethical considerations: The case highlights the ethical considerations that must be 
taken into account when developing and deploying AI systems, particularly in relation 
to issues of fairness, privacy, and transparency.
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Mitigating bias: The case-study can be used to discuss ways to mitigate bias in 
AI systems, such as using diverse training data, and developing techniques for 
identifying and addressing bias in machine learning models. 

Current events: This case-study is based on a real event that occurred in 2018, it is 
still relevant today as it highlights the importance of preventing bias in AI systems 
and the need for AI governance and regulations. 

Guest speaker: A guest speaker from Amazon, who was involved in the development 
and deployment of the recruitment tool, could be invited to speak about their experi-
ence and the lessons learned, providing valuable insights into the challenges of imple-
menting AI in practice. Overall, this case-study can be used to teach students about 
the practical challenges and ethical considerations associated with the application of 
AI in recruitment and to encourage them to think critically about the implications of 
bias in AI systems and the need for fairness-aware AI. 
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Abstract The COVID-19 outbreak is the greatest global health catastrophe and the 
largest threat facing humanity ever since the Second World War. It started in the Asia 
region in late 2019 and since then it has spread to almost every country on the planet, 
causing millions of people to be sick. The deadly disease has now reached the tragic 
milestone of one million deaths. It has surely impacted the world in most factors, 
especially in the education factor. The government has introduced social-distancing 
protocols that affect the teaching and learning process to decrease the infection rate. 
To cope with the situation, schools and universities implement long-distance teaching 
with video conference methods. This long-distance learning and teaching with video 
conference methods has several impacts on undergraduate students because, they are 
not accustomed to learning using this method, and that some courses require direct 
practices in the field. Therefore, this study is to gain a conclusion if long-distance 
teaching with video conference methods is effective, if it brings positive effects to the 
students in their learning process and if it motivates to study. This study’s sampling 
method is submitted through Google form wherein the questionnaires are aimed at 
undergraduate students to obtain their outcomes about the video conference method 
used in their learning process.
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1 Introduction 

Technology has only recently achieved a degree of stability, accessibility, and afford-
ability that enables it to be used more in actual teaching scenarios than in research 
ventures. Using video is being hailed as the next electronic communication break-
through. In order to promote concepts such as virtual teams, telecommuting and 
online conferencing, several enterprises are developing systems [12]. Recently, due 
to the current global pandemic, which requires everyone to carry out their daily activ-
ities from their home, including students studying, school has shifted the traditional 
learning methods into video conferencing methods. 

The World Health Organization (WHO) has announced that the current coron-
avirus can be categorized as a global pandemic. In connection with the announcement 
of the pandemic in anticipation of the spread of the COVID-19 virus in Indonesia, 
President Joko Widodo stated that, to minimize the transmission of the coronavirus 
or COVID-19 disease, strategies for productive practices at home need to be imple-
mented. To reduce the spreading of COVID-19, regulations for studying and working 
from home need to be intensified. In this home learning condition, schools, through 
the ranks of educators and educational staff, still must do learning even though they 
are not in school. The teacher must be proactive and creative to be able to hold 
teaching and learning activities as effectively as face-to-face [1]. 

It needs to be comprehended that studying at home is not a holiday, and it does not 
mean there are no literacy activities. Keep learning with targets that are already in the 
curriculum. Home learning is not just a teacher giving questions or assignments that 
must be done by students that are sent by the teacher to students via social media. 
The teacher must continue to provide material to explain the learning they have been 
doing in classroom face-to-face activities. The philosophy according to Alkaher [2], 
determines how the preferred teaching methods are perceived and handled, including 
how (or if) e-learning technologies are chosen and used. 

Teachers must use the new era of technology and information development, which 
is very powerful, to make it easier to learn in any situation, anytime, and anywhere. 
One of them is distance immersive learning through video conferencing. Even if the 
places are far away and not in one city, it helps teachers and students to communicate 
through video conferencing, which is linked to the Internet. However, the teaching 
quality and strategy impacted learning more than the type of technology utilized 
[29].
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1.1 Background of Study 

Communication is one of the ways to interact with each other, and when long 
distances do not become a barrier for each person to communicate, the need for 
it increases in time. The rise in technology development is becoming very helpful 
in changing communication patterns for personal or industrial interests, or even in 
terms of education and learning. It can be used and supported by the teaching and 
learning process, given the agile developments in the field of web-based Internet 
technology. With the Internet as an online learning tool between resource people 
or lecturers and participants or students who can share data without having to meet 
face-to-face, the use of this platform for distance lectures is still not frequently used. 
The basic method of teaching and learning practices is face-to-face or conventional 
learning. The approach has been questioned because passive learning is promoted, 
individual differences and needs of learners are overlooked and problem-solving, 
logical thinking, or other higher order thinking skills are not taken into account [4, 
10]. On the other hand, online learning also runs into opposition. Many educators 
and trainers do not endorse online schooling because they do not think it addresses 
challenging teaching and learning issues [7]. 

There are often instances of face-to-face learning where the lecturer is unable to 
attend, creating disruptions in the learning process. This encourages long-distance 
learning between lecturers and students. Therefore, with video conferencing tech-
nology, the long-distance learning process is necessary, where each student and 
lecturer can meet face-to-face even in different places through real-time online audio 
and video rather than postponing and moving the study session to another day. This 
makes learning more productive and engaging. This remote lecture system service 
can use application services from video conferencing service providers such as Zoom, 
Microsoft Teams, and Google Classroom. On the other hand, online learning reduces 
a lecture’s environment and reduces the degree of interaction during the lecture 
[18, 26, 30]. 

1.2 Problem Statement 

From the above background, the problem formulation is as follows:

• Does the implementation of teaching and learning activities on undergraduate 
students in Indonesia using the video conference applications (Zoom, Microsoft 
Teams, Google Meet, etc.) have a positive effect on student learning outcomes 
when assessed by final scores?
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1.3 Research Questions 

Is there a statistically significant difference between the mean scores of students 
using video conferencing as an educational tool relative to the mean scores of those 
students using conventional teaching only? 

1.4 Hypotheses 

There is a statistically significant difference between the mean scores of students 
using video conferencing as an educational tool relative to the mean scores of those 
students using conventional teaching only. 

1.5 Relevance and the Importance of Research 

This research was conducted in line with the widespread use of the video confer-
encing method as a learning method during the COVID-19 pandemic. This research 
is expected to be a benchmark reference regarding the effectiveness of this learning 
method when compared with conventional learning methods such as face-to-face 
learning. 

2 Literature Review 

Online learning has been made feasible by the Internet, and many educators are 
fascinated in online learning classes to improve and enhance the quality of student 
learning while combating the lack of resources, facilities, and equipment, particularly 
in higher education institutions. Due to its ability to provide more convenient access 
at any time and from any place to content and instruction, online learning has become 
prominent [22]. 

In higher education, some of the first applications of video conferencing methods 
in education are identified, where the technical ability to transmit lectures directly 
to a wide audience, whether locally (e.g., to accommodate a significant number of 
students) or more, allows students to participate concurrently at a distance [23, 28, 
32]. Although this initial pilot was an educational transmission and learning model 
[6] in which technology allowed distant audiences to ‘receive’ conventional face-to-
face lectures, it also proved successful in promoting less didactic higher education 
teaching features, such as tutorials or small group seminars [3, 24]. 

Heinich [11] characterized distance learning as the learner’s physical seclusion 
from data, but with two-way communication given by a few innovations, so that it
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was conceivable to take after a guidelines program. The benefits of distance learning 
are perceived to be versatility in addressing the needs of learners and therefore a more 
equal situation for remote learners and cost savings [15]. The advent of communica-
tion technology has modernized indirect learning methods and the provision of data 
to further areas. It is done by a range of electronic devices, including gadget devices, 
Internet, email, and the video conferencing system. Subsequently, video conferencing 
is one conclusion of a range of conveyance modes, but is unique in its capacity to 
facilitate immediate contact between learners and instructors [31], compared to the 
offbeat learning generally related with mail or talk sheets, for example, a benefit in 
providing a ‘social presence and relaxing learning environment’ over other distance 
learning technologies [27], so that ‘the synchronous nature of video conferencing 
makes a preferred distance learning technology for business, school, and other social 
sciences, where interpersonal skills are an essential element of student education’ 
[33]. 

The technology of video conferencing is a broadcasting medium that allows asso-
ciated clients to share visual and sound offices in real time. It also permits regis-
tered clients to exchange records, slides, inactive pictures, and content (such as 
desktop and web) via utilized platforms [17]. While the accessibility of bandwidth, 
interconnected systems and electronic device speed has expanded overtime, it has 
gotten to be more conceivable and reasonable for proficient networks, schools, and 
colleges to utilize video conferencing. Even with a high-speed network, in accor-
dance with the requirements of use and environmental conditions, the use of certain 
video conferencing systems may appear to suggest different experiences. Interac-
tion between fellow learners or learners-instructors in videoconference situations 
has created freshly developed possibilities in progressing the conveyance of conven-
tional teaching methods, according to Lawson [19]. Numerous instructors utilize 
video conferencing platforms to facilitate the development and expertise of students 
and themselves to solve problems [20]. Simultaneous video conferencing setup, 
however, does not inherently provide users with the requisite collection of education 
results and an improved teaching method, where new higher education challenges 
increase [21]. 

The key benefit of the format ‘lecture-at-a-distance’ is often quoted as the oppor-
tunity to cover a greater number of learners in significant content publicizing activ-
ities to reduce wasted work, saving time and expense. Therefore, it is built as a 
versatile method for meeting growing university courses, satisfying wider audiences, 
modularizing, and raising part-time and mature students [16]. This emphasis on the 
financial and geographical benefits was echoed by students, describing reduction 
in travel expense and time [8]. Bates [5] showed how video conferencing provided 
a more effective cost to link remotely located US students, introducing learning 
opportunities that would otherwise be difficult to provide to them, such as clinical 
procedures. However, the organizational challenges faced by video conferencing, 
such as schedule preparation, booking specifications, and support staff resources, 
are increasing [24] and not all researchers agreed that lectures were a suitable 
environment for the use of two-way video conferencing.
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Even so, in using this technology, there were many benefits for lecturers, in that 
they were seen as being able to use the saved time to organize more easily and arrange 
more focused content [9]. The possibility for document sharing and exchanges that 
video conferencing offered was also appreciated by lecturers, although these were not 
always taken up by the lecturers in Freeman’s case study. To analyze and strengthen 
it, they have found it practical to provide a video log of their production. In addi-
tion, Jacobs and Rodgers [13] found that the more video conferencing was used by 
lecturers, the more likely they were to implement the improvements in the technique 
of lecturing that Kristiansen argues are required to optimize learning. Schiller and 
Mitchell [28] argued that lecturers needed help to establish a variety of teaching 
methods using video conferencing from more seasoned users. 

2.1 Key Concepts 

Educating is a social collaborative learning process that often entails community and 
peer engagement for the dynamic creation of new or even modern ideas, informa-
tion, and comprehension through individual learning. It means that the main learning 
ability is that of communication. Key criteria for viable collective learning are clear 
communication, effective communication tools, productive communication methods, 
and networks. Dialogue is one of the many methods of communication. Dialogue 
alludes not as it were the interaction between both the students and lecturers but 
moreover also the interaction between students [14]. There are mainly three cate-
gories of learning. Traditional learning is the conventional learning method in which 
students turn up to their lectures, take notes, attend classes, seminars, laboratories, 
complete given assignments, etc. Every student’s learning schedule and materials 
are arranged by the school institution. Distance learning is the process of learning in 
which the course and degree are independent of the position. Students from either 
area may undertake the course but they have limited opportunities to communicate 
with others or their peers. Lastly, open learning does not rely on time or place for 
students completing an open learning curriculum. Same as distance learning, students 
in this learning program have limited opportunity in interacting with others. 

Video conferencing is one of the types of digital communication methods that 
involves the electronic transmission of sound, vision, and information between two 
or more places that are delivered electronically to facilitate concurrent collaborative 
communication. In this way, people using video conferencing methods can deliver a 
much more unique and productive experience than the audio-conferencing method, 
since everyone participating is able to see facial expressions and body language 
which is particularly essential toward the way people communicate. Using a few 
distinctive tools make video conferencing able to function. Hardware as well as 
applications are the innovations used. A video conference can be held between two 
locations, i.e., regions that are related to each other through the video conference, 
or the conference can interface different areas. The communication may occur in an 
unconventional video conferencing office or on a standard home computer prepared
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with a web camera or a video call on a handheld like the third era portable smartphone, 
is categorized in this scope. 

Distance learning is a moderately new educational learning method that can 
deliver classroom materials to students that does not require them to be physically 
on-site. Instead, both students and teachers/lecturers communicate on their chosen 
schedule via email or messaging application or utilizing technologies that assist them, 
such as video conferencing applications, to connect at the same moment. The most 
general approach of offering distance learning classes today is web-based classes. 
These classrooms use different online applications, such as email services, online 
messaging, upload or download files throughout the school’s website or application 
platform, and message boards which functions for sharing materials in the class-
room and notifications for upcoming news to help students and teachers communi-
cate with each other throughout the web-based learning method. For instance, there 
will be a live classroom video feed that enables students to stream over it on the 
Internet. Utilizing the different video conferencing technology available, educators 
may provide their students with a more immersive distance learning experience by 
providing their students with real time, bi-directional (functioning in two directions), 
audio, and data communications, instead of using the traditional electronic media. 

The distinction between conventional and remote teaching is blurred by modern 
communication technologies. In all cases, it has possible applications. One of them 
is video conferencing that can be used to encourage distance learning and traditional 
teaching at its best. More class materials and improved planning of teaching materials 
are usually correlated with distance learning. Video conferencing is a way to bring 
students and tutors, although virtually, to a single venue [12]. 

Using video conferencing for educational purposes allows teachers more versa-
tility so that they can share thoughts and subjects without distance restriction. The 
frequent shuttle that some educators normally make to meet their place of employ-
ment is reduced as their opportunities to reach students are improved. For example, 
in three separate school buildings around campus, one professor might concurrently 
instruct all fourth-year university students. With class not having to be individually 
taught on the same subject courses, cost and time will be saved. 

2.2 Key Debates and Controversies 

Online learning using video conferencing has become quite common these days. 
The prohibition of activities that increase the transmission of COVID-19 makes 
every educational institution implement video conferencing in teaching and learning 
activities. Activities that should be done at school now are only done through a 
student gadget screen. After a while, it cannot be denied that learning through video 
conferencing can affect student learning intentions and outcomes both positively and 
negatively. 

Learning, which is usually done formally and rigidly, can now be done in a way 
that invites students who are less active during face-to-face learning because one
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or two things, tend to be more active. Students are embarrassed to ask questions or 
express their opinions in face-to-face learning, because they think the questions asked 
are trivial or embarrassing. With video conferencing, students can ask the teacher 
through the private message feature, so that questions are known only to the teacher 
and questioner. In addition, learning activities that were previously rigid can now be 
carried out anywhere, anytime, without having to come to school, wear uniforms, and 
other regulations applied by schools. Students are also required to be independent so 
that they can be motivated to search for material on the Internet, find many sources 
and references, and be more curious. 

Not all schools are ready to implement this video conferencing system, but it is 
already due to regulations that require schools to reduce or eliminate face-to-face 
learning activities. Students who live in places far from cities tend to find it difficult 
to get a good signal, or even no signal at all, to take classes held online. In addition to 
signals, the absence of compatible gadgets for attending classes is also felt by many 
students, especially students with low economic conditions. On the other hand, the 
attendance system is ineffective and invalid, making students only fill in attendance 
but do not pay attention to the material provided. Many cases where students will 
only attend class when attendance is done, for example, at the end of class or at the 
beginning of class, and do not follow the rest. In other cases, attendance is done 
automatically, where the system will fill the attendance based on how many minutes 
the student’s account or gadget has taken the class. If the class lasts 100 min but the 
student’s account is only detected having attended the class for 50 min, the system 
will not automatically be filled in. In this way, students must attend class from start 
to finish to fill in the attendance list. However, with this method, students can leave 
the classroom or what is commonly known as ‘AFK’ or Away from Keyboard. 

Every effort is made to fight the transmission rate of COVID-19, one of which 
is by applying this video conference learning method. However, another important 
thing to consider is student learning outcomes before and after the implementation 
of online learning. 

2.3 Gaps in Existing Knowledge 

The knowledge gap from this study is whether there is a correlation between the appli-
cation of online learning using video conferencing and student learning outcomes. To 
close this gap, data is collected from the Internet related to the topic being discussed, 
for example, a graph of the increase or decrease in student learning outcomes before 
and after the implementation of online learning using video conferencing.
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3 Research Design and Methods 

This research uses quantitative research methods. Agreeing to Sugiyono, quantitative 
research strategies can be translated as inquiring about positivism-based strategies 
that utilizes investigating certain populaces or tests. The inspecting technique for 
the most part is carried out arbitrarily, collecting information and utilizing investi-
gate rebellious, quantitative/statistical information examination with the objectives 
of testing the foreordained speculation. According to Kerlinger, survey research is 
a study of large and small populations (universe) by selecting and examining the 
selected sample from that population, to find the relative incidence, distribution, and 
interrelation of the variables. The survey strategy was chosen since the survey’s result 
displayed information in a strong and effective way so that it might clearly depict 
the subject. 

3.1 Aims

• To determine whether the implementation of teaching and learning activities using 
the video conference method brings positive effect on the student in the learning 
process.

• To determine the learning outcome of the student whether it increases if the video 
conference method is implemented in the learning process.

• To describe the effect of video conference methods in teaching and learning 
activities.

• To determine whether using video conferencing is the most effective in long-
distance learning. 

3.2 Objectives 

1. Theoretical Benefits

• Generally, research can provide knowledge whether using video conferencing 
methods in online teaching and learning activities has a positive effect and 
provide knowledge of its effectiveness for its students. 

2. Practical Benefits

• The benefit for schools: 
Increases the awareness and concern for the development of students during 

online learning activities.
• The benefit for students: 

Increases interest and motivation in this long-distance learning process.
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3.3 Methods 

This research is basically conducted by analyzing, questionnaire, and observation 
methods. The first stage is done by analyzing the needs giving out questionnaires 
to students. The results obtained are the student’s average score whether the long-
distance learning process using video conference methods sustains a positive effect. 
Afterward, researchers will observe the learning activities and processes of students 
in the environment. 

3.4 Resources 

The analytical data will be obtained using questionnaire, documentations, and obser-
vations technique that will be submitted by respondents, namely students. The 
research will be openly conducted by researchers who are directly present to observe 
student’s learning activities, distribute questionnaires to students, and lastly the 
evidence will be documents that are considered important within the research scope. 
For the questionnaire, each variable and question is identified by name, and the 
results are obtained with a valid range of values, as in general the variables will be 
distributed, categorized, and given values. 

The research designed provides answers to the following questions.

• Are students motivated if the long-distance learning process is carried out using 
the video conference method?

• Does the video conference method bring a positive effect and be considered 
effective in carrying out the learning subject?

• Are student’s grades improving or decreasing?
• What are the advantages of learning using the video conferencing method when 

compared to face-to-face learning? 

3.5 Potential Obstacles 

The following are challenges and limitations of methodological problems that can 
potentially influence the research conclusion.

• Difficulty in observing students due to the social-distancing protocols during this 
pandemic.

• Problems with sampling and sample selection which can result in errors in 
sampling that might occur when the selected sample does not reflect the general 
population or the appropriate population which can result in limitation for study 
usually known as sample bias or selection bias.
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3.6 Implications and Contributions to Knowledge 

The implication of this research is the increasing knowledge of researchers and 
readers about the effect of using video conferencing as a learning tool on student 
learning outcomes. The knowledge that has been obtained is anticipated to be a 
reference material for instructors regarding video conference learning methods that 
can be used as a learning method for students. The contributions to knowledge are 
about how various factors in the delivery of lessons through video conferencing 
applications can affect the convenience and motivation of students which ultimately 
affect their learning outcomes. 

3.7 Practical Implications 

With the knowledge obtained from this research, teachers and teaching staff can 
consider the learning method that will be chosen according to the results they want 
by considering various factors according to their respective circumstances. That way 
students can use learning methods that are deemed appropriate if the teachers use 
either face-to-face learning methods or learning methods using video conferencing. 

3.8 Theoretical Implications 

This research provides theoretical knowledge for teachers and teaching staff 
regarding the implications of the application of video conferencing methods on 
learning outcomes of undergraduate students in Indonesia. The theoretical impli-
cations are how various factors in the delivery of lessons through video conferencing 
applications can affect the convenience and motivation of students which ultimately 
affect their learning outcomes. Online learning may have the convenience and the 
flexibility of study both for educator and student. For offline or face-to-face learning, 
due to the classroom atmosphere, students can concentrate better since there is less 
distraction than studying at places besides formal education areas. 

4 Results 

The survey results obtained show that as many as 32 respondents have filled out 
the questionnaire. Figure 1 shows that there were 20 respondents using Zoom 
(62.5%), 7 respondents using Microsoft Teams (21.9%), 3 respondents using Google 
Meet (9.4%), 1 person (3.1%) who use Adobe Connect, and 1 person (3.1%) who
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Fig. 1 Pie chart showing 
video conferencing 
applications used by 
respondents 

use eLearn. This shows that most respondents use Zoom as a video conferencing 
application for learning activities. 

Table 1 shows that there are 20 respondents (62.5%) who felt uncomfortable when 
learning activities are carried out through the video conferencing method compared to 
face-to-face learning, while there are 12 respondents (37.5%) who felt more comfort-
able when learning activities are conducted via video conferencing method. This 
shows that most respondents feel uncomfortable when learning activities are carried 
out through the video conferencing method rather than face-to-face learning. 

Table 2 shows that there are 25 respondents (78.1%) who felt unmotivated when 
learning activities are carried out through the video conferencing method compared to 
face-to-face learning, while there are 7 respondents (21.9%) who felt more motivated 
when learning activities are carried out through the video conferencing method. This 
indicates that most respondents feel unmotivated when learning activities are carried 
out through the video conferencing method rather than face-to-face learning. 

Table 3 shows that there are 21 respondents (65.6%) who feel that learning 
activities carried out through the video conference method are less effective when 
compared to face-to-face learning, while there are 11 respondents (34.4%) who feel 
that learning activities are more effective if done via the video conferencing method.

Table 1 Respondents’ answers to the question about whether they agree that the video conferencing 
method increases learning comfort and convenience 

Variable A (comfort and convenience) Answer to the questionnaire Percentage (%) 

Disagree 62.5 

Agree 37.5 

Variable A (comfort and convenience) Defintiion: The situation of comfort and convenience 

Table 2 Respondents’ answers to the question about whether they agree that the video conferencing 
method increases learning motivation 

Variable B (motivation) Answer to the questionnaire Percentage (%) 

Disagree 78.1 

Agree 21.9 

Variable B (motivation) Defintiion: The situation of motivation 
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Table 3 Respondents’ answers to the question about whether they agree that the video conferencing 
method increases learning efficiency 

Variable C (efficiency) Answer to the questionnaire Percentage (%) 

Disagree 65.6 

Agree 34.4 

Variable C (efficiency) Defintiion: The situation of efficiency 

Table 4 Respondents’ answers to the question about whether they agree that the video conferencing 
method increases learning outcomes 

Variable D (learning outcomes) Answer to the questionnaire Percentage (%) 

Agree 62.5 

Disagree 37.5 

Variable D (learning outcomes) Defintiion: The situation of learning outcomes) 

This shows that most respondents feel that learning activities carried out through the 
video conference method are more effective than face-to-face learning. 

Table 4 shows that there are 20 respondents (62.5%) who felt that their learning 
outcomes has increased when learning activities are carried out through the video 
conference method compared to face-to-face learning, while there are 12 respondents 
(37.5%) who felt their learning outcomes has decreased when learning activities 
conducted through video conferencing method compared to face-to-face learning. 
This indicates that most respondents believe that their learning results have increased 
when learning activities are carried out through the video conference method when 
compared to applying face-to-face learning. 

4.1 Discussion 

The study found out that using video conferencing as an educational method resulted 
in positive learning outcomes for students in Indonesia. The students’ samples were 
accurate in their agreement about the efficiency of video conferencing. The effect 
of the video conferencing method on the student learning process refers to the rise 
or fall of student learning outcomes. Indeed, with limited time and space for direct 
teaching and learning activities, the video conferencing learning method using Zoom 
may be one of the most successful and effective ways to help students learn from 
any place. 

However, this research is not so relevant when applied to groups of students who 
have never been exposed or are accustomed to using technology such as computers, 
smartphones, and the use of the Internet. Additional research needs to be done to 
determine the effect of using the video conferencing method with the Zoom appli-
cation as a learning tool on the learning outcomes of students who have never been
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exposed and are not accustomed to using technology. Especially, in areas where there 
are no good infrastructure facilities such as an adequate Internet network or where 
most of the residents do not have devices such as smartphones and computers. 

5 Conclusion 

Video conferencing technology can be applied in educational institutions as a method 
by which teachers and students can carry out teaching and learning activities in sepa-
rate places. This study documents that using video conferencing as an educational 
method results in positive learning outcomes for students in Indonesia. Although 
many students felt that they were more enthusiastic and motivated when they could 
learn face-to-face, most respondents felt that their scores increased when they were 
learning using the video conferencing method. Hence, it can be understood that 
although the motivation and enthusiasm of the students did not increase when 
studying with the use of video conferencing applications, their scores show positive 
and improving outcomes. 
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Transformer-Based Medical 
Abbreviation Disambiguation— 
A Comparative Study 

Krzysztof Pałczyński , Magda Czyżewska , Marta Gackowska , 
Damian Ledziński , and Tomasz Andrysiak 

Abstract One abbreviation could have multiple meanings, depending on the area in 
which it is used. Of course, within a single domain, its meaning can be ambiguous. 
This is also the case with medical data, where the challenge for artificial intelli-
gence techniques is to identify them correctly and efficiently, as any mistake can 
cost human lives. This paper disambiguates medical abbreviations from Medical 
Dataset for Abbreviation Disambiguation (MeDAL). It compares the DistilBERT 
Transformer network with bag-of-words encoding-based classification and typical 
machine learning algorithms such as XGBoost, Random Forest, and Decision Tree. 
The study shows that DistilBERT Transformer achieved worse accuracy and F1 than 
the best baseline model when each tested shortcut was examined. The study shows 
that DistilBERT Transformer achieved worse accuracy and F1 than the best baseline 
model when each tested shortcut was examined. The basic model was better in the 
categories of shortcuts that have less than 500 examples and 500–5000 examples. 
The results in the group with 5000–20,000 examples are relatively equal for both 
approaches. 

Keywords Abbreviation disambiguation · Transformer neural networks ·
DistilBERT · TF-IDF · Bag-of-words 
1 Introduction 

Medical informatics has progressed rapidly in the last twenty years. One example 
is the use of electronic medical documentation, which is faster than paper form. 
However, despite this, medical abbreviations are often used in these documents to 
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minimize the time to fill them out. Deciphering abbreviations used in medicine is 
difficult, as evidenced by their translation into different languages. Knowledge of 
the medical field is fundamental, but it is equally important to know the profes-
sional language. Medical abbreviations are often written in a specific way, are not 
always grammatically correct, and can even have several meanings. This involves 
the context and understanding of the abbreviation used. The task of the abbrevia-
tion disambiguation is treated as a classification problem, where the classes are all 
possible expansions. 

Text classification is an application domain for natural language processing sys-
tems. This is a fundamental problem behind many research topics, such as categoriz-
ing topics and relations extraction. An important issue in text classification is learning 
how to represent it. Deep Neural Networks are more effective for models that use bag-
of-words, and they also use word order information and find more semantic features. 
Therefore, natural language Processing (NLP) can decode medical abbreviations. 

Transformers are used in various NLP tasks, but the Convolutional Neural Net-
work (CNN) attracts the least attention. CNN does not capture sequential and long-
distance dependencies and other transformers but is characterized by extracting local 
characteristics. In article [ 1], a convolutional transformation (ACT) was introduced, 
which is a combination of the features of the transformation and CNN, in order to 
use it for the satisfactory classification of the text. ACT is much smaller and faster 
than Transformer, with 56% fewer parameters and a 2.7-time faster inference speed. 
Detailed analyzes show that ACT is a lightweight and efficient universal text clas-
sifier that achieves consistently good results over different text classification tasks, 
outperforming CNN-based and attentive models, including Transformer. The novel 
attentive convolution mechanism was proposed that utilizes the semantic meaning 
of convolutional filters attentively to transform text from complex word space to a 
more informative convolutional filter space where important grams are captured [ 1]. 

There are papers [ 2] that use extreme multi-label text classification. The method 
based on transformers, i.e., LightXML, performs better than other methods. XR-
Transformer was developed to have procedures by which it is possible to recursively 
tune models to be performed on a set of multi-target targets related to the XMC target 
function. The described method showed that XR-Transformers are characterized 
by a shorter learning time than XMC models, which are based on transformers. In 
addition, they show better and more modern results, which can be seen on the basis of 
the XR-Transformer, which is 20x faster, and the Precision @1 increases by 3%. The 
novel recursive approach, XR-Transformer, was proposed to accelerate the procedure 
through recursively fine-tuning transformer models on a series of multi-resolution 
objectives related to the original XMC objective function. 

The article presents [ 3] mortality forecasting based on the LSTM, LSTM + Self 
Attention, and Transformers models. Pre-training was used in the study, but the abso-
lute highest accuracy was achieved by Transformers (84.43%), then LSTM + Self 
Attention (82.98%), and LSTM (82.80%). The results show that the initial train-
ing procedure increases convergence and improves performance in medical tasks. 
It can be seen that LSTM and LSTM + show greater accuracy if trained before-
hand, and the two models’ performance increased by more than 70% relatively.
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There are seven state-of-the-art transformer-based text classification models: BERT, 
DistilBERT, RoBERTa, DistilRoBERTa, XLM, XLM-RoBERTa, and XLNet. The 
Chatbot Interaction with artificial intelligence can be presented in this article as a tool 
to classify human–machine communication tasks through an architecture learning 
approach similar to a transformer-based chatbot. Using the Transformer model, the 
training set is paraphrased and performs text-to-text transfer (T5). In this article [ 4], 
models that the T5 model improves achieve 4% better accuracy in text classification. 
On the other hand, the RoBERT model, which was trained using the extended data 
of the T5 model, turned out to be better than the described model. The described 
RoBERT model achieved an accuracy of 98.96% in text classification. However, the 
set of transformer models showed the most accurate classification of the text at the 
level of 99.95%. This result was achieved thanks to the logistic regression of the 
output label predictions. 

In language processing, the Transformer model is used to interpret sentences. 
In the paper [ 5], two approaches are introduced to improve the performance of 
Transformers. In order to separate a word that contains a practical meaning, the 
attention score was used. To calculate it, the correlation coefficient was multiplied 
by a weight vector, which is estimated according to the importance of the part of 
speech. Each layer has been combined in such a way as to obtain more accurate 
results of the task representation. Based on the tests performed, it can be seen that 
the presented Transformer-F model is effective and improves the results by 5.28% 
in relation to the vanilla transformer. It can be concluded that the classification of 
the text has been significantly improved. Acronyms and abbreviations are used in 
all types of writing. They represent shortened phases, and therefore, they are more 
accessible and are used in everyday life. As a result, systems are built that allow 
abbreviations and acronyms recognition to find their true meaning. No work would 
introduce a uniform solution dealing with their processing at this stage. In the paper 
[ 6], an online acronym identification (MadDog) and disambiguation system were 
created to process acronyms from various scientific, biomedical, and general fields. 
The presented system is written in Python 3, which allows it to be used in other 
applications. 

The study aims to determine the usability of Transformer Deep Neural Networks 
compared to classification based on bag-of-words encoding and typical machine 
learning algorithms like XGBoost or Random Forest for abbreviation disambigua-
tion. The Transformer Neural Network is considered the state-of-the-art solution for 
many NLP-related tasks due to its ability to focus on particular phrases in sentences 
and extract the context of the utterances. In comparison, the bag-of-words algorithm 
for sentence encoding is one of the most basic feature extractions from text, as it 
relies on the statistical properties of words in sentences. Due to its simplicity, the 
algorithm is much faster in inference and does not require hardware with high com-
putational capacity like GPU servers, as opposed to a Transformer network. This 
research aims to establish a clear comparison between these highly computationally 
different methods and determine whether the additional cost of required hardware and 
computational time required for using a Transformer network is justified for the task 
of abbreviation disambiguation. The study was conducted on Medical Dataset for
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Abbreviation Disambiguation (MeDAL). The Transformer neural network employed 
for this task is DistilBERT model [ 7] pretrained on the sentiment analysis task using 
dataset [ 8]. 

2 Materials and Methods 

Figure 1 shows a general overview diagram of the method which will be described 
in detail in the following sections. 

2.1 Database 

The Medical Dataset for Abbreviation Disambiguation for Natural Language Under-
standing (MeDAL) was used in this study. The presented collection contains data 
from medical texts that have been selected to disambiguate the skins used in medicine. 
Therefore, the set used relates to natural language understanding. In addition, it con-
sists of 14,393,619 articles with an average of 3 skins per article. 

2.2 Neural Network 

In this research, the examined network was DistilBERT Transformer. DistilBERT is 
a distilled version of the original BERT Transformer [ 9] achieving 60% faster infer-
ence compared to the original while losing only 3% of its language understanding 
capabilities. The network is an encoder-type transformer capable of extracting fea-

Fig. 1 General overview diagram of the method



Transformer-Based Medical Abbreviation … 915

tures from raw text due to its ability to attenuate to specific phrases across long spans 
of unrelated words. The Transformer was pretrained on the BookCorpus dataset. 
Thus, transfer learning has been applied. 

In order to obtain maximum effectiveness of abbreviations for each abbreviation, 
the new pretrained DistilBERT network was trained. On top of the Transformer net-
work, the linear layer was added with a number of neurons equal to the possible 
explanations of the abbreviation. This approach interpreted the abbreviation disam-
biguation task as a text classification task. In order to perform the classification, the 
output of the linear layer was processed with one of the two computational paths 
depending on the number of possible abbreviation explanations. 

If the examined abbreviation contained only two possible explanations, then the 
result was processed by the Binary Cross-Entropy loss function given by the equation: 

BCE(Y, Y ') = 
1 

|Y '| 
|Y '|∑

i=1 

(Yi log Y
'
i − (1 + Yi ) log(1 + Y '

i )) (1) 

where Y ' is the vector of obtained values from the linear layer and Y is the vector of 
expected results. 

However, if the abbreviation has more than two possible explanations, then the 
output of the linear layer is processed by the softmax function, and its result is used 
to compute the cross-entropy loss function. The softmax function is given by the 
equation: 

σ(Y ')i = eY
'
i

∑|Y '| 
j=1 e

Y '
j 

(2) 

The cross-entropy loss function is given by the equation: 

L(p, y) = −  
M∑

c=1 

yo,c ln po,c (3) 

where p—the probability that sample o is associated with the class c computed by 
application of softmax function on the output of the linear layer. y—binary value 
equal to 1 if sample o is associated with the class c and 0 in if not. 

2.3 Bag-of-Words-Based Approach 

In contrast to the previous approach, bag-of-words encoding is the most basic and 
well-known method of extracting features from the text. It uses the frequency of 
word occurrence to determine keywords and encodes the sentences as a vector of 
keyword existence in the analyzed text.
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This method neither uses the context of the text nor understands temporal text 
structures like the addition of the word “not” changing sentence meaning into its 
complete opposite. Compared to the Transformer Neural Network approach, this 
method has a simplistic nature and trades off the ability to find complex text inter-
connections for low computational requirements. Because of that, this method was 
used for comparison with the Transformer Neural Network. Evaluating the simplest 
possible solution provides insight into the justification of the most computationally 
expensive method of neural network application usage. 

In the first step, the text is stemmerized. Stemming is the process of converting a 
word into its linguistic “root”, by stripping it of its prefixes and suffixes. As a result, 
similar words most likely have the same stem. For example, the words “care”, “cared”, 
and “caring” has the same stem “care”. The application of stemmerization allows to 
reduce the number of unique words for the keyword detection algorithm. Without 
stemmerization, the aforementioned words “care”, “cared” and “caring” would be 
interpreted as distinct words without any affiliation to the common meaning. How-
ever, after conducting them to stemmerization process, they all are now represented 
by the same stem “care”. Hence, the keyword detection algorithm considers them 
the exact words, and as a result, the likelihood of the word “care” being deemed as 
a keyword is increased. The stemmer used in this task is the SnowballStemmer [ 10] 
from NLTK library [ 11]. 

In the next step, stemmerized words were used to compute the result matrix 
of the TF-IDF algorithm. TF-IDF algorithm (Term Frequency-Inverse Document 
Frequency) is a statistic depicting how often a certain term appears in the examined 
part of the text and how rare it is in the whole corpus. This methodology aims 
to find frequent terms for the examined part of the corpus rather than the whole 
one. For example, the word “I” frequently appears in the works of belles-lettres, 
so in the case of classifying belles-lettres texts, the word “I” would not have any 
significant impact due to its lack of distinctiveness for any specific group. However, 
the word “research”, although rare in human-created texts, is widespread in scientific 
literature, thus having a high TF-IDF score regarding corpus containing various types 
of literature. 

The TF-IDF algorithm was used to establish which words are keywords regarding 
abbreviation disambiguation. Paragraphs of texts representing the particular abbre-
viation were extracted from the MeDAL dataset, stemmed, and conducted to the 
TF-IDF algorithm. The goal was to determine how frequent the term is to the input 
paragraphs and how rare in the corpus made out of every paragraph in the MeDAL 
dataset using this particular abbreviation. As a result, the algorithm returned the score 
of how likely these stemmed words are keywords. 

The computation of the TF-IDF metric was conducted using the formula: 

tfidf i,d = fi,d∑
k∈d fk,d 

· N 

|{d ∈ D|i ∈ d}| (4) 

where fi,d stands for frequency how many times term i occurred in document d. The  
first term describes term frequency, and it is a measurement of how often the term
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appears in the document in comparison to other terms in that document. The second 
term depicts inverse document frequency, and it measures how many documents in 
the corpus has at least one occurrence of term i . 

At this point, the words have been converted into their TF-IDF metric. However, 
due to the enormous number of words in each abbreviation-related corpus, the selec-
tion of terms is required to reduce computations and prevent overfiting. Each term 
for each abbreviation-related corpus has its maximum TF-IDF score examined, and 
the terms with the highest maximum amounts of TF-IDF metric are selected as key-
words for this particular abbreviation disambiguation. Three numbers of terms have 
been evaluated: 20, 100, and 1000 and results based on the number of words selected 
have been presented in the Results section. 

After the keyword selection, the paragraphs of text from the MeDAL dataset 
have been encoded in n-dimensional vectors containing the TF-IDF score of each 
established keyword, where n is the number of selected terms. In the last step, these 
vectors are used to form training, validation, and test datasets for training several 
machine learning models: XGBoost, Random Forest, and Decision Tree. 

2.4 Training 

The DistilBERT Transformer instance was created for every abbreviation in the 
MeDAL dataset. Each of these transformers was pretrained on a sentiment analysis 
task using the BookCorpus dataset and adjusted to perform the disambiguation of 
only one abbreviation. The raw, unprocessed text was encoded using a tokenizer. 
Due to the restriction of the PyTorch library requiring all GPU-computable tensors 
to be of a homogenous size, all paragraphs computed by the network must be of the 
same length. Due to that limitation, the size of 512 tokens per paragraph was chosen. 
As a result, the texts with less than 512 tokens were padded to reach the desired 
length, and paragraphs with more tokens were trimmed. The reduction of size was 
performed every epoch. It involved randomly choosing the subset of tokens from the 
original paragraph that contained 512 tokens. Each token was a direct successor of 
the previous token in the subset (except for the first one), thus keeping a coherent 
text structure. 

The batch size of 32 was used for training DistilBERT, and Adam [ 12] was  
selected as an optimizer of the network’s parameters. The data was split into training, 
validation, and test datasets containing 70%, 15%, and 15% of available batches. 
The training dataset was used to adjust the weights of the Transformer network. A 
validation set was used to select the best network variant and determine whether it 
was time to perform an early stopping [ 13]. The training was stopped if one hundred 
epochs elapsed or there was no improvement on the validation dataset after 10 epochs, 
or the accuracy on the validation dataset outreached 95%, which was considered the 
limit to which measurements still carried comparable and interpretable results instead 
of network artificial adjusting to the dataset. Also, if the accuracy on the training 
dataset reached 100% then training was stopped due to the network’s inability to
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generalize training further. These restrictions were introduced due to the necessity 
of training several thousands of networks for each abbreviation. 

2.5 Metrics 

Neural networks were evaluated using the metrics described below [ 14]. For the 
purpose of simplicity of equations, certain acronyms have been created, as follows: 
TP—True Positive, TN—True Negative, FP—False Positive, and FN—False Nega-
tive. Metrics used for network evaluation are: 

• Accuracy: Acc = (TP + TN)/(TP + FP + TN + FN), 
• Precision = TP/(TP + FP), 
• Recall = TP/(TP + FN), 
• F1 = 2 ∗ Precision ∗ Recall/(Precision + Recall), 
• AUC—Area under ROC—Area Under Receiver operating characteristic. 
ROC is a curve determined by calculating True-Positive Rate = TFP = TP/(TP + 
FN) and False-Positive Rate = FPR = FP/(TN + FP). False-Positive Rate 
describes the x-axis and True-Positive Rate the y-axis of a coordinate system. 
By changing the threshold value responsible for classification of an example as 
belonging to either the positive or negative class, pairs of TFP-FPR are generated, 
resulting in the creation of the ROC curve. AUC is a measurement of the area 
below the ROC curve. 

3 Results 

This section presents the evaluation results of the DistilBERT Transformer network 
and bag-of-words-based models presented. For the remainder of the article, these 
models using TF-IDF scores of keywords are called “baseline models”. Tables present 
four metrics: accuracy, precision, recall, and F1 score. Accuracy is a metric depict-
ing model performance in all the classes. However, precision, recall, and F1 score 
describe the model’s performance in only one class. Because of that, these metrics 
have been averaged among all the classes. As a result, every abbreviation evaluation 
contains the accuracy of the model and its average precision, recall, and F1 taken 
from all the possible disambiguations. 

Table 1 contains averaged results of the DistilBERT network and the best baseline 
model from all examined abbreviations. The “best baseline model” means that for 
every abbreviation, there were three algorithms tested: XGBoost, Random Forest, 
and Decision Tree, on the matrices of TF-IDF scores of three different amounts 
of keywords: 20, 100, and 1000. As a result, nine baseline models were trained 
and examined for every abbreviation. The model deemed the best was the model
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Table 1 Comparison between DistilBERT and best baseline model average performance on the 
whole dataset 

Name Accuracy (%) Precision (%) Recall (%) F1 

DistilBERT 85.3 63.2 65.6 0.633 

Best baseline 
model 

86.8 69.7 75.8 0.708 

Table 2 Results of the baseline models’ performances on the whole dataset 

Algorithm Terms Accuracy (%) Precision (%) Recall (%) F1 

Random 
Forest 

1000 86.9 67.6 73.6 0.686 

XGBoost 1000 86.6 70.3 76.4 0.717 

Decision Tree 1000 83.1 69.2 71.9 0.697 

Random 
Forest 

100 76.4 52.8 59.8 0.530 

XGBoost 100 75.7 51.6 58.7 0.516 

Decision Tree 100 75.0 52.4 58.7 0.525 

Random 
Forest 

20 69.6 39.7 43.8 0.365 

Decision Tree 20 69.6 39.7 43.8 0.366 

XGBoost 20 69.6 39.1 40.8 35.4 

achieving the highest F1 metric in this particular abbreviation disambiguation task. 
The motivation for choosing the F1 metric for model selection is to use a score that 
reflects the model’s ability to classify the examples that do not discriminate between 
a small number of examples. 

Table 2 shows results of the baseline models’ performances on the whole dataset. 
Abbreviations in the MeDAL dataset differ in both the amount of the examples and 

number of possible disambiguations. Figure 2 depicts the distribution of the examples 
among abbreviations. Due to such uneven spread of examples, there are results of 
DistilBERT and baseline models presented for gropus of abbreviations that: 

• have less than 500 examples 
• have between 500 and 5000 examples 
• have between 5000 and 20,000 examples 
• have above 20,000 examples. 

Tables 3, 5, 7, and 9 show the comparison between DistilBERT and best baseline 
model average performance on abbreviations disambiguation for different examples 
ranges. Tables 4, 6, 8, and 10 show results of the baseline models’ performances on 
abbreviations disambiguation for different examples ranges.
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Fig. 2 Distribution of the examples among abbreviations 

Table 3 Comparison between DistilBERT and best baseline model average performance on abbre-
viations disambiguation, which contains less than 500 examples 

Name Accuracy Precision (%) Recall (%) F1 

DistilBERT 84.9 67.4 69.4 0.673 

Best baseline 
model 

85.9 74.0 77.8 0.742 

4 Discussion 

The best baseline model achieved better accuracy and F1 score than DistilBERT 
Transformer when examined on every tested abbreviation. The baseline model was 
better in categories of abbreviations that have below 500 examples and between 500 
and 5000 examples. The results in the group with examples between 5000 and 20,000 
examples are relatively even for both of the approaches. The Transformer has better 
results only in the group of abbreviations containing above 20,000 examples. It turns 
out that the additional computational complexity of the Transformer Neural Network 
able to extract utterance’s context and multi-word terms does not provide significant 
benefit above the simplest possible method of extracting keywords and performing 
classification using machine learning algorithms.
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Table 4 Results of the baseline models’ performances on abbreviations disambiguation, which 
contains less than 500 examples 

Algorithm Terms Accuracy (%) Precision (%) Recall (%) F1 

Random 
Forest 

1000 86.3 71.4 75.1 0.712 

XGBoost 1000 85.7 74.8 78.9 0.754 

Decision Tree 1000 82.3 73.6 75.9 0.738 

Random 
Forest 

100 80.8 67.3 71.8 0.674 

XGBoost 100 79.0 65.3 69.5 0.655 

Decision Tree 100 78.2 66.6 70.0 0.665 

Random 
Forest 

20 70.1 49.0 52.4 0.458 

Decision Tree 20 70.0 49.0 52.4 0.458 

XGBoost 20 69.9 47.9 48.3 0.439 

Table 5 Comparison between DistilBERT and best baseline model average performance on abbre-
viations disambiguation, which contains between 500 and 5000 examples 

Name Accuracy (%) Precision (%) Recall (%) F1 

DistilBERT 86.1 61.4 64.1 0.619 

Best baseline 
model 

89.0 70.5 77.2 0.720 

Table 6 Results of the baseline models’ performances on abbreviations disambiguation, which 
contains between 500 and 5000 examples 

Algorithm Terms Accuracy (%) Precision (%) Recall (%) F1 

Random 
Forest 

1000 89.1 68.9 76.6 0.706 

XGBoost 1000 88.5 71.4 77.8 0.732 

Decision Tree 1000 85.0 70.2 73.1 0.708 

XGBoost 100 74.2 44.9 54.2 0.451 

Random 
Forest 

100 74.1 45.7 54.8 0.462 

Decision Tree 100 73.5 45.6 54.0 0.460 

Random 
Forest 

20 69.5 34.8 39.5 0.314 

XGBoost 20 69.4 34.5 37.0 0.308 

Decision Tree 20 69.5 34.8 39.3 0.314
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Table 7 Comparison between DistilBERT and best baseline model average performance on abbre-
viations disambiguation, which contains between 5000 and 20,000 examples 

Name Accuracy (%) Precision (%) Recall (%) F1 

DistilBERT 85.0 56.6 59.3 0.571 

Best baseline 
model 

84.1 54.5 65.5 0.572 

Table 8 Results of the baseline models’ performances on abbreviations disambiguation, which 
contains between 5000 and 20,000 examples 

Algorithm Terms (%) Accuracy (%) Precision (%) Recall (%) F1 

XGBoost 1000 84.2 53.5 65.0 0.565 

Random 
Forest 

1000 83.1 53.4 61.5 0.556 

Decision Tree 1000 80.4 53.0 56.7 0.541 

XGBoost 100 71.2 28.6 38.6 0.274 

Random 
Forest 

100 70.4 28.7 37.5 0.278 

Decision Tree 100 70.4 28.7 37.4 0.278 

XGBoost 20 70.0 26.5 30.4 0.239 

Random 
Forest 

20 69.6 26.5 30.7 0.240 

Decision Tree 20 69.6 26.5 30.7 0.240 

Table 9 Comparison between DistilBERT and best baseline model average performance on abbre-
viations disambiguation, which contains above 20,000 examples 

Name Accuracy (%) Precision (%) Recall (%) F1 

DistilBERT 78.5 44.3 48.3 0.453 

Best baseline 
model 

74.2 36.1 53.4 0.396 

The Transformer Neural Network is significantly more computationally expensive 
for training and inference than any baseline models. It requires specially dedicated 
hardware like GPUs to perform inference in the production environment. In contrast, 
the baseline methods examined in this work require only stemming the text, com-
puting TF-IDF statistics, and performing one of the lightweight machine learning 
algorithms. Such a system can be processed on any general-purpose computational 
unit like CPU and does not require special libraries like NLTK or sklearn. 

Every baseline model using 1000 keywords achieved significantly better results 
than models using 100 keywords, which in fact, scored better than models using 20 
keywords in nearly every example. It suggests a strong positive trend regarding the
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Table 10 Results of the baseline models’ performances on abbreviations disambiguation, which 
contains above 20,000 examples 

Algorithm Terms (%) Accuracy (%) Precision (%) Recall (%) F1 

XGBoost 1000 74.4 33.7 50.5 0.366 

Random 
Forest 

1000 71.5 33.5 40.4 0.355 

Decision Tree 1000 70.0 32.7 38.5 0.345 

XGBoost 100 64.7 17.6 25.7 0.163 

XGBoost 20 64.2 16.6 19.0 0.146 

Random 
Forest 

100 63.8 17.6 23.9 0.164 

Decision Tree 100 63.7 17.6 23.8 0.164 

Random 
Forest 

20 63.5 16.7 19.6 0.147 

Decision Tree 20 63.5 16.6 19.6 0.147 

number of keywords and quality of inference, and a larger amount of keywords may 
improve the classification even more. 

XGBoost algorithm scored the best F1 value in every group. However, Random 
Forest and Decision Tree model results are not significantly worse. Nonetheless, the 
XGBoost algorithm is the best model for this particular task. Metrics get progres-
sively worse for both Transformer network and baseline models as the number of 
examples for abbreviations increases. This phenomenon is surprising due to the com-
mon sense in artificial intelligence and statistics suggesting that more data provides 
more accurate results. The authors plan on further investigating this issue. Baseline 
models achieved comparable, if not better, results to the Transformer Neural Net-
work. It suggests that keyword extraction may be sufficient, and because of that, 
the Transformer also learned terms extraction instead of sentence context analysis. If 
such is the case, then Transformer computation may generate quasi-TF-IDF-matrices 
and find patterns in them. As a result, the task of abbreviation disambiguation may 
not require analyzing text context and can be reduced to simple keyword extraction 
and application of statistical models. The authors plan on further investigating this 
issue. 

5 Conclusions 

The artificial intelligence tools may successfully perform disambiguation of the med-
ical abbreviations. However, the benefit of the more complicated, context-sensitive 
Transformer Neural Network was absent compared to simpler keyword extraction-
based models. Due to that and the significantly increased computational complexity 
of the Transformer Neural Networks above models relying on computing words’
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frequency of occurrence, it seems that basic bag-of-words-based models are still 
preferable. The tendency between fewer examples for abbreviation and better classi-
fication quality is interesting. It motivates further examination due to its contradiction 
of common sense that more data translated to better classification. 
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Vehicle Number Recognition Using 
General Surveillance Camera 

Nivarthi Tushara, Voraganti Sahithi, Bushgari Haripriya, 
and U. Chandrasekhar 

Abstract With the increase of automobiles on roadways, a vehicle system for rec-
ognizing numbers is necessary which can be implemented in the most simple way 
possible for effective traffic control, surveillance, smart parking management sys-
tems, and tollbooth record management. The system should be able to recognize 
number plates from live video feeds so that it can be used for automated survelliance 
and other practical purposes. The system takes a live video/image and localizes the 
license plate. License plate localization is performed using a trained YOLOv4 or 
YOLOv7 object detection models. Real-ESRGAN, a super-resolution technique is 
applied on the obtained license plate to enhance the image quality. Next, an OCR such 
as Tessaract and Easy OCR are used to perform image-to-text conversion extracting 
the required characters present on the number plate. The resultant output is validated 
as per the limitations of the Indian vehicle registration number format to improve 
accuracy. 

Keywords Object detection · Vehicle license plates · OCR—Optical character 
recognition · Real-ESRGAN—Real enhanced super-resolution generative 
adversarial network · YOLO—you only look once · Tesseract 
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1 Introduction 

1.1 Background 

Vehicle Number Plate Recognition (VNPR) is a technology that uses computer vision 
and algorithms and machine learning to automatically recognize and extract infor-
mation from vehicle number plates. This information can include the license plate 
number, as well as other details such as the country or state of origin, the make and 
model of the vehicle, and so on [ 1]. 

VNPR systems are frequently employed for a number of purposes, such as traffic 
control, toll collecting, and vehicle tracking. They can be applied in many different 
ways, such as by using specialized hardware like cameras and image sensors or 
by using software algorithms that are performed on a computer or mobile device. 
Overall, VNPR is a strong and efficient technique for automating the identification 
of and information extraction from vehicle number plates, and it has many uses in 
a range of industries. The identification of Indian car serial numbers is the topic of 
this research project. 

In India, vehicle number plates are issued by the respective state transport depart-
ments and are required to be displayed on all vehicles. Indian number plates come 
in five different color combinations, which are used to distinguish between different 
categories of vehicles. 

These colors are:

• White: This color is used for private vehicles, including cars, motorcycles, and 
other non-commercial vehicles.

• Yellow: This color is used for commercial vehicles, such as taxis, autorickshaws, 
and goods carriers.

• Blue: This color is used for government-owned vehicles, including those owned 
by the central government, state government, and local authorities.

• Green: This color is used for vehicles that are owned by defense forces and paramil-
itary organizations.

• Black: This color is used for diplomatic vehicles, such as those owned by foreign 
embassies and consulates. 

In addition to these colors, Indian number plates also feature a series of alphanu-
meric characters that identify the vehicle and its owner. The specific format and 
layout of these characters may vary depending on the state or region in which the 
vehicle is registered:

• The state code: This is a two-letter code that indicates the state or union territory 
in which the vehicle is registered.

• The district code: This is a one- or two-digit code that indicates the district or 
region in which the vehicle is registered.

• The serial number: This is a combination of one or more digits that uniquely 
identifies the vehicle within the state or district.
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• The registration mark: This is a combination of letters and numbers that identifies 
the issuing authority and the date of registration. 

In addition to these features, Indian number plates may also include other identi-
fying information, such as the make and model of the vehicle, the type of fuel it uses, 
and so on. Some number plates may also feature additional security features, such 
as holograms or UV-sensitive ink, to prevent counterfeiting. There are also different 
formats followed for the Vehicles of Foreign Missions, vehicles of Indian Armed 
Forces and BH (Bharat) series registration. 

This research work intends to create a system that recognizes the vehicle license 
plate on live surveillance camera feed. The videos are input to YOLO, which is 
trained to detect the number plates directly instead of vehicle detection followed by 
number plate detection. The system includes three major modules namely license 
plate recognition, super-resolution, and recognition of text from images.

• License plate detection: YOLO v4 and v7 library is used to obtain the license plate 
from a live video/recorded video/image [ 2– 6].

• Super-resolution: Real-ESRGAN, a GAN architecture variant, is used to improve 
image quality by obtaining With a low-resolution photograph, create a high-
resolution image [ 1, 7].

• Text recognition from images: Paddle OCR, Easy OCR, and tesseract OCR are 
used for extracting the characters from the vehicle license plate. 

Easy OCR is a software tool that allows users to extract text from images. Easy 
OCR uses advanced OCR technology to recognize and extract text from images and 
PDF files, even if the text is distorted, blurry, or otherwise difficult to read. It is 
able to handle English, Spanish, French, and German are among the many languages 
spoken there, and can recognize both printed and handwritten text. 

Paddle OCR is a suite of optical character recognition (OCR) tools developed by 
Baidu PaddlePaddle, an open-source deep learning platform. It includes a range of 
OCR models that can be used to extract text from images and documents, as well 
as tools for training and deploying custom OCR models. One of the key features of 
Paddle OCR is its ability to handle a wide range of languages and scripts, including 
Chinese, English, Korean, Japanese, and many others. It also provides a number of 
pre-trained models that can be used for tasks including document layout analysis, 
scene text recognition, and text recognition in natural images. 

Tesseract optical character recognition (OCR) is an open-source project software 
tool that is widely utilized in converting scanned images of text into editable text 
documents. It was developed by Hewlett-Packard (HP) in the 1980s and has been 
maintained and updated by Google since 2006. Tesseract OCR uses machine learning 
algorithms to recognize and extract text from images, and is able to handle a wide 
range of languages and scripts. It is highly accurate and can handle text that is 
distorted, blurry, or otherwise difficult to read. One of the key features of Tesseract 
OCR is its ability to be trained to recognize new languages and scripts, making 
it highly flexible and adaptable to a wide range of OCR tasks. It also provides a 
number of advanced features, such as layout analysis and text recognition in natural
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images, and has a number of customization options that allow users to fine-tune its 
performance. 

The final step involves validation of the misclassified images using domain knowl-
edge. 

1.2 Objectives 

In order to automatically detect and retrieve license plate data from photos or videos 
of automobiles, the following objectives need to be achieved.

• Acquiring an image or video of a vehicle from general surveillance camera. Images 
may be obtained from videos using some convenient frame rate.

• Identification of the registration plate region: The algorithm locates the license 
plate on the given input at this stage.

• Extraction of a license plate from the rest of the image: Next, the system should 
extract the license plate from it. Techniques including cropping, thresholding, and 
morphological processes should be used for this.

• Character recognition: This is accomplished through the use of optical character 
recognition (OCR).

• Compare the efficiency of different number plate recognition techniques. 

The aim of this research is to effectively and efficiently recognize the license plate 
information from pictures or videos of automobiles. 

2 Related Work 

In the literature, numerous systems for reading license plates have been suggested 
and put into practice.The fundamental steps in the recognition systems include dig-
ital image enhancement, number plate area detection from the acquired image, seg-
mentation of each character, and character recognition [ 1]. This work describes the 
development of a system for recognizing Bangladeshi vehicle license plates. The 
template matching algorithm is used to extract the number plate region from the 
vehicle’s input image frame. The spatial super-resolution technique is used to obtain 
a clear and high-resolution number plate, and the bounding box method is used to 
segment each character of the number plate. The method extracts the city, type, and 
number of the vehicle from the plate region. The system used CNN to train on 700 
number plate images, and it provided 4096 features for each character to correctly 
recognize. 

In work [ 2] YOLO and its variant YOLO-9000 were customized to handle license 
plate detection effectively. The primary customizations are changes to estimate of 
the bounding box parameter, and grid size, as well as the creation of a more difficult
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Application-Oriented License Plate Extended (AOLPE) performance database eval-
uation. Because the original YOLO and YOLO-2 were not designed for LPD, they 
were unable to handle LPD on the AOLPE to be handled without customizations. 

YOLO is used in [ 3] to detect vehicles and license plates on image frames obtained 
from videos. The license plate image is segmented into characters, and text is recog-
nized using tesseract OCR. The ImageAI library is used to facilitate the instruction 
procedure. Images from Tamil Nadu license plates are utilized to evaluate the model’s 
performance. 

Image processing techniques are used in [ 8] for license plate detection. An innova-
tive image processing technique for the detection and identification of Indian number 
plates is developed that can handle lowing and filtered based on character dimensions 
and spatial localization. Character recognition is done using the K-nearest neighbor 
technique once the region of interest has been filtered and de-skewered. 

YOLO is used as the object detector in [ 4]. Convolutional Neural Networks 
(CNNs) are prepared and refined at each ALPR stage by training to ensure their 
robustness under varying conditions (e.g., variations in camera, lighting, and back-
ground). A two-stage approach is designed specifically to recognize and split char-
acters, employing simple data augmentation techniques like reversed letters and 
inverted license plates (LPs). 

Convolutional Neural Network (CNN) is trained and tuned for detecting the 
license plate of Bangladeshi automobiles and recognizing characters using tesseract 
from the detected license plates in the YOLOv4 object identification model, which 
is shown in [ 5]. Tkinter was used to create a graphical user interface (GUI). 

Enhanced Super-Resolution Generative Adversarial Network (ESRGAN) is a type 
of machine learning model developed for the task of super-resolution of images, It 
includes enhancing an image’s resolution while trying to preserve as much detail 
as possible. ESRGAN uses a generative adversarial network (GAN) architecture, 
which comprises of a generator network and a discriminator network, two neural 
networks. The discriminator network is taught to tell the difference between gener-
ated high-resolution photos and actual high-resolution photographs, while the gen-
erator network is trained to create high-resolution images from low-resolution input 
images. 

During training, the generator network produces a discriminator and a high-
resolution image from a low-resolution image network, which tries to determine 
whether the generated image is real or fake. If the offenders network determines the 
picture is a fake, it provides feedback to the network of generators, which adjusts its 
parameters to produce a more realistic image. This process continues until the gener-
ator network is able to produce high-resolution images that cannot be distinguished 
from real images [ 7]. 

YOLOv4 is known for its fast and accurate object detection capabilities. One 
of the key features of YOLOv4 is its ability to achieve high accuracy while still 
maintaining a fast processing speed. This is achieved through the use of a number 
of techniques, including multi-scale training, feature pyramid networks, and a novel 
cross-stage partial connection (CSP) architecture [ 9].
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Compared to YOLOv4, YOLOv7 uses 36% less processing, reduces the number of 
parameters by 75%, and produces 1.5% greater average precision (AP). YOLOv7-
tiny decreases the amount of parameters by 39% and computation by 49% while 
maintaining the same AP as the edge-optimized version YOLOv4-tiny. 

To more effectively support the context of Korean automobiles in surroundings 
with many lanes of traffic and metropolitan areas, Park et al. [ 6] includes license 
plate recognition, vehicle type recognition, and license plate character detection. 
Two YOLOv4 custom detectors are being built. A VT LP detector, the first one, can 
identify seven classes, in the input image (i.e., six different Korean vehicle types 
and LPs). The Korean LPs’ LPC detector, which recognizes 68 distinct digits and 
characters is the second detector. On a h-resolution image, the character size of LPs 
is small in comparison to the entire image, making character identification more 
difficult. To address this issue, the LPC detector receives segmented LP regions from 
the LP cropping procedure applied to the KVT-LPR [ 6]. 

Real-ESRGAN is an extension of ESRGAN that is specifically designed for the 
task of training on pure synthetic data and then applying the model to real-world 
images. One of the challenges in using machine learning models for image super-
resolution is the requirement for substantial high-resolution training data. Collect-
ing and labeling real-world images at high resolutions can be time-consuming and 
expensive, so using synthetic data can be a useful alternative. However, there can be 
a discrepancy between the appearance of synthetic and real-world images, which can 
make it difficult to transfer the model trained on synthetic data to real-world images. 
We retained the data and then focused on a specific portion of real-world data to 
adjust for the differences between the two types of images. This allows the model to 
learn from a larger and more diverse dataset, while still being able to generalize to 
real-world images. 

Overall, Real-ESRGAN is a promising approach for training image super-
resolution models using synthetic data, and has the potential to significantly reduce 
the cost and effort required to create high-quality training data for this task [ 10]. 

2.1 License Plate Recognition Using YOLO 

Compared to other object detection methods, YOLO is seen as being more effective 
object detection methods [ 11]. Following are the characteristics which demarcate 
YOLO from others.

• A single convolutional network creates area suggestions in the YOLO algorithm, 
whereas the R-CNN algorithm creates region proposals (or Region Of Interest) 
using the selective search algorithm.

• When compared to other object recognition methods used by YOLO, the backbone 
network is a compact and flexible speedier attribute extractor, but in R-CNN it is 
time-consuming and difficult.
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• A single-stage network in YOLO forecasts the class conditional probabilities, 
confidence score, and bounding box offsets. In contrast, the first stage of the R-
CNN algorithm collects region suggestions, while the second stage extracts feature 
vectors, followed by detections.

• In R-CNN, it has higher accuracy and slower speed, whereas YOLO has faster 
detection and accuracy that is closer to two-stage object detectors.

• computing in YOLO is less expensive and uses limited resources. Coming to R-
CNN, they demand strong computing resources and are costly to compute.

• YOLO is an end-to-end object identification approach, it can analyze an image and 
identify objects without the requirement for post-processing or refinement [ 12]. 

3 Proposed Methodology 

Figure 1 shows the over all process followed to vehicle number recognition from 
Survelliance videos. 

The training process involves feeding the YOLOv4 and YOLOv7 models with 
2000 images, along with the corresponding labels indicating the location and class 
of the objects in the images (in this case, the vehicle number plates). Through this 
process, the model learns to recognize and sort the things in the images. 

Once the model has been trained, it can be used to find and recognize vehicle 
number plates in new images or video streams. To do this, we would feed the model 
an input image or video frame and it would output the location and class of any 
detected objects in the image (in this case, the vehicle number plate). Figure 2 shows 

Fig. 1 Flow chart of the proposed system for vehicle number recognition
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Fig. 2 Detection of number plates from video frame: a Rear view, b Partial number plate detection, 
c Front view 

Fig. 3 Improving image quality by super-resolution using ESRGAN a Input image, b Real-
ESRGAN output 

the number plate recognized using YOLO tool after the image frames have been 
retrieved from the videos using an acceptable frame rate. 

3.1 Super-Resolution Using Real-ESRGAN 

To crop image of the license plate, the coordinates of the bounding boxes that enclose 
it are used. The cropped image is then subjected to the Real-ESRGAN technique in 
order to improve its quality and obtain a high-quality image [ 7, 10]. Figure 3, shows  
better resolution of numbers on a number plate. 

3.2 Text Recognition from Images Using OCR 

Easy OCR, Tesseract OCR, and Paddle OCR are used to perform text recognition 
on the obtained super-resolution images. To compare the performance of these OCR 
engines, they are run on the test super-resolution images and the accuracy of the 
results are measured.
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3.3 Handling Missing Values or Inaccuracies 

The first two parts of an Indian registration plate can be used to locate vehicles to 
their districts. In general, the first part is the state code (AP—Andhra Pradesh, AS— 
Assam, MH—Maharashtra, etc.). The first part can only contain the alphabet, so if 
any character in this part is recognized as a number, it can be immediately corrected 
to an alphabet, which it most likely is, by using the district code from the second part 
or the other letter from the first part. The second part is the district code, which is 
given to each district in a state or territory of the union. It can only contain numeric 
characters, so if a character is recognized as “O” or “D” it is thereafter corrected to 
“0”. 

4 Experimental Setup 

The YOLOv4 and YOLOv7 models are trained on the Google Open Images V7 
dataset—Vehicle Number Registration Dataset with 2000 train size and 386 valida-
tion size. The dataset includes foreign vehicles with license plates in english. The 
OIDv4 toolkit was used to generate labels in YOLO format. 

The model was trained for maximumBatches = 6000 (classes * 2000). But not less 
than the training data size and not less than 6000. The following are the parameters 
used [ 9, 12, 13].

• classes = 1
• batch size = 64
• subdivisions = 16
• network size width = 416, height = 416
• Filters = 18 in the last convolutional layers before YOLO layers ((classes + 5) * 
3) [ 9]. 

5 Results 

As shown in Table 1, mean average precision (mAP) value was calculated for every 
1000 iterations, with the model performing best at 3000 iterations. Overfitting has 
resulted in a slight decrease in mAP values after 3000 iterations. The use of super-
resolution on images has significantly improved text recognition accuracy. The mAP 
was shown for YOLOv4 and YOLOv7. Figure 4 shows the confusion matrix for the 
recognition accuracy of the system. 

Figure 5, shows the various goodness parameters obtained with YOLOv7. Figure 6 
shows various clean outputs on hazy number plates after applying the super-
resolution technique.



934 N. Tushara et al.

Table 1 mAP values for every 1000 iterations on Google Open Images V7 dataset 

S. No. Iterations mAP(v4) epochs mAP(v7) 

1 1000 81.35 25 0.909 

2 2000 88.35 50 0.905 

3 3000 90.09 75 0.917 

4 4000 90.03 100 0.918 

5 5000 89.97 

6 6000 89.43 

Fig. 4 Confusion matrix for recognition accuracy 

Figure 7, is the input given to the text conversion OCR. 
Output format—lists of text box coordinates, text, model confidence level. 

([[31,73], [385,73], [385,189], [31,189]], 
‘PB 37 F’, 
0.6883575759789258), 
([[473,69], [731,69], [731,179], [473,179]], 
‘8999’, 
0.9999973773956299).
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Fig. 5 YOLOv7 results 

6 Conclusion and Future Scope 

This research work suggests a system for recognizing license plates for a vehi-
cle number in India that are written in English. The live video/image is fed into a 
YOLO-trained model, which creates a bounding box around the license plate. The 
picture is cropped to remove the license plate or video frame using the bounding box 
coordinates. To improve the image quality, Real-ESRGAN, a super-resolution tech-
nique, is then used on the license plate images. The enhanced image is then fed into 
an OCR engine, which extracts text from the image. In the event of inconsistencies 
or missing values, the Indian number plate format rules are used to determine the 
most likely values, and improve accuracy. The overall accuracy on a few real-world 
videos is above 90 percent, which is very subjective to conclude given the presence 
of various challenges. It was found that YOLVOv7 gave better precision compared 
with YOLLOv4 and was also efficient. 

This system is not foolproof, and work continues to include use cases such as mist, 
rain, fog, smoke, and improper capture due to heavy traffic. Domain knowledge and 
analytical reasoning will be used to address these challenges.
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Fig. 6 High quality images by Super-resolution a Input image, b Real-ESRGAN output 

Fig. 7 High resolution 
number plate for 
image-to-text conversion 
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