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Abstract. As one of the classic topics in artificial intelligence, the recommender
system aims to use historical data to make intelligent data recommendations for
users to meet their specific needs. Lately, with the maturity of deep learning-
related technology, the introduction of deep learning into recommender systems
to improve their performance has gradually become a hot research topic. A rep-
resentative work is called DeepFm, which can capture both low- and high-order
feature interactions as traditional FMmodels and deep learning networks (DNNs),
and thus can improve efficiency and correctness. Although numerous research
works around DeepFm have been carried out in recent years, there is a lack of sys-
tematic research to allow researchers to grasp the general development of related
research. Therefore, we focus on the relevant literature with high citation rates
in recent years and provide a comprehensive description of the DeepFm technol-
ogy, highlighting DeepFm-related research and its improvement. In addition, the
modeling principles, methods, advantages, limitations, and suggestions of these
studies are discussed in detail from different perspectives. We also discuss the
main features of these studies and sort out future development directions.

Keywords: Recommender System · Factorization Machine (FM) · Deep
Learning Network (DNN) · Deepfm · Study

1 Introduction

The rapid development of the Internet and modern technology has filled our life with
more and more information, which will greatly improve our living standard if it can be
properly used. Therefore, we need to convert this information into usable data, process
and analyze these data, and finally use them for recommendation or other applications.
However, the key point is that these data are usually cumbersome andmulti-dimensional,
which can lead to a lot of trouble in processing. For this reason, we need to investigate
how to process and use this quickly and effectively.

In this paper, we focus on how DeepFm and its improvements handle data and
introduce in which fields DeepFm is applied, as well as traditional recommendation and
deep learning models and their improvements respectively. During this research, we can
find common characteristics in the research materials of recommendation systems, deep
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learning models, DeepFm, and their improvements and applications. Firstly, they are
high-dimensional in number, which requires extensive reading and browsing. Secondly,
they are heterogeneous in scope, which requires targeted research and greatly increases
the difficulty of organizing theseworks. Finally, it requires repeated and focused research
so that we can more accurately filter out the important part. At the same time, we also
found a problem in this process that materials about the recommendation model and
deep learning model usually only study their own fields, and there is rarely research
on the conversion process or combination of the two, which causes a certain gap in
research. This paper mentioned the relationship between the two models and why they
need to be combined. It is like a bridge between the two so that the reader can quickly
and precisely conduct relevant research. It can also serve as an extended introduction to
the improvement and application fields, providing the reader with certain inspiration.

In this project, we systematically studied relevant research in recent years and chose
the ones with high citation rates. In this paper, we investigate the improvement and the
application of DeepFm-related research. The former is further divided into the user level
and the modeling level. At the user level, content-based collaborative filtering and neu-
ral collaborative filtering are mentioned [1, 2]. There is also a deep knowledge-aware
network (DKN) [3], which is used in personalized recommendation, which, however,
lacks an end-to-end training approach and can only contain text; MKR [4], a knowl-
edge graph-embedded assistance; deep interest network (DIN) [5], which can effectively
capture interests but does not consider the possibility of interest failure; deep interest
evolution network (DIEN) [6], able to effectively solve interest changes over time, but
does not address the stability of long-term behavior; Binn [7], which considers long-term
stable behavior and evolution, but needs to study the impact of different types of users’
behavior; and long and short-term user representations (LSTUR) are able to deal with
user representation of short-term versus long-term behavior [8]. At the modeling level,
there are deep and cross networks (DCNs) [9], fuzzy neural networks (FNNs) and self-
normalizing neural networks (SNNs) [10], product-based neural networks (PNNs) [11],
and Autolnt [12], which address sparse, dense, and high-dimensional datasets; Wide &
Deeplearning [13], which considers the problem of low-order high-order interactions but
requires professional experience in feature engineering; and xDeepFm [14], a combina-
tion of a compressed interaction network (CIN) and a DNN, where the former is able to
construct automatic fork multiplication of finite higher-order features. Clustering prior
to interaction such asWebAPIs and K-means clustering are also proposed to improve the
reliability and speed for mining. Finally [15, 16], applications and partial improvements
in other domains are also proposed.

2 Background and Principle of DeepFm

DeepFm is a factorial decomposer-based neural network, an end-to-end learning model
emphasizing low- and high-order interactions [17], that combines decomposer recom-
mendations and deep learning in an algorithm designed to solve the CTR problem
[18].

From Fig. 1, it is clear that the model consists of DNN and FM. It learns from
embedding layers and uses latent vectors to value its interactions with other features.
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Fig. 1. DeepFm framework

Then it models

y
∧ = sigmoid(yFM + yDNN ) (1)

An embedded FM modeling framework is combined with a DNN-based neural net-
work framework in parallel that captures a combination of low- and high-order feature
interactions [19]. With a sparse data matrix of large dimensionality, such as when the
user has a specific preference or provides great many features, the dense embedding of
FM allows the embedding vector to correspond to every nonzero feature, thus enhance
the model’s generalization capability. The DNN multilayer perceptron can enable the
high-order feature mining of FM giving the model certain ability to generate high-order
features before their appearance. Furthermore, DNN and FM can use an identical input
vector learnt through the embedding layer, which can avoid repeated learning.

Based on the Logistic Regression (LR) model, the FM model further considers the
relationship between any two features [15]. Citing the second-order interaction, the
equation is initially defined as

yFM = w0 +
∑n

i=1
wixi +

∑n

i=1

∑n

j=i+1
wijxixi (2)

Unlike logistic regression, FMadds the feature combination of the consequent,where
the scalar Wi is used to measure the order of the important feature interactions, which
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are the weights. If XiXj = 0, then Wij = 0, so if the data is extremely sparse, Wij will
eventually become 0. Then, it will have the same form as logistic regression. In order to
deal with such problems, the FM model is improved to:

yFM = w0 +
∑n

i=1

∑n

j=i+1
vi, vjxixj (3)

where a potential vector Vi can be taken to calculate the interaction effect. An inner
product of ViVj is used instead of Wij, because if the feature Xi interacts with any other
features, the inner product is not zero, that is, the inner product can be used as a weight.
Thus, the factorization machine can represent and model the first-order and second-
order feature interactions respectively. An additive unit and multiple inner product units
together make the FM output.

Another part of DeepFM is the deep neural network (DNN) [17], a simple feedfor-
ward neural network with the function of learning higher-order feature interactions.

Instead of using FM to pre-train the latent vector V, DeepFm uses V to initialize the
neural network, which is different from other related algorithms [17]. It means that this
part of FM does not exist independently, it trains and learns together with the whole
model. DeepFm itself does not have pre-trained feature vectors. It relies on shared
feature embeddings, which are free from cumbersome feature engineering, and it is also
effective for both low- and high-order interaction representations. Therefore, DeepFm is
effective in reducing the error rate and improving prediction results. The model is both
capable of click-through prediction, and other machine learning tasks, such as various
recommendations. Simply, it uses and only uses the combined idea of FNN. DeepFm
uses FM for embedding, and the results are widely and thoroughly shared.

3 A Systematic Study on DeepFM-Related Work

In the recommendation process, Li L et al. developed a hybrid algorithm for optimization
and simulation of recommendation systems on the basis of content and collaborative
filtering [1], which builds a joint model and fuses content and collaborative filtering
together [20]. It makes the matrix less sparse thus the collaborative filtering achieves
better accuracy.HeXet al. also proposed neural collaborative filtering based onDNN[2],
which is different from traditional filtering algorithms based onmatrix decomposition. It
uses the NCF framework to learn user-item interaction through neural networks, which
opens up a new research direction for deep learning-based recommendation models. But
in the future, it is also possible to extend the NFC framework to the level of developing
models for users and building recommendation systems for multimedia items.

Wang H et al. raised a deep knowledge-aware network (DKN) [3], which combines
the knowledge graphwith news recommendation.As a deep recommendation framework
based on content, DKN has multi-channel and word entity aligned knowledge-aware
CNNfusing the semantic-level and knowledge-level representations of news. In addition,
an attention module is designed to address the different interests of users. However,
DKN lacks an end-to-end training approach, and it contains little information other than
text. Similarly, for knowledge graph-assisted recommendation, there is MKR, another
multi-task learning approach [4]. This end-to-end deep recommendation framework
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is capable of assisting in recommendation with knowledge graph embeddings. Items
and entities may have identical features. To model these features, MKR contains cross-
compression units that explicitlymodel the higher-order interactions. The item and entity
representations can complement each other, thus improving the generalization capability.

Similarly,WangR et al. proposed the deep crossover network (DCN) [9]. It is capable
of handling a large number of sparse or dense features. It is composed of multiple layers,
each retaining the interactions of the previous one, so that each layer is capable of
generating higher-order interactions. Combined with traditional deep representations, it
learns explicit crossover features with bounded degrees, effectively capturing predicted
feature interactions without the need to manually construct feature interactions [21]. It
has good results in click-through rate prediction.

In solving complex problems of high dimensionality and feature with many cate-
gories, Zhang W et al. proposed two DNN-based recommendation models – the FM-
supported neural network (FNN) and the sampling-based neural network (SNN) [10].
The former reduces dimensionality by supervised learning embedding and using FM
to turn sparse features into dense features. The latter is a fully connected network that
uses negative sampling – RBM and DAE. Both neural networks can also be extended
to a product-based neural network (PNN) [11], which has a product layer to capture the
interaction patterns between domains.

Considering sparse and high-dimensional input features, Song W et al. proposed
AutoInt, automatic feature interaction learning based on a self-attentive mechanism
neural network [12], which can avoid experts performing a manual selection of feature
interactions. It proposes a multi-headed attention neural network with skip-connect that
explicitly models feature interactions in a low-dimensional space. It models feature
interactions in different orders with multiple layers of the multiheaded attention neural
network.

Although above approaches can deal with sparse and high-dimensional input fea-
tures, there are still troubles in embedding and feeding the multilayer perceptron, which
cannot effectively capture the different interests of users from so many historical behav-
iors. So, Zhou G, Zhu X, Song C, et al. proposed the deep interest network (DIN) [5].
Given a certain candidate advertisement, it can learn from its historical behaviors to
adaptively compute a representation vector of user interests.

Similarly, An M et al. proposed a neural news recommendation method with both
long-term and short-term user representations (LSTUR) [8], containing a news encoder
and a user encoder. It first applies a news encoder to learn the representation of news
pieces from the headline and topics. The user encoder is then used, allowing for a long-
term user representation (LTUR) module and a short-term user representation (STUR)
module.

Cheng H T and Koc L et al. proposed Wide & Deep Learning to solve the irrelevant
recommendation problem in a sparse environment, which jointly trains a width linear
model and a deep neural network to balance the memory capacity and generalization
ability of Wide and Deep models to uncover the relevance of rare features that are sparse
or even never present to the final label [13].

Lian J et al. proposed a new compressed interaction network (CIN). It explicitly
brings about higher-order feature interactions with the benefits of finite higher order,
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automatic cross multiplication, and parameter sharing. It further combines a CIN and a
classic DNN into an extreme deep factorization machine (xDeepFm) without requiring
manual feature engineering [14], which frees data scientists from the tiresome task of
feature search.

Meanwhile, in practical applications, low-level and high-level feature interaction
does not have the same proportion of information. As a result, the model that they had
proposed at first was improved by assigning different weights to linear output [22],
second-order combined output, and deep output, respectively.

The description documents of Web API are clustered using Doc2Vec to obtain func-
tional clusters [15]. The multidimensional attributes of the services are extracted with an
FM model to mine the higher-order combination and interactions among them. A novel
recommendation – Web APIs is proposed by integrating the feature clusters and quality
of service of the services. Also, the focus needs to be on multi-feature extraction so that
the performance of the model can be improved.

There is another risk evaluation method for imports and exports that consists of
fuzzy reasoning and DeepFm [19]. On the basis of pre-processing, numerous historical
declarations and inspection data of import and export cargoes are selected. Based on
experts’ experience, cargo risk evaluation firstly takes the key domain information as its
feature index. Then, a fuzzy inference model is constructed using fuzzy theory. In order
to carry out the fuzzy normalization of samples, commodity risks could be measured
and categorized by DeepFm to build an intelligent comprehensive evaluation system for
import and export cargo with fuzzy normalization of commodity risks.

For data dimensionality reduction, the K-means clustering algorithm can cluster the
raw log data in consideration of similarity [16]. Later, the relationship of the low-order
and high-order feature combination can be obtained by the raw log data by DeepFm
parameter sharing strategy, and it will generate a click-through rate prediction model.
At last, users will get product recommendation in sequence and give feedback, which
comes from the predicted click-through rate. However, more elements such as a spatio-
temporal sequence of user behavior, preferences, and surrounding influence need to be
modeled.

4 Multi-perspective Discussion

Both the efficiency and the correctness of the model have been improved step by step.
This paper considers two levels. Firstly, on the user level, it goes step by step from content
and collaborative filtering and neural collaborative filtering to effective interest capture,
to the time-to-time interest change, to long-term stable behavior and evolution and the
long- and short-term user representation, to diversified interest, and to personalized
recommendation and recommendation using recursive diffusion with simulated global
social networks. Then, considering the modeling level, it goes from solving the sparse,
dense, andhigh-dimensional dataset, to low-order interaction, high-order interaction, and
low- and high-order interaction, to the complex relationship between different features,
in order to carry out different interactions, and to the clustering before the interaction.
These improve the reliability and speed formining. In terms of applications, DeepFmand
the above improvements can also be applied to product recommendations, technology
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Table 1. Deep-Fm-related research

Work Contribution Technology Limitations

A recommendation
system based on
content and
collaborative filtering
[1]

Combine the
strengths of content
and collaboration

Based on content
filtering and
collaborative filtering

–

Neural collaborative
filtering [2]

Learn interactions of
users and items with
the neural network,
giving a new research
direction

NCF Extend NFC to
develop models for
groups, which can also
be applied to
recommendations for
multimedia projects

DKN [3] Personalized
recommendations

KCNN and attention
mechanism

DKN lacks an
end-to-end training
approach and contains
little information other
than text

MKR [4] Knowledge
graph-embedded

Cross compression
units

How to use this
framework to research
other neural networks

DCN [9] Deal with sparse or
dense data

Multiple layers, each
retaining the
interaction with the
previous layer

–

FNN and SNN [10] Solve
high-dimensional
discrete features

DNN added FNN has no
high-order feature
interaction

PNN [10] Solve
high-dimensional
sparse features

An embedded layer
and a product layer:
IPNN based on the
inner product and
OPNN based on the
outer product

The inner product is
complex and the outer
product is unstable.
The performance
comparison of
network depth and the
product layer needs to
be enhanced to make
it interpretable and
visualized

(continued)
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Table 1. (continued)

Work Contribution Technology Limitations

Autolnt [12] Solve
high-dimensional and
sparse data

Multi-headed
attention neural
network

Unable to capture
different interests.
Context can be
incorporated and
applied to general
machine learning

DIN [5] Effectively capture
interests

Local activation unit Interest dysfunction

DIEN [6] Interest changes from
time to time

Extract potential
temporal interest and
model the interest
evolution process

Need to be more
personalized

Binn [7] Stabilization and
evolution of
long-term behavior

Neural Item
Embedding and
Distinctive Behavior
Learning

Need to study the
impact of the behavior
of different types of
users

LSTUR [8] Long- and short-term
user representation

News encoder and
user encoder

–

Wide&Deeplearning
[13]

Low-order and
high-order
interactions

The Wide model and
the Deep model

Wide needs
professional feature
engineering
experience

xDeepFm [14] Generation of
high-order feature
interactions

The combination of
CIN and a classic
DNN

–

The combination of
DeepFm and IoMT

Improve DeepFm Assigned different
weights to the linear
output, the
second-order
combined output, and
the deep output,
respectively

–

Web APIs [15] Clustering and mining
interactions

Doc2Vec and
DeepFm models

Focus on multi-feature
extraction

DCNN [22] Multimodal feature
extraction

Multimodal feature
extractor and rumor
detector

Able to predict

(continued)
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Table 1. (continued)

Work Contribution Technology Limitations

Personalized product
recommendation [20]

Improve the
efficiency of
personalized product
recommendation

K-means Model more elements

resource recommendations, news recommendations, advertising recommendations,Web
services, andmany other recommendations (seeTable 1). They also have great results and
applications in rumor detection, intrusion detection, predicting Chinese Internet users’
interest in social software, and risk evaluation of import and export cargoes. In the future,
DeepFm can also add expert opinions, after all, some specific fields need professionals
to provide a reference. In addition, we found that DeepFm is also applicable to Android
app store scoring. But at the same time, manual feature engineering can also be added
in some necessary environments. If expert opinion is added, the scoring and accuracy
will be improved to a large extent.

5 Conclusion

In this paper, we provide an extensive discussion of existing traditional recommendation
models, deep learning models, DeepFm, and their improvements and applications. We
explore the following perspectives, including solving data sparsity and high dimension-
ality, personalized recommendation, capturing interests and changes in interests, short-
term and long-term representation of interests, recursive diffusion, diversified interests,
and DeepFm and its improvements and applications. We also summarize the advantages
and limitations of these models. In addition, we have also investigated methods includ-
ing clustering and multimodal feature extraction, which simplify data complexity before
being used inmodels to enhance efficiency and precision. Finally, this study also presents
research on the applications of DeepFm in other fields and its future improvement. We
hope that this study will enable more readers to learn about the methods and efficacy in
this field and draw inspiration of other researchers.
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